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Abstract

Twenty-nine teams involving 61 analysts used the same data set to address the same research questions: whether soccer referees are more likely to give red cards to dark skin toned players than light skin toned players and whether this relation is moderated by measures of explicit and implicit bias in the referees’ country of origin. Analytic approaches varied widely across teams. For the main research question, estimated effect sizes ranged from 0.89 to 2.93 in odds ratio units, with a median of 1.31. Twenty teams (69%) found a significant positive effect and nine teams (31%) observed a non-significant relationship. The causal relationship however remains unclear. No team found a significant moderation between measures of bias of referees’ country of origin and red card sanctionings of dark skin toned players. Crowdsourcing data analysis highlights the contingency of results on choices of analytic strategy, and increases identification of bias and error in data and analysis. Crowdsourcing analytics represents a new way of doing science; a data set is made publicly available and scientists at first analyze separately and then work together to reach a conclusion while making subjectivity and ambiguity transparent.
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Significance Statement: Subjective analyst decisions affect the reliability and robustness of scientific findings. The present study employed a crowdsourcing methodology to investigate, for the first time, the extent to which scientists blind to each other's approach obtain the same results when analyzing the same data set to test the same hypothesis. After the first round of reporting, the 29 teams of analysts reported results with highly varying effect sizes, and moderate consensus. After feedback rounds and discussions, teams submitted their final reports. Analytical strategies still varied, yet 69% of teams reported significant result and 78% of the researchers concluded that the dataset suggests a positive association. Results highlight the value of crowdsourcing data analysis to increase transparency in science.
Creativity is a fundamental part of science. In the scientific process, creativity is mostly associated with the generation of testable hypotheses and the development of suitable research designs. Data analysis, on the other hand, is sometimes seen as the mechanical, unimaginative process of clarifying the result. Despite methodologists’ remonstrations (1–3), it is easy to overlook the fact that the analysis phase is imbued with theory, assumptions, and choice points that could have major implications for the reported outcome. In many cases, there is no single appropriate analysis. Rather, there are many reasonable (and many unreasonable) approaches to evaluating data that bear on a research question (2, 4–6).

This may be understood conceptually, but there is little appreciation for its implications in practice. Peer reviewers may comment and suggest improvements to a chosen analysis strategy, but rarely do those comments come with access to the actual data set (7). In some cases, authors use a particular analytic strategy because it is the one they know how to use, rather than there being a specific rationale. Similarly, reviewers may not have appropriate expertise to identify issues with the analytical approach taken. It is not uncommon for peer reviewers to take the authors’ analysis strategy for granted and comment exclusively on other aspects of the manuscript. More importantly, once published, reanalysis or challenges of analytic strategies are rare (8–11). The reported results and implications drive the impact of published articles; the analysis strategy is pushed to the background.

But what if the methodologists are correct? What if scientific results are highly contingent on subjective decisions at the analysis stage? Then, the process of certifying a particular result based on an idiosyncratic analysis strategy might be fraught with unrecognized uncertainty (2). Had the authors made different assumptions, an entirely different result might have been observed (12). The present article reports an investigation of the impact of analysis decisions on research results as 29 teams analyze the same data set to evaluate the same research question. The assembled teams are collectively expert on quantitative methods in general. This offers an opportunity to observe a diversity of research strategies to test a research question, and the diversity of outcomes that may result.

Crowds create opportunities to identify and resolve uncertainties in data analysis including: increased likelihood of identifying analytic errors (7), potentially leveraging the wisdom of crowds by using the central tendency of many results (13–15), identifying and debating the appropriateness of different analytic assumptions, and selecting superior analysis strategies from numerous options. Most importantly, perhaps, crowdsourcing data analysis can make transparent the profound implications that different choices in the analytical process have in the research process (3, 16, 17).

**Research application of crowdsourcing data analysis: Skin-tone and red cards in soccer**

We crowdsourced analysis to evaluate whether soccer referees are more likely to give red cards to dark skin toned players than light skin toned players, and whether this tendency is moderated by cultural preferences for different skin tones. The decision to give a player a red
card results in the ejection of the player from the game and has severe consequences as it obliges his team to continue with one less player for the remainder of the match. Red cards are given for aggressive behavior such as a violent tackle, a foul intended to deny an opponent a clear goal scoring opportunity, hitting or spitting on an opposing player, or threatening and abusive language. However, despite a standard set of rules and guidelines for both players and match officials, referee decisions are often fraught with ambiguity (e.g., was that an intentional foul or was the player only going for the ball?). It is inherently a judgment call on the part of the referee as to whether a player’s behavior merits a red card.

In societies as diverse as India, China, the Dominican Republic, Brazil, Jamaica, the Philippines, the United States, Chile, Kenya, and Senegal, light skin is seen as a sign of beauty, status, and social worth (18–21). One might anticipate that players with darker skin-tone would receive more red cards because of expectancy effects in social perception, which lead ambiguous behavior to be interpreted in line with prior attitudes and beliefs (22–24). For instance, negative implicit or explicit attitudes towards persons with dark skin may lead a referee to interpret an ambiguous foul as a severe foul and decide to give a red card (25–27). Further, given that group-based biases frequently result from cultural socialization (28, 29), referees from societies characterized by a strong preference for light over dark skin may be especially prone to exhibit this effect. Importantly, our archival data set provides the opportunity to estimate the magnitude of the relationship between variables, but does not offer the opportunity to identify causal relations.

METHODS
The first three authors and the senior author posted a description of the project online (see S1 of the Supplementary Materials). This document included an overview of the research question, a description of the data set and the planned timeline. The project was advertised via the senior author’s Twitter account, blogs of prominent academics, and word of mouth.

Data Analysts. Seventy-seven researchers expressed initial interest in participating and were given access to the Open Science Framework project page to obtain the data (https://osf.io/47tnc/). Individual analysts were welcome to form teams. Of the initial inquiries, 33 teams submitted a report in the first round, and 29 teams submitted a final report. In total, the project involved 61 data analysts plus the four authors who organized the project. Team leaders worked in 13 different countries and came from a variety of research backgrounds including Psychology, Statistics, Research Methods, Economics, Sociology, Linguistics, and Management. Of the 61 data analysts, 38 hold a PhD (62%) and 17 a Master's degree (28%). Researchers came from various ranks and included 8 Full Professors (13%), 9 Associate Professors (15%), 13 Assistant Professors (22%), 8 Post-Docs (13%) and 17 Doctoral students (28%). In addition, 27 participants (46%) have taught at least one undergraduate statistics course, 22 (37%) have taught at least one graduate statistics course, and 24 (39%) have published at least one methodological/statistical article.
Data set. From a company for sports statistics, we obtained player demographics from all soccer players (\(N = 2,053\)) playing in the first male divisions of England, Germany, France, and Spain in the 2012-2013 season. We also took from this source data about the interactions of those players with all referees (\(N = 3,147\)) that they encountered in their professional career. Thus the data entails a period of multiple years from a player’s first professional match until the date this data was acquired (June 2014). This data included the number of matches players and referees encountered each other and our dependent variable, the number of red cards given to a player by a particular referee. The data set was made available as a list with 146,028 dyads of players and referees (https://osf.io/47tnc/).

Players’ photos were available from the source for 1,586 out of 2,053 players. Profiles for which no photo was available tended to be relatively new players or players who had just moved up from a team in a lower league. The variable player skin tone was coded by two independent raters blind to the research question who, based on the profile photo, categorized players on a 5-point scale ranging from 1 = very light skin to 5 = very dark skin with 3 = neither dark nor light skin as the center value (\(r = 0.92; \rho = 0.86\)). This variable was re-scaled to be bounded by 0 (very light skin) and 1 (very dark skin) prior to the final analysis to ensure consistency among effect sizes between teams and to reflect the largest possible effect.

A range of potential independent variables was included in the data concerning the player, the referee, or the dyad. The complete codebook is available at: https://osf.io/9yh4x/. For players, data included their typical position, weight, and height at the time of data collection, and for referees, their country of origin. For each dyad, data included the number of games referees and players encountered each other and the number of yellow and red cards awarded. The variables of age, club, and league were only available for players at the time of data collection, not at the time of receiving the particular red card sanctioning. To protect their identities given the sensitivity of the research topic, referees were anonymized and listed by a numerical identifier for each referee and for each country of origin.

For the country of each referee, we included average scores of implicit and explicit preferences for light vs. dark skin tone that had been gathered in independent research by Project Implicit (30, 31). Implicit preference scores for each referee country had been calculated using a skin tone Implicit Association Test (IAT) (32), a speeded response task that assesses strength of associations. Higher scores on the IAT reflect a stronger automatic association between dark skin, relative to light skin, and negative valence. Explicit preference scores for each referee country were calculated using a feeling thermometer task, with higher values corresponding to greater self-reported feelings of positivity toward light skin tone versus dark skin tone. Both these national-level measures were created by aggregating data from many online users from referees’ countries taking these tests on Project Implicit (https://implicit.harvard.edu/; see also (33)).

Procedure. At registration we asked team leaders for their present opinion regarding the research questions with a single question for each hypothesis, e.g. “How likely do you think it is
that soccer referees tend to give more red cards to dark skinned players?” with a 5-point Likert item from 1 = *Very Unlikely* to 5 = *Very Likely*. This question was asked again at several points in the research project. After registration, research teams were given access to the data, decided their own analytical approach to test the common research questions, and analyzed the data independently of the other teams (see S2 for further details about this process). Then, via a standardized Qualtrics survey, teams submitted to the coordinators a structured summary of their analytical approach including information about data transformations, exclusions, covariates, the statistical technique used, the software used, the unit of effect size, and the results (see S3 for the text of the survey materials sent to team leaders, [https://osf.io/yug9r/](https://osf.io/yug9r/) for the the Qualtrics files, and [https://osf.io/3ifm2/](https://osf.io/3ifm2/) for the full list of analytical approaches).

After removing description of the results, the structured summaries were collated into a single questionnaire and distributed to all the teams for peer review. The analytic approaches were presented in a random order and researchers were instructed to provide feedback on at least the first three approaches that they examined. Researchers were asked for both qualitative feedback as well as the assessment: “How confident are you that the described approach below is suitable for analyzing the research questions?”, measured on a 7-point scale from 1 = *Unconfident* to 7 = *Confident* (see S3). Each team received feedback from an average of about 5 other teams (M = 5.32, SD = 2.87).

The qualitative and quantitative feedback was aggregated into a single report and shared with all team members. As such, each team received peer review commentaries about their own and other teams’ analysis strategies. Notably, these commentaries came from reviewers that were highly familiar with the data set, yet at this point teams were unaware of others’ results (see [https://osf.io/evfts/](https://osf.io/evfts/) and [https://osf.io/ic634/](https://osf.io/ic634/) for the complete survey and round-robin feedback). Each team had the opportunity to learn from others’ analytic approaches, and from the qualitative and quantitative feedback provided by peer reviewers. Here, it became apparent that some teams treated the static variables club or league as relevant for particular referee-player interactions. In the project description it had been unclear that these variables reflected club and league membership only at time of data collection. Project coordinators circulated an e-mail to clarify this (see S2). However, teams were not obliged to change their analytical approach based on the round-robin feedback.

Following peer review, research teams decided their final analysis strategy and the conclusions they drew from the results of their analysis. Participants submitted their final report in a standardized format and also filled out a standardized questionnaire similar to that used in the initial round. All final analysis reports can be found here: [https://osf.io/qix4g](https://osf.io/qix4g). A summary of the methods employed by each team and a one-sentence description of their findings are presented in S4.

After final analysis reports were compiled and uploaded to the Open Science Framework project space, a summary e-mail was sent to all teams inviting their review and discussion as a group about the analysis strategies and what to conclude for the primary research question. Team
members engaged in a substantive e-mail discussion regarding the variation in findings and analysis strategies (the full text of this discussion can be found here https://osf.io/8eg94/). For example, one team found a strong influence of five outliers on their analysis. Other teams performed additional analyses to investigate whether their results were similarly driven by a few outliers (interestingly, they were not). Finally, the first three authors and the senior author wrote a first draft of this paper and all authors were invited to jointly edit and extend the draft using Google Docs for collaborative editing.

When researchers scrutinized others’ results, it became apparent that differences in results may have not only be due to variations in statistical models, but also due to variations in the choice of certain covariates. Doing a preliminary reanalysis, the leader of team 10 discovered that the controversial covariates league and country may be responsible for making some results appear non-significant. A debate emerged regarding whether the inclusion of these covariates was quantitatively defensible (see https://osf.io/2prib/). The project coordinators thus asked the 10 teams who had included these variables in their final models to re-run their models without said covariates. Additionally, we asked these teams to decide whether to keep their prior version or use the results from the updated analysis. The results displayed in the manuscript reflect teams’ choices of their final model

RESULTS

From the 79 researchers who initially registered for the crowdstorming project, 33 teams were formed and submitted an initial analytical approach. Of those, 29 teams also submitted a final report. Submitted analytical approaches were diverse, ranging from simple linear regression techniques to complex multilevel regression techniques and Bayesian approaches. Table 1 shows each team’s analytic technique, reported effect size, and a number of characteristics describing how their model was specified (e.g., the number of covariates used in the analysis). In total, there were 21 unique combinations of covariates among the 29 teams. Apart from the variable ‘games’, which was used by all teams, just one covariate (player position, 62%) was used in more than half of the analytic strategies and three were used in just one analysis. Two sets of covariates were used by three teams each, and four sets of covariates were used by two teams each. All other 15 teams used a combination of covariates, which only their own team used. Table 1 shows variation in analytic strategies for number of covariates (M = 2.83 Stdev = 2.05), treatment of the non-independent structure of the data, statistical distribution chosen for the

---

1 One of the co-authors of the paper, D. Molden, strongly disagreed with the project coordinator's decision to allow teams to choose to retain these covariates in any final analyses. He argued that the high rate of movement of players between clubs and leagues that occurs each year (~150-200 players per league per year) invalidated the use of static club and league values from a single year in any data set that spanned multiple years, as the present one did. He further argued that these conditions rendered the decision to use these variables a major analytic mistake, not a defensible analytic choice. For more detail see https://osf.io/2prib/
outcome, and reported effect sizes. More detail regarding specific covariates chosen by each team can be seen in Table 2. Reasons that teams gave for their initial inclusion/exclusion of particular covariates can be found at https://osf.io/sea6k/.

For the primary research question, researchers’ conclusions varied regarding whether or not soccer referees were more likely to give red cards to dark skin toned players than light skin toned players. Fig. 1 shows the effect sizes and 95% confidence intervals alongside the description of the analytic approach provided by each team. Statistical results ranged from 0.89 (slightly and non-significantly negative) to 2.93 (moderately positive) in odds ratio units, with a median of 1.31. From a null hypothesis significance testing standpoint, twenty teams (69%) found a significant positive effect and nine teams (31%) observed a non-significant relationship. No team reported a significant negative relationship.

After their final analyses, we asked those ten teams who had used the league and club variables in their final analyses to reconduct their analyses without these questionable variables and choose which model to use as their final result. This was done to examine whether results may be potentially confounded by these two variables. The removal of these two covariates overall corresponded to a slight increase in effect size (Median OR = 1.25, MAD = 0.12 to Median OR = 1.32, MAD = 0.07). Overview Tables 1 and 2 reflect teams’ final model choice.

-- Place Tables 1 and 2 about here --

Overall, teams who employed logistic or Poisson models reported estimates that were somewhat larger than teams using linear models. More specifically, 15 teams used logistic models (11/15 significant, median OR = 1.34, MAD = 0.07), six teams used Poisson models (4/6 significant, median OR = 1.36, MAD = 0.08), six teams used linear models (3/6 significant, median OR = 1.21, MAD = 0.05), and two teams used models classified as miscellaneous (2/2 significant).

Teams also varied in their approaches to handling the non-independence of players and referees, which resulted in variability regarding both median estimated and rates of significance. In total, 15 teams used random effects (12/15 significant, Median OR = 1.32, MAD = 0.12), eight teams used clustered standard errors (4/8 significant, Median OR = 1.28, MAD = 0.13), five teams did not account for this artifact (4/5 significant, Median OR = 1.39, MAD = 0.28), and one team used fixed effects for the referee variable (0/1 significant, OR = 0.89).

---

2 Because the majority of teams used analyses that favored the reporting of odds ratios, we chose this effect size as the common effect size. For those who performed standard linear regression techniques, we used traditional conversion formulas for both Cohen’s $d$ and standardized regression weights (assumed to be a correlation coefficient) found in Borenstein, Hedges, Higgins, & Rothstein (34). Additionally, because the prevalence of red cards is so low, we make the “rare disease” assumption by assuming that the risk ratios yielded in analyses adopting a Poisson regression framework yield a fair approximation to the odds ratio (35).

3 Of the ten reanalyses, three results shifted to being positive and significant, and one (using no covariates) shifted to a negative and significant result. Overall, six of the ten retained their initial models. Three teams explicitly stated that their results only changed marginally and were not contingent on the inclusion of the two covariates in question.
When researchers submitted their final report they also indicated their subjective conclusions about the primary study hypothesis. At that point, 15 team leaders judged it likely or very likely that soccer referees tended to give more red cards to dark skinned players, 7 team leaders judged such an effect to be unlikely and 6 team leaders neither likely nor unlikely.

In additional analyses (S5), we examined correlations between effect sizes and researchers’ initial and final subjective beliefs, teams’ statistical expertise, and ratings of confidence regarding teams’ analytical approaches.

-- Figure 1 about here --

Results for the second research question regarding whether referees from countries high in skin-tone prejudice were more likely to award red cards to dark skin toned players were much more homogeneous. Results for the majority of teams yielded extremely wide confidence intervals and only one team reported a statistically significant effect. Researchers were also concerned about the appropriateness of the available data given that there was very little variation in the country-level estimates. The majority (75% and 72%) were unconfident to somewhat unconfident regarding how appropriate the dataset was for investigating RQ2a and RQ2b. For these reasons results were not discussed in the main text (See S6 for more detailed analyses).

In addition to the Final Submission phase, subjective beliefs were assessed four times during the project (see Fig. 2). Note that this measure was centered in all subsequent analyses to increase interpretability. When we asked researchers at their initial registration (i.e., before they had received the data), overall there was slight agreement that a positive relationship existed between number of red cards and player skin-tone, yet opinions varied greatly (M = 0.61, Stdev = 1.20). We asked the same question again after researchers accessed the data and submitted their analytical approach. At that point, the slight initial agreement had turned into slight disagreement that such a relationship was real (M = -0.61, Stdev = 0.88). After the round-robin feedback where researchers viewed others’ approaches and comments, opinions shifted again. At the point of their final submission, overall slight agreement existed again of the hypothesized relationship at a magnitude similar to the initial beliefs, yet again with substantial variability (M = 0.61, Stdev = 1.20). Finally, after a group discussion with all approaches and results available, overall agreement increased again very slightly and notably, the variability in beliefs decreased (M = 0.75, Stdev = 0.70).

After the discussion, and before seeing the draft of this report, most teams agreed moderately that the data showed a positive relationship between number of red cards and player skin-tone. In this final survey, a set of supplementary items assessing agreement with more nuanced beliefs (e.g., “There is little evidence for an effect,” “The effect is positive and due to referee bias”) revealed greatest endorsement (78% agreement) of the position that “The effect is
positive and the mechanism is unknown” (M = 5.32, SD = 1.47 on a scale ranging from 1 = strongly disagree to 7 = strongly agree; see S7 for more details).

-- Figure 2 about here --

**DISCUSSION**

It is easy to understand that effects can vary across independent tests of the same research question using different sources of data. Variation in measures, samples, and random error in assessment naturally produce variation in results. Here, we demonstrate that variation in effect size is also present in the *same data* contingent on choices and assumptions in the analysis process. We observed variation in the effect estimates of whether soccer referees gave more red cards to dark skin toned players. We also observed convergence on the discrete judgment of whether there was a positive effect in the data. These crowdsourcing results illustrate both the contingency of effects as a function of analytic choices, and the opportunity for converging beliefs through shared examination and evaluation of a research question using a shared data set.

The median result (OR = 1.31) indicated that the odds were 31% higher for players rated as having the darkest skin tone to receive a red card when compared to players rated as having the lightest skin tone. Assuming a 40 game season, these results suggest that the probability of receiving at least one red card over a season is 15.2% for a player with the darkest skin tone and 11.8% for a player with the lightest skin tone. The estimated effects ranged from 0.88 to 2.93 in odds ratio units (1.0 indicates a null effect), with zero teams finding a negative effect, nine teams finding no relationship, and twenty teams finding a positive effect. If, as in virtually all other research projects, a single team had conducted the study, selecting randomly from the present teams, there would have been a 69% likelihood of reporting a positive result and a 31% likelihood of reporting a null effect.

**What is the correct answer?**

With 29 analyses of the same question using the same data, 28 more than the typical research article, it is reasonable to expect a clear conclusion about which is the right method and whether a statistically significant effect would be found. One approach for attaining consensus is the central tendency of all analytic approaches. Indeed, this is a core logic of wisdom of the crowds (13–15, 36). The error in each individual case is canceled out in the aggregate estimate. Yet, this approach ignores variations in quality or assumptions behind analytical approaches.

---

4 Because lighter skin toned players played more games than darker skin toned players, the referee-player dyads were disaggregated into referee-player-game units. In this case, with a median odds ratio of 1.31, the prevalence of red cards is 0.314% for referee-player-game units with players with the lightest skin tone rating, and 0.411% for units with players with the darkest skin tone rating. Over *n* games, the probability of a given player to receive at least one red card is equal to 1 - (probability never receiving a card)^n. Assuming 40 games, this probability for a player with the darkest skin tone is 1 - (1 - 0.00411)^40, while this probability for a player with the lightest skin tone is 1 - (1 - 0.00314)^40.
Crowdsourcing research may benefit from a more deliberate approach, one in which analytical approaches are discussed and refined.

The peer review process between initial and final analysis strategy provided opportunity for collective improvement across the analytic strategies. Peer review can filter out some strategies perceived as less defensible thus improving the aggregate set. Additionally, on open group discussion of the diversity of analytic approaches, a single, superior method could have become evident. In a lengthy email discussion among researchers, a few approaches were mentioned to be rather clearly inappropriate, and a number of approaches were each recognized as defensible (for the full text of the email discussion see https://osf.io/8eg94/). One discussion lead to the conclusion that statistical significance in some models was affected by the inclusion of two covariates.

Despite the variation in analytical approaches, we do observe some evidence for a conclusion. Following discussion, the analysts converged toward agreement that there is a small, statistically significant relationship between player skin tone and receiving red cards, the cause of which is unknown.

Data set shortcomings and future directions for research on referee decisions

Given the correlational nature of the available field data, the present research cannot identify causal relationships between variables. Most teams observed a significant relationship between player skin tone and referee red card decisions, but this correlation could be driven by referee biases, player behavior (e.g., due to national differences in playing styles), or unmeasured third variables. Further, our crowdsourcing project attracted participants from a wide range of academic disciplines. Disciplines vary in their focus on identifying an empirical effect (controlling for as few covariates as possible) or a theoretical effect (controlling for as many covariates as possible). If this research had been conducted among teams within a single discipline, there could have been more homogeneity regarding the selection of covariates. Moreover, the longitudinal nature of the data set and the dyadic focus of referee-player interactions made it possible to observe a multitude of interactions and potential red card decisions of referees. Yet, the structure of the data meant that some other potentially meaningful variables were not available. Future research should examine the effect with data collected at the game level and variables such as club and league collected over time, which was a shortcoming of the current data set.

Another major limitation is that data on explicit and implicit skin tone preferences were only available for referees’ country of origin, not for the individual referees themselves. Referees may or may not have skin tone preferences similar to those of the average person in their home country. This could be one reason why our analysis teams converged on the conclusion that skin tone preferences did not predict referee decisions, and that the data set was not adequate to answer the question effectively. Another explanation, of course, is that neither explicit nor implicit attitudes exhibit significant predictive validity in this particular field context. To address
these issues, it will be productive to directly measure the social attitudes of sports officials and examine whether these predict their judgments of players.

More generally, to investigate the research questions more effectively, access to more detailed and fine-grained data would be ideal. The amount of time a player was on the pitch during the game, details of all other players playing that same match, whether the game was an international game or league game and if the latter in which league the game was played, as well as the importance of the particular game were all mentioned by analysts as information they would have liked to have included but that was not available.

**Limitations and challenges of crowdsourcing analytics**

Based on our experiences with this first crowdsourcing project, we see great opportunities for crowdsourcing research and are mindful of limitations and challenges that need to be overcome in future projects applying this new method.

Crowdsourcing of data analysis is inefficient in that numerous analysts conduct multiple rounds of data analysis to answer a single research question. But, consider that inefficiency in comparison to the status quo in which a research question is examined and reported using a single analysis strategy. Conventional practice makes little accommodation for the possible contingency of the results on the analytic method (2, 6). Moreover, misspecification of results via analysis strategy is virtually undetectable without an ethic of open data and community review of analytic strategies. It is conceivable that the relative inefficiency trade-offs would actually produce a net benefit by having many independent analysts for a complex data set compared to the currently prevalent practice of individual analysis teams providing stand-alone analyses of privately held data. Further, the use of 29 independent teams helped us illustrate the variation in analytic strategies and conclusions, but - in practice - fewer independent teams may be needed to assess robustness of conclusions. A related challenge, then, is how variation in analytical strategies can be channeled into meaningful conclusions. In our case, while beliefs tended to converge towards the end of the project, final reports still included analytical choices (e.g. statistical methods and inclusion of particular covariates) that lack consensus among teams. Future crowdsourcing projects could investigate process variations on independence of teams’ choices and consensus building on final model decisions.

Another limitation involves the present system of professional rewards. Professional incentives are limited for authorship in a lengthy author string rather than getting all or most of the credit for individual or small team contributions. Encouragingly, however, 61 data analysts from all over the world volunteered for the present project. The scientific appeal of crowdsourcing may, at least for some, outweigh the material rewards of participation. Or, even more optimistically, people may recognize that professional reputation is less a function of how many names are on any given article, and more a function of the quality of one’s contributions to the research -- large or small.
A related challenge is the potential diffusion of responsibility. With a very large team, individual researchers may feel less responsible for the quality and accuracy of the overall research project, therefore increasing the risk of error in the report. We sought to minimize this possibility with (a) a highly modularized approach so that each team “owned” and was responsible for a small portion of the total project, (b) transparency so that team members’ contributions, strategies, and code were available to others to maximize accountability and detectability of error, and (c) leadership that took responsibility for integrating the modular pieces, soliciting feedback, resolving disagreement, and promoting project quality (37). Yet the challenge remains how teams can be incentivized throughout the project to adapt their approaches based on feedback and stay involved and actively contribute throughout. In our project, representatives from 21 teams provided comments to the manuscript, others wrote e-mails suggesting edits, and all teams that were approached to conduct further analyses responded promptly and volunteered to do so. Deep scrutiny and suggestions for edits came rather from a smaller group of roughly ten teams leaders. Crowdsourcing projects in general thus face the challenge to find ways to incentivize and identify researchers’ involvement throughout and decide on how to deal with situations in which justified critique on analytical approaches is not taken into account.

Finally, in some cases crowdsourcing data analysis could lead to scientific confusion, such as when one analytic approach is actually ideal but is lost amid many less optimal approaches. Again, however, with complex data sets such as this one, it seems unlikely that a single team that collects the data and conducts the analysis in isolation is likely to identify and use the single most optimal method. Crowdsourcing may help identify and surface superior methods over the alternatives. For simpler data sets there may be more initial consensus between analysts on the best approach to use, and therefore comparatively greater convergence in results.

Conclusion

Crowdsourcing analytics represents a new way of doing science. A data set is made publicly available and scientists at first conduct their analyses independently and then work together to reach a conclusion regarding the most appropriate methodology while making ambiguity, subjectivity, and disagreement transparent. If a consensus in results emerges, scientists can speak with one voice. Conversely, if different analysts obtain distinct results with each employing defensible approaches, the subjectivity of science is highlighted and embraced as part of the reality and challenge of acquiring knowledge.
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Tables and Figures

Table 1. This table shows the analytical approaches chosen by each team with the number of covariates used and how each team treated the non-independence of the data. Effect sizes reported by each team are listed in their original unit as well as in the converted Odds Ratio format. Effect size units are abbreviated as follows: IRR = incidental risk ratio, OR = odds ratio, D = Cohen’s d, R = standardized regression coefficient.

<table>
<thead>
<tr>
<th>Team</th>
<th>Analytic Approach</th>
<th>N covariates</th>
<th>Treatment of Non-independence</th>
<th>Distribution</th>
<th>Reported Effect Size</th>
<th>OR or 95% CI</th>
<th>Odds Ratio (OR) or 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ordinary least squares with robust standard errors, logistic regression</td>
<td>7</td>
<td>Clustered SE</td>
<td>Linear</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Linear probability model, logistic regression</td>
<td>6</td>
<td>Clustered SE</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Multilevel Binomial Logistic Regression using Bayesian inference</td>
<td>6</td>
<td>Random effect</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Spearmann correlation</td>
<td>5</td>
<td>None</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Generalized linear mixed models</td>
<td>5</td>
<td>Random effect</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Linear Probability Model</td>
<td>6</td>
<td>Clustered SE</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Dichotomous process Gaussian clustering</td>
<td>6</td>
<td>None</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Negative binomial regression with a log link analysis</td>
<td>5</td>
<td>None</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Generalized linear mixed effects models with a log link function</td>
<td>5</td>
<td>Random effect</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Multilevel regression and logistic regression</td>
<td>3</td>
<td>Random effect</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Multiple linear regression</td>
<td>4</td>
<td>None</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Zero-inflated Poisson regression</td>
<td>2</td>
<td>Fixed effect</td>
<td>Poisson</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Poisson Multi-level modeling</td>
<td>1</td>
<td>Random effect</td>
<td>Poisson</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Weighted least squares regression with reference fixed-effects and clustered SE</td>
<td>6</td>
<td>Clustered SE</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Hierarchical log-linear modeling</td>
<td>1</td>
<td>Random effect</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Hierarchical Poisson Regression</td>
<td>2</td>
<td>Random effect</td>
<td>Poisson</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Bayesian logistic regression</td>
<td>2</td>
<td>Random effect</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Hierarchical Bayes model</td>
<td>2</td>
<td>Random effect</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Cross-classified multilevel negative binomial model</td>
<td>1</td>
<td>Random effect</td>
<td>Poisson</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Tobit regression</td>
<td>4</td>
<td>Clustered SE</td>
<td>Miscellaneous</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>Mixed model logistic regression</td>
<td>2</td>
<td>Random effect</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>Multilevel logistic regression</td>
<td>3</td>
<td>Random effect</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Multilevel logistic binomial regression</td>
<td>4</td>
<td>Random effect</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Three-level hierarchical generalized linear modeling with Poisson sampling</td>
<td>6</td>
<td>Random effect</td>
<td>Poisson</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Poisson regression</td>
<td>3</td>
<td>None</td>
<td>Poisson</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>Mixed effects logistic regression</td>
<td>2</td>
<td>Random effect</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Clustered robust binomial logistic regression</td>
<td>3</td>
<td>Clustered SE</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Logistic regression</td>
<td>6</td>
<td>Clustered SE</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Generalized linear models for binary data</td>
<td>1</td>
<td>Clustered SE</td>
<td>Logistic</td>
<td>0.15, 0.95, 1.41</td>
<td>1.58, 1.69, 2.01</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. This overview shows the covariates used by each team. Team numbers are listed on the top and covariates on the left. A shaded box indicates that the corresponding team used the covariate in their final model. The table is ordered by the frequency by which each covariate was used.
Fig. 1. Point estimates and 95% confidence intervals for analysis teams for Research Question 1: Are soccer referees more likely to give red cards to dark skin toned players than light skin toned players? Note that the asterisks correspond to a truncated upper bound for Team 21 (11.47) and Team 27 (78.66) to increase the interpretability of this plot.

Fig. 2. The plot on the left reflects team leader beliefs regarding the primary research question: whether player skin tone predicts referee red cards. Each light gray line represents a single team’s trajectory throughout the project, and the black trajectory represents the mean value at each time point. Note that each individual trajectory is jittered slightly to increase the interpretability of the plot. The plot on the right represents the consensus (or lack thereof) by plotting the number of team leaders endorsing a particular response category at each time point.
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ONLINE SUPPLEMENT

Supplement 1: Publicly Posted Project Description

NOTE: This initial project description was publicly posted here:
https://docs.google.com/document/d/1uCF5wmbcL90qvrk_J27fWAyDcDNrO9o_APkwRkOKc/edit

Crowdstorming Research: Many analysts, one dataset

Research Protocol

Spring 2014

Research Question: Are soccer referees more likely to give red cards to dark skin toned players than light skin toned players?

Overview

In a standard scientific analysis, one analyst or team presents a single analysis of a data set. However, there are often a variety of defensible analytic strategies that could be used on the same data. Variation in those strategies could produce very different results. We introduce the approach of "crowdstorming a dataset." Multiple independent analysts are recruited to investigate the same hypothesis or hypotheses on the same data set in whatever manner they see as best. The independent analysis strategies produce two datasets of interest: (1) the variation in analysis strategies, and (2) the variation in estimated effects. These two can be partially independent. Different analysis strategies may converge to a very similar estimated effect - indicating robustness despite variation in analysis strategies. Alternatively, the estimated effect may be highly contingent on analysis strategy. In the latter case, there are at least two methods of resolution: (1) consider the central tendency of the estimated effects to be the most accurate, or (2) critically evaluate the analysis strategies to determine whether one or more should be elevated as the preferred analysis.

This approach should be especially useful for complex data sets in which a variety of analytic approaches could be used, and when dealing with controversial issues about which researchers and others have very different priors. If everyone comes up with the same results, then scientists can speak with one voice. If not, the subjectivity and conditionality on analysis strategy is made transparent. Further, when crowdstorming a data set, the potential for errors and suboptimal analyses are reduced.
This first project establishes a protocol for independent simultaneous analysis of a single dataset by multiple teams, and resolution of the variation in analytic strategies and effect estimates among them. Next, we summarize the research question, process for collaboration, and the available dataset. The Open Science Framework project page is https://osf.io/gvm2z/.

**Research Questions**

For this first project, we crowdstorm the questions of whether soccer referees are more likely to give red cards to dark skin toned players than light skin toned players, and whether this effect is moderated by skin-tone prejudice across cultures. The available dataset provides an opportunity to identify the magnitude of the relationship among these variables. It does not offer opportunity to identify causal relations.

Research Question 1: Are soccer referees more likely to give red cards to dark skin toned players than light skin toned players?

Research Question 2: Are soccer referees from countries high in skin-tone prejudice more likely to award red cards to dark skin toned players?

**Relevant background**

For Question 1: Research on assimilation to stereotypes in social perception (Bodenhausen, 1988; Correll et al., 2002; Hugenberg & Bodenhausen, 2003) and cultural preferences for light skin (Maddox & Gray, 2002; Sidanius et al., 2001; Twine, 1998) predicts that darker skin tone will be associated with receiving more red cards. On the other hand, research on accountability (Lerner & Tetlock, 1999), and the debiasing effects of real world professional experience (List, 2003; Levitt & List, 2008) gives reasons to expect no such effect. Although concluding the null is always difficult, our large sample size gives us much greater leeway than usual with regard to concluding no evidence of bias.

For Question 2: Research and theory on the roots of perceptual biases in cultural socialization (Banaji, 2001; Greenwald & Banaji, 1995) suggests growing up in a society that favors light over dark skin should ingrain such prejudices in individual members of that culture. On the other hand, implicit and explicit prejudices measured at the aggregate level of societies may not related to individual-level judgments as these are different levels of analysis and relatively “distant” predictors.
Related Research

There is some relevant literature looking at other sports, specifically basketball and baseball. Price and Wolters (2010) demonstrated a same-race bias in NBA foul calls (e.g., White referees call more fouls on Black players) and rebutted the NBA’s criticisms in a follow up paper (Price & Wolters, 2011). Parsons et al. (2011) and Kim and King (in press) demonstrate racial bias in calls by baseball umpires. Pope, Price, and Wolters (2013) show that after the publicity around the original Price and Wolters paper, the same-race bias shown in NBA referee calls was eliminated. This provides a strong ethical impetus for carrying out the present project. The publicity and controversy surrounding the original Price and Wolters paper also makes it even more important than usual to get things right when looking for evidence of similar biases among soccer referees.

Project Coordination and Authorship

Raphael Silberzahn and Dan Martin are the project coordinators. Eric Uhlmann is the lead writer and Brian Nosek will supervise the project. The two project coordinators and lead writer will be the first three authors followed by alphabetical listing of all other authors, and then Brian Nosek.

Authorship is earned by completing and submitting a reproducible analysis within the stated timeframe. This includes: (1) the code for the analysis and specification of analysis package required to execute the analysis, (2) a description of the rationale for the analysis strategy, (3) a complete written description of the analysis strategy, and (4) a description of the result including specification of the effect estimate in effect size units (d, r, R² or odds ratio) and 95% confidence interval around the estimate.

Planned Timeline

There are seven phases for this crowdstorming project. In order to meet the timeline, some later phases may commence while earlier phases are in process. For example, some of the report will be written while final data analyses are still in process.

1. **Registration:** Registration via Google Forms document and with the Open Science Framework: project page is [https://osf.io/gvm2z/](https://osf.io/gvm2z/) (Complete by May 18th, 2014).
2. **1st Round Analyses:** First round of Analyses conducted until June 15, EST and analytical approaches are uploaded and shared with other research teams. Initial findings are shared with the project coordinators but not with other research teams.
3. **Round Robin Feedback Round:** Research teams comment and provide suggestions on other teams’ research approaches (until June 29, 2014).
4. **2nd Round Analyses**: Research teams refine their analytical approach and upload their final analyses (until 20th of July, 2014).

5. **Working Paper**: A working paper presenting and discussing the different results will be circulated to research teams (before August 3rd, 2014) and made available for the wider public (until August 17th, 2014).

**Elaboration of Project Stages**

1. **Registration**

Research teams consisting of one or several individual researchers may register to participate in this project via the [this form](#). After registration, participants receive an invitation on the [Open Science Framework](#) to access the [project data](#).

2. **1st Round Analyses**

After registration, research teams will be given access to the data and will develop an analytical approach and engage in data analyses independently of other teams. At the end of this stage, it is expected that teams submit a short summary of their analytical approach.

In order for research teams not to converge towards a particular outcome, teams will disclose their findings from this stage to the project coordinators but not to other research teams. This procedure helps keep track of changes to analytical approaches and how initial findings and conclusions change over time, which is a potentially important insight that this crowdstorming project may reveal.

The following will describe the dataset and available variables in greater detail.

**The Dataset**

From a company for sports statistics, we obtained data and profile photos from all soccer players (N = 2,053) playing in the first male divisions of England, Germany, France and Spain in the 2012-2013 season and all referees (N = 3,147) that these players played under in their professional career (see Fig. 1). We created a dataset of player–referee dyads including the number of matches players and referees encountered each other and our dependent variable, the number of red cards given to a player by a particular referee throughout all matches the two encountered each other.

Player’s photo was available from the source for 1,586 out of 2,053 players. **Players’ skin tone** was coded by two independent raters blind to the research question who, based on their profile
photo, categorized players on a 5-point scale ranging from “very light skin” to “very dark skin” with “neither dark nor light skin” as the center value.

Fig. 1: Player overview with list of referees and player-referee statistics, such as matches, goals, and cards.

Additionally, implicit bias scores for each referee country were calculated using a race implicit association test (IAT), with higher values corresponding to faster white | good, black | bad associations. Explicit bias scores for each referee country were calculated using a racial thermometer task, with higher values corresponding to greater feelings of warmth toward whites versus blacks. Both these measures were created by aggregating data from many online users in referee countries taking these tests on Project Implicit.

Data Structure

The dataset is available as a list with 146,028 dyads of players and referees and includes details from players, details from referees and details regarding the interactions of player-referees. A summary of the variables of interest can be seen below. A detailed description of all variables included can be seen in the README file on the project website.
3. **Round Robin Feedback Round**: After submitting their analytical approach, teams are invited to view others’ approaches, take inspiration from them and comment and reflect the different strategies. Further details of this process are to be announced.

4. **2nd Round Analyses**: Based on their initial analyses, and the input received during the Round Robin Feedback round research teams refine their analytical approach and work out their final analyses and conclusion they draw from the data.

5. **Working Paper**: A single General Discussion briefly covers the results reached by each team and tries to integrate them. We also reflect on how the crowdstorming went.

If everyone reached similar conclusions, scientists can speak with one voice on a socially important issue, which is a nice contribution. If different analysts reach very different results with multiple, defensible approaches, this is also a contribution in highlighting that there is a great deal of subjectivity in science. If errors or suboptimal analyses were uncovered when similar analyses by different analysts were compared, that's a contribution too as scientific errors were avoided through the use of many independent analysts.

There are also some potential drawbacks of crowdstorming that may be worth discussing. The results section will likely become very long because of the need to present the results of so many different analysts. It is also perhaps inefficient to always have many different analysts analyze
the same data set to test the same hypothesis. There is limited professional reward for many of those involved, most of whose names are lost in a long author string. In some cases crowdstorming could lead to a “Tower of Babel” problem, where one analytic approach is actually optimal but it is lost amid less optimal (if still defensible) approaches.

Crowdstorming is likely to be most useful in cases like this involving complicated data sets, multiple plausible hypotheses, and high levels of controversy. This is a case where all this effort will likely be worth it.

References


Supplement 2: Additional Notes on the Research Process

1. The data included identifying information for each player such as name, club, and league played at the time the data was collected. This identifying information was helpful as soon after the initial posting of the data, one project member noted a few mismatches between players and their height, which likely had been introduced during the data cleaning process. After these issues were raised, the data was taken offline and we went back to the original data source. The two project coordinators created independent clean data sets from the original source. Both data sets were checked against each other for accuracy and spot checks with the original source revealed no differences, thus this updated data set was provided to the analysis teams. Illustrating an important benefit of crowdsourcing science, already at this stage the multitude of researchers involved benefitted the project by helping to ensure that errors were caught at an early stage and could be addressed.

2. When we examined analytical approaches, it became clear that some variables were not interpreted by researchers in the same way. Players’ club and leagues was a static variable in the data set, gathered from players’ profile page at the time of data collection. Whereas weight and height for players are relatively static, club and league information is not actually static across time. Players may switch clubs and leagues between seasons. Consequently while the project coordinators saw those two variables as identifying variables, the lack of labeling as such meant that some researchers worked with club and league information in their first analyses. As the information for each player-referee-dyad referred to all games played in individuals’ professional career, single club and league information for each player did not necessarily reflect the state of the world at the time of each particular game. This information was clarified in an e-mail to project members and pointed to benefits of sharing analytical approaches before settling on particular results.

3. To aggregate the final results into a common effect size, further exchange communication occurred between the project coordinators and some team leaders after the submission of final reports. Project coordinators thereby assisted in the conversion of obtained results into the standardized effect size units reported in this paper (Cohen’s d, standardized regression weight, odds ratio, or risk ratio).
Supplement 3: Complete Surveys Sent to Analysis Teams

1. Registration E-Mail

Dear <FirstName>,

thank you very much for joining the Crowdstorming Research Project. We are excited to have you in the team! I am sending you below some further information, which will help us work together. Raphael Silberzahn and Dan Martin are the project coordinators. Eric Uhlmann is the lead writer and Brian Nosek will supervise the project. Raphael (mail@raphael.rs) and Dan (dpmartin42@gmail.com) are your first points of contact for any question you may have.

More information about the project itself, as well as a timeframe and further information are in our google document: https://docs.google.com/document/d/1uCF5wmbcL90qvrk_J27fWAyDcDNrO9o_APkicwRkOKc/edit We will update this document over time but will also inform you via e-mail of major changes. At this point you may likely ask what the next steps are.

(1) As a first step, I will register you as a collaborator on our project space at the Open Science Framework: https://osf.io/gvm2z/
If you are already registered at the OSF than you should be able to view this project in your dashboard. If you're not yet registered at the OSF, you will receive an e-mail.

(2) The dataset will be made available on Monday 28th of April, from which time on you may start working on your analyses. You will have time until June 15th, to upload a documentation of your analytical approach and your results. Your analytical approach but not the initial findings are then shared with other research teams and following that date, research teams will provide comments and suggestions, which should help refine your analyses thereafter. A more detailed overview of these steps is documented in our google document.

We are very excited to work on this project together with you!
All the best,
Raphael, Dan, Eric and Brian
2. Analytical Approach Collection E-Mail

Dear ${m://FirstName},

Our Crowdstorming project is getting in to the final phase! We hope you enjoyed working with the data and send you the link below to submit your analytical approach. Deadline for submission is June 15th EST. As this is a delayed submission, please submit as soon as possible and let me know by e-mail afterwards. After, we will prepare all approaches and organize the feedback round. To make sure that other teams will be able to give you high quality feedback, please try give as much information as you can regarding the analytical approach that you chose.

Best regards,
Raphael, Dan, Eric and Brian

Follow this link to submit your analytical approach:
${l://SurveyLink?d=Take the Survey}

Or copy and paste the URL below into your internet browser:
${l://SurveyURL}

--------------
${l://OptOutLink?d=To%20opt%20out%20from%20the%20crowdstorming%20project,%20please%20click%20here.}

3. Analytical Approach Collection Questionnaire

Analytical Approach - Collection

Q1 ${m://FirstName} ${m://LastName} ${m://ExternalDataReference}
This questionnaire will be used to collect answers detailing the statistical approach that your research team has taken. Your answers will then be used to facilitate the round-robin peer review process. Please provide enough information for a naive empiricist to be able to give you valuable feedback. Remember, not all individuals involved in this project come from the same discipline, so some methods might be unfamiliar/ have a different name to those in other areas. There are two sections: one that will be shared with other researchers, and one that we will use internally to get a good first idea about actual results. Only the analytic plans will be shared with the crowdstorming groups to avoid bias.

Q20 Data Cleaning
transforms What transformations (if any) were applied to the variables. Please be specific.
exclusions Were any cases excluded, and why?
Q21 Statistical Modeling

technique: What is the name of the statistical technique that you employed?
technique: Please describe the statistical technique you chose in more detail. Be specific, especially if your choice is not one you consider to be well-known.
technique: What are some references for the statistical technique that you chose?
software: Which software did you use? If you used multiple kinds, please indicate what was accomplished with each piece of software (e.g., Data cleaning - R; Model estimation - SAS)
DV_dist: What distribution did you specify for the outcome variable of red cards?
cov_RQ1: What variables were included as covariates (or control variables) when testing research question 1: The relationship between player skin tone and red cards received?
cov_RQ2a: What variables were included as covariates (or control variables) when testing research question 2a: The relationship between referee country implicit skin-tone prejudice and red cards received by dark skin-toned players?
cov_RQ2b: What variables were included as covariates (or control variables) when testing research question 2b: The relationship between referee country explicit skin-tone prejudice and red cards received by dark skin-toned players?
cov_reason: What theoretical and/or statistical rationale was used for your choice of covariates included in the models?

Q24 Results

ES_unit: What unit is your effect size in?
ES_R1: What is the size of the effect for research question 1: The relationship between player skin tone and red cards received? Please specify the magnitude and direction of the effect size, along with the 95% confidence (or credible) interval in the following format: estimate [low interval, high interval]. Remember that this result will not be shared with other teams at this stage.
ES_R2a: What is the size of the effect for research question 2a: The relationship between referee country implicit skin-tone prejudice and red cards received by dark skin- tones players? Please specify the magnitude and direction of the effect size, along with the 95% confidence (or credible) interval in the following format: estimate [low interval, high interval]. Remember that this result will not be shared with other teams at this stage.
ES_R2b: What is the size of the effect for research question 2b: The relationship between referee country explicit skin-tone prejudice and red cards received by dark skin- tones players? Please specify the magnitude and direction of the effect size, along with the 95% confidence interval in the following format: estimate [low interval, high interval]. Remember that this result will not be shared with other teams at this stage.
alt_stats: What other steps/analyses did you run that are worth mentioning? Include effect sizes in a similar format as above if necessary.

script You may use the space below to paste the script you used to run the analyses. (Optional)
prior_RQ1: What is your current opinion regarding research question 1: How likely do you think it is that soccer referees tend to give more red cards to dark skinned players?
- Very Unlikely (1)
- Unlikely (2)
- Neither Likely nor Unlikely (3)
- Likely (4)
- Very Likely (5)

prior_RQ2a: What is your current opinion regarding research question 2a: How likely is it that implicit cultural preferences for white over black skin tone in referees’ country of origin are associated with biases in referees’ decisions to give more red cards to dark skinned players?
- Very Unlikely (1)
- Unlikely (2)
- Neither Likely nor Unlikely (3)
- Likely (4)
- Very Likely (5)

prior_RQ2b: What is your current opinion regarding research question 2b: How likely is it that explicit cultural preferences for white over black skin tone in referees’ country of origin are associated with biases in referees’ decisions to give more red cards to dark skinned players?
- Very Unlikely (1)
- Unlikely (2)
- Neither Likely nor Unlikely (3)
- Likely (4)
- Very Likely (5)

comment: Please use this space for any additional comment you may have at this stage (this is for our information and will not be displayed to other teams).

Q25: Please press the submit button only once you are sure that you would like to submit your responses and that no changes are needed at this stage. Deadline is midnight June 15th EST. Your name should be written here: ${m://FirstName} ${m://LastName}. If it is not, then you are in preview mode. In that case, please access the link through the personalized e-mail sent to you.

4. Feedback E-Mail

Dear <FirstName>,

we would like to you and your team for making this Crowdstorming project happen! This has really been an interesting project for all of us so far. We have received your analytical approach and your feedback with thanks. Below I am sending you the feedback that your analytical approach has received from others as well as further instructions on how to proceed. We have assigned your team the identifier <Team>. This information is important for reviewing your feedback and later for submitting your results.
First, important feedback from us:

1. League vs. Referee Country. Many teams have used "League" as a control variable. We would like to emphasise that the dataset contains individuals' encounters with referees throughout their professional careers. This means that they may have played in different leagues in different seasons. Also there have been the misconception that the dataset only covers 4 leagues. In fact, encounters from other leagues are included as the dyadic data is based on players' interactions. The fact that data originates from first league teams of major soccer leagues indicates that all players have high skill level. An alternative approach may be using the referee country of origin instead. We decided to make the referees' country of origin public. We decided to provide an updated dataset that includes the Alpha-3 country code of referees.

2. Red Cards. The question has been asked why the focus is on red cards and how red cards relate to yellow or yellow red cards. Yellow-cards are a caution, a warning vs. red cards result in the dismissal of a player as a response to a gross misconduct. We picked the indicator of a straight red card as there could have always been an alternative (a yellow card instead) and data is included on yellow cards being given to players whereas we do not know the number of fouls committed that yielded no card. If a player already has a yellow card, then a second yellow card offence results in a yellow-red card, which also means that the player is dismissed but in response to an incident that was not deemed severe. Even if a player already has a yellow card, he may be sent off with a straight red card, after a gross misconduct.

3. Skin-Tone. This is a technical note. We changed the scale of the skin tone rating from a 1,2,3,4,5 scale to a 0,0.25,0.5,0.75,1 scale. This improves the ability to which we can compare results from different approaches. The new dataset includes this update.

4. Dataset. Apart from the two changes mentioned (Referee Country) and Skin tone metric change, no other dataset changes have occurred.

If you have already a cleaned version of the data we recommend importing only the updated variables! Please tell us if you have trouble with this. The updated dataset is available in our project folder at the OSF website: https://osf.io/gvm2z/ Second, important feedback on your analytical approach. We have attached the document with a summary of all approaches and all feedback received. Please locate your team under the identifier <Team>. We would like to point out that you are by no means restricted to stick to your current analytical technique. Feel free to learn from others and modify your approach as you see fit. You will have until July 20th to refine your final analyses and submit your final results. We will be in touch towards the end of
this week outlining the detailed procedure for submitting your final results and for registering your collaborators. Please do not hesitate to contact us should you have questions meanwhile.

Best regards,
Raphael, Dan, Eric and Brian

Supplement 4: Final Results

All final submissions can be found here: [https://osf.io/qix4g/](https://osf.io/qix4g/). A summary of methods used by each team and a one-sentence summary of the findings are presented below.

### Summary of Methods

<table>
<thead>
<tr>
<th>Team</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>We use a variety of different regressions. First, we use ordinary least squares with robust standard errors and control for various things such as height, weight, age. We also add in fixed effects for league country, position, club, and referee. In addition, we employ a logistic regression to compare with our OLS regressions.</td>
</tr>
<tr>
<td>2</td>
<td>Linear probability model, logistic regression</td>
</tr>
<tr>
<td>3</td>
<td>Multilevel Binomial Logistic Regression using bayesian inference.</td>
</tr>
<tr>
<td>4</td>
<td>Spearman correlation</td>
</tr>
<tr>
<td>5</td>
<td>Generalized linear mixed models</td>
</tr>
<tr>
<td>6</td>
<td>Linear Probability Model</td>
</tr>
<tr>
<td>7</td>
<td>Dirichlet process Bayesian clustering</td>
</tr>
<tr>
<td>8</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>Generalized linear mixed effects models (GLMM), with a logit link function (binary outcome)</td>
</tr>
<tr>
<td>10</td>
<td>Multilevel regression (and multilevel logistic regression)</td>
</tr>
<tr>
<td>11</td>
<td>Multiple linear regression with a single continuous outcome variable (total red cards) and multiple predictor variables were used to answer question 1. Multiple binary logistic regression with a single dichotomous outcome variable (dichotomized red cards) and multiple predictor variables were used to answer questions 2a and 2b.</td>
</tr>
<tr>
<td>12</td>
<td>Zero-inflated Poisson regression</td>
</tr>
<tr>
<td>13</td>
<td>Poisson Multi-level modeling</td>
</tr>
</tbody>
</table>
| 14   | In our main analysis, we use WLS (weighted least squares) estimation, including fixed effects for referee, player club and player position, and clustering the standard errors on the player level. Observations are weighted by the number of games per player/referee dyad. As robustness checks, we also use a logit
Hierarchical log-linear modeling
Hierarchical Poisson Regression
Bayesian logistic regression
Hierarchical Bayes model
Cross-classified multilevel negative binomial model
Tobit regression
We used mixed model logistic regression, both frequentist and Bayesian
Multilevel logistic regression
We used a multilevel logistic binomial regression with the tuple (red cards, games) as the outcome.
Three-level hierarchical generalized linear modeling with Poisson sampling
Poisson regression
Mixed effects logistic regression
Clustered robust binomial logistic regression
Logistic regression
Generalized linear models for binary data (logistic regression) with multiple measurements reflecting correlated data

Summary of Results

Team One Sentence Summary
1 Small amounts of referee bias due to skin tone is found in red cards and no bias is found in yellow cards, however, these results have a poor identification strategy with no exogenous variation and therefore are likely confounded by unobservables such as playing style. With good identification we show that there is no relationship between referee country implicit or explicit skin-tone prejudice and red cards received by dark skin-toned players?
Players with darker skin receive slightly more red cards than players of lighter skin, but this correlation should be viewed with skepticism and likely not given a causal interpretation.
Soccer referees are more likely to give red cards to dark skin toned players.
Results from the simple correlational approach suggest no meaningful effect of skin tone on the issuance of red cards.
Soccer players with darker skin are more likely to get a red card.
Using a linear probability model I do not find a statistically significant conditional correlation between skin tone and the issuance of red cards.
Darker skin players appear to have a higher relative risk of incurring in red cards, but we also found this for other subgroups of the players, in particular those who have been rated as 'neither dark nor light skin'.
A multi-method analysis indicates that soccer player skin tone matters for the number of red cards awarded by a referee, but this link is not augmented by the country biases of the soccer referee.
Dark skin toned players received 1.5 times more red cards than light skin toned players, an effect that could not be explained by the average racial biases of the referee's countries.

Professional soccer referees give more red cards (and fewer yellow cards) to darker-skinned players, but this behavior is not associated with prejudice levels in the referees' country-of-origin.

There was statistical support for a unique bivariate relation between the skin tone color of a player and the player’s receiving red cards, but there was no support for either implicit or explicit biases of the referee’s country acting as a moderator variable of the above mentioned relation.

There is a relationship (p < .10) between player skin color, implicit racial biases of a referees’ home, and red card issuance in European football.

Our analysis supports the hypothesis that referees are more likely to give red cards to players with darker, versus lighter, skin, but this effect was not influenced by implicit or explicit measures of racial bias collected from the referees' home country.

Whether the club of the player is controlled for is important for the results of the first research question; with a control for club the skin color variable is not significantly related to the likelihood of receiving a red card, whereas without a control for club the skin color variable is significant in our “baseline model”.

Although some group of players with the same skin tone do show lower or higher than expected proportions of red cards, we found no clearly interpretable evidence of bias.

Evidence from Poisson regression analysis indicates that darker skin tone soccer players receive more red cards relative to lighter skin tone players, but it does not appear that average prejudice levels in the home country of the referee play a role in this bias.

After removing seven outliers –0.3% of the complete data set– a Bayesian logistic regression model no longer revealed any evidence for the assertion that soccer referees are more likely to give red cards to players with darker skin tone.

This study found that although it may be likely that the dark-skinned players receive more red cards than other players, the prejudices in referees' country of origin play no significant role.

Soccer players with darker skin-tones were more likely to receive red cards from referees, but this association was not moderated by implicit or explicit racial bias.

A Tobit regression method showed that skin color was weakly related to the number of red cards received, but this was not moderated by skin-tone prejudice as determined by referee country.

Darker skinned players are more likely to be sent off the soccer pitch, but – since this is not predicted by measures of implicit or explicit bias associated with the country of the referee - the locus of this bias remains unclear.

Dark skin toned players were more likely to get a red card, but the effect of skin tone did not seem to be dependent on explicit or implicit attitudes.

Results show that darker skinned players are more likely to receive a red card, and referees from countries with higher mean implicit association test score are
more likely to give red cards; however, they do not seem to be particularly more likely to punish darker toned players than other referees, on average.

Soccer referees are more likely to give red cards to darker skin toned players.

We found an incidence rate ratio of 8.24, suggesting that players whose skin tone was rated darkest were more than 8 times more likely to receive red cards than those whose skin tone was rated lightest, however this finding was not significant and no significant impact of implicit or explicit bias in the country of origin of referee was found.

A mixed effects logistic regression analysis with crossed random effects for referees and players revealed that soccer players with darker as opposed to lighter skin tones receive more red cards ($OR_{lightest,darkest} = 1.382 [1.120, 1.705]$) regardless of explicit or implicit racial prejudice in the referees’ home countries.

Using a clustered robust binomial regression adjusted for several potentially confounding variables, we find that dark skinned players receive more red cards, but that this is not related to the average levels of implicit or explicit skin bias in the referee’s home country.

Our logistic regression results showed that the players’ skin colors, and the explicit and implicit attitudes held by the referee’s country of origin do not influence the distribution of red cards.

The odds of a dark skin toned player (scale=1) receiving a red card are 1.39 times higher than the odds for a light skin toned player (scale=0) receiving a red card. The 95% confidence interval of the odd ratio is (1.10, 1.75).

**Supplement 5: Additional Analyses Regarding Research Question 1**

We were interested to know whether subjective beliefs that the primary research hypothesis is true were related to the results a team obtained. Self-reported beliefs regarding research question 1 at each stage were correlated with the final reported effect size using Spearman’s rho, with the following magnitudes across the four timepoints (and corresponding 95% CIs): 0.14 [-0.25, 0.49], -0.20 [-0.53, 0.19], 0.43 [0.07, 0.69], 0.41 [0.04, 0.68]. Because both the magnitude of the effect and the estimate precision varied by team, Spearman’s rho correlations were also calculated between the lower bound of the final reported effect size and self-reported beliefs regarding research question 1, with the following magnitudes across the four timepoints (and corresponding 95% CIs): 0.29 [-0.09, 0.60], -0.10 [-0.46, 0.28], 0.52 [0.18, 0.75], 0.58 [0.26, 0.78].

Analysts’ beliefs regarding the hypothesis for RQ1 at registration were weakly related to the teams’ observed effect size of their final report ($rho = 0.14 [-0.25, 0.49]$). However, beliefs changed considerably throughout the research process, and analysts’ post-analysis belief in the hypothesis was likewise related to their effect estimate and lower bound ($rho = 0.41$ and $rho = 0.58$, respectively), also suggesting updating of beliefs based on empirical evidence. This
analysis does not take into account the extent to which the aggregate findings across teams influenced beliefs regarding individual results.

During the round-robin feedback phase, each analytical plan received ratings of peers’ confidence that the approach was suitable. These ratings yielded a small correlation with final effect size estimates ($\rho = 0.10 [-0.28, 0.46]$). The final effect sizes from teams whose analytic approach received very positive confidence ratings (median OR = 1.31, MAD = 0.15) did not differ from those of teams who received lower peer evaluations (median OR = 1.28, MAD = 0.12).

A final question is whether the high level of dispersion we observe in estimated effect sizes (Fig. 1) is due to less expert teams obtaining different results from teams with greater statistical expertise. Relatedly, teams whose members have more quantitative expertise may show greater convergence in their estimated effect sizes. To examine these questions further, teams were dichotomized into two groups using latent class analysis. The first group ($N = 9$) was more likely to have a team member who: had a PhD (100% vs. 53%), was professor at a university (100% vs. 37%), had taught a graduate statistics course more than twice (100% vs. 0%), and had at least one methodological/statistical publication (78% vs. 47%). A greater number of teams with high ratings of general statistical expertise reported effects that were statistically significant (group 1: 78% significant, median OR = 1.39, MAD = 0.13; group 2: 68% significant, median OR = 1.30, MAD = 0.13).
Supplement 6: Additional Analyses Regarding Research Question 2a and 2b

Research question 2a examines whether national level implicit preferences for light vs. dark skin predict referee card decisions, which research question 2b does the same with explicit preferences. In total, 75% and 72% of respondents were unconfident to somewhat unconfident regarding how appropriate the data set was for answering either research question 2a or 2b, respectively. Only 32% of respondents felt the same way regarding the primary research questions. Teams commented one reason they felt this way is the lack of variability in the country-level implicit/explicit measures, as well as sampling issues regarding the measures from a particular country. For example, it is difficult to determine how well the bias from a non-random sample of drastically different sample sizes for each country might map on to how biased a given referee might be.

Additionally, when submitting their final report, only 3 team leaders found it likely that implicit cultural preferences for light over dark skin tone in referees’ country of origin are associated with biases in referees’ decisions to give more red cards to dark skinned players. In contrast, 14 team leaders found this to be unlikely and 12 neither likely nor unlikely. Similarly, only 1 team leader found it likely that explicit cultural preferences for light over dark skin tone had this same association, whereas 18 team leaders found this to be unlikely and 10 neither likely or unlikely. In total, all but one team found no significant evidence for an effect in this sample. Because of this, we chose to not include the aggregated results for these research questions in the main text.
See Fig. S6 below for team’s beliefs regarding the effects for research question 2a and 2b.

Fig. S6. The top panels reflect team leaders’ beliefs regarding research question 2a (whether national level implicit preferences for light vs. dark skin predict referee red card decisions). The bottom two panels reflect team leader beliefs for research question 2b (whether national level explicit skin tone preferences predict red card decisions). The plots on the left show belief trajectories, where each light gray line represents a single team leader’s belief trajectory throughout the project and the black trajectory represents the mean value at each time point. The plots on the right represent the consensus (or lack thereof) by plotting the number of team leaders endorsing a particular response at each time.
Supplement 7: Nuanced Beliefs about Research Question 1

In the fourth and final survey we administered items assessing more nuanced beliefs about research question 1 (i.e., whether there is an association between player skin tone and referee red card decisions). Analysts responded to these items on scales ranging from 1 (strongly disagree) to 7 (strongly agree). The items, means, and standard deviations are reported below. Note that the complete first item was, “This dataset suggests a positive relationship between darker skin-toned players and frequency of receiving red cards that is likely caused by referee bias.” Items were paraphrased for inclusion in the table.

<table>
<thead>
<tr>
<th>Question</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive relationship likely caused by referee bias</td>
<td>3.37</td>
<td>1.65</td>
</tr>
<tr>
<td>Positive relationship likely caused by unobserved variables (e.g., player behavior)</td>
<td>4.21</td>
<td>1.37</td>
</tr>
<tr>
<td>Positive relationship but without evidence of cause</td>
<td>5.32</td>
<td>1.47</td>
</tr>
<tr>
<td>Positive relationship but it is contingent on a relatively small number of outlier observations</td>
<td>3.18</td>
<td>1.31</td>
</tr>
<tr>
<td>Positive relationship but it is contingent on other variables in the dataset (e.g., differences across leagues)</td>
<td>3.84</td>
<td>1.33</td>
</tr>
<tr>
<td>Little evidence of a relationship</td>
<td>3.17</td>
<td>1.66</td>
</tr>
<tr>
<td>No relationship</td>
<td>2.49</td>
<td>1.28</td>
</tr>
<tr>
<td>Negative relationship</td>
<td>1.64</td>
<td>0.80</td>
</tr>
</tbody>
</table>
Supplement 8: Author Contribution Forms from Analysis Teams

<table>
<thead>
<tr>
<th>Team</th>
<th>Name</th>
<th>Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Nolan G.</td>
<td>Analysis and writing</td>
</tr>
<tr>
<td>1</td>
<td>Bryson</td>
<td>Analysis and writing</td>
</tr>
<tr>
<td>2</td>
<td>Garret</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Erikson</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Christopher R.</td>
<td>Analysis, interpretation, writing</td>
</tr>
<tr>
<td>5</td>
<td>Johannes</td>
<td>Coordinated project, planned analyses, conducted analyses, wrote report</td>
</tr>
<tr>
<td>5</td>
<td>Elmar</td>
<td>Coordinated project, planned analyses, discussed report</td>
</tr>
<tr>
<td>5</td>
<td>Christoph</td>
<td>Planned analyses, conducted analyses, discussed report</td>
</tr>
<tr>
<td>5</td>
<td>Andreas</td>
<td>Planned analyses, disaggregated data, conducted analyses, checked R script</td>
</tr>
<tr>
<td>6</td>
<td>Jonathan</td>
<td>Sole researcher</td>
</tr>
<tr>
<td>7</td>
<td>Silvia</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>S. Amy</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>D.M.</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Felix D.</td>
<td>Data Analysis, Writing</td>
</tr>
<tr>
<td>9</td>
<td>Moritz</td>
<td>Data Analysis, Writing</td>
</tr>
<tr>
<td>10</td>
<td>Daniel</td>
<td>Helped design analyses; conducted analyses; wrote the report</td>
</tr>
<tr>
<td>10</td>
<td>Maureen</td>
<td>Helped design analyses</td>
</tr>
<tr>
<td>10</td>
<td>Ryan</td>
<td>Helped design analyses</td>
</tr>
<tr>
<td>10</td>
<td>Monica</td>
<td>Helped design analyses</td>
</tr>
<tr>
<td>11</td>
<td>Jason M.</td>
<td>Analyses and write-up</td>
</tr>
<tr>
<td>11</td>
<td>Martin F.</td>
<td>Analyses and write-up</td>
</tr>
<tr>
<td>12</td>
<td>Eli</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Alicia J.</td>
<td>Analysis plan, analysis, writing report</td>
</tr>
<tr>
<td>13</td>
<td>Thomas A.</td>
<td>Analysis plan, writing report</td>
</tr>
<tr>
<td>14</td>
<td>Anna</td>
<td>Analysis plan, analysis, writing report</td>
</tr>
<tr>
<td>14</td>
<td>Evelina</td>
<td>Analysis plan, analysis, writing report</td>
</tr>
<tr>
<td>14</td>
<td>Karin</td>
<td>Analysis plan, analysis, writing report</td>
</tr>
<tr>
<td>14</td>
<td>Magnus</td>
<td>Analysis plan, writing report</td>
</tr>
<tr>
<td>15</td>
<td>Michelangelo</td>
<td>Analyzed data; Wrote report</td>
</tr>
<tr>
<td>15</td>
<td>Egidio</td>
<td>Analyzed data</td>
</tr>
<tr>
<td>15</td>
<td>Pasquale</td>
<td>Analyzed data</td>
</tr>
<tr>
<td>15</td>
<td>Luca</td>
<td>Analyzed data</td>
</tr>
<tr>
<td>15</td>
<td>Anna</td>
<td>Analyzed data</td>
</tr>
<tr>
<td>16</td>
<td>Russ</td>
<td>All</td>
</tr>
<tr>
<td>17</td>
<td>Eric-Jan</td>
<td>Conceptualizing the analyses, writing</td>
</tr>
</tbody>
</table>
17 Richard D. Conceptualizing the analyses, conducting the analyses, writing

18 Maciej Collection of data on players' position; Data analysis; Interpretation of the results; Draft the final results

20 Felix Collection of data on players' position; Interpretation of the results; Provide feedback on written drafts

20 Kent Collection of data on players' position; Interpretation of the results; Provide feedback on written drafts

21 Laetitia B. coordination, feedback on other teams, and final writing

21 Lammertjan Performing (and informing on) Tobit regressions, feedback on the other teams

21 Eric Initial analyses

21 Bernard A. Initial analyses and deciding on final analyses

21 Floor Advise, input on analyses and writing, feedback on other teams, and fellow-coordination

21 Susanne Advise, feedback on other teams

23 Tom analysis coordination, analysis; writing up

23 Mathew H. visualisation; writing up

23 TimH. analysis, frequentist models; writing up

23 Colin analysis, Bayesian models

24 Štěpán

25 Seth analysis plan, data preparation, analysis, report writing and editing

25 Kristin analysis planning, analysis, report write-up

26 Feng

26 Hadiya

27 Shauna Design and execution of analysis plan; write up.

28 Frederik Data analysis, reporting of results

28 Fabia Data analysis, reporting of results

30 Rickard Single author

31 Sangsuk data analysis, write up

31 Nathan data analysis

32 Ismael
Supplement 9: IPython notebook visualisation of the dataset

Team 23 (Tom Stafford, Mathew H. Evans, Tim Heaton, Colin Bannard) created a walkthrough of some exploration and visualisation of the data steps taken in support of their analysis. This illustrates some of the process Team 23 went through as part of this project. This is in an IPython notebook which can be viewed statically here:

http://nbviewer.ipython.org/github/mathewzilla/redcard/blob/master/Crowdstorming_visualisation.ipynb

The notebook can also be downloaded for interactive use on a local machine.