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ABSTRACT

Changes in the choice architecture, so-called nudges, have been employed in a variety of contexts to alter people's behavior. Although nudging has gained a widespread popularity, the effect sizes of its influences vary considerably across studies. In addition, nudges have proven to be ineffective or even backfire in selected studies which raises the question whether, and under which conditions, nudges are effective. Therefore, we conduct a quantitative review on nudging with 100 primary publications including 317 effect sizes from different research areas. We derive four key results. (1) A morphological box on nudging based on eight dimensions, (2) an assessment of the effectiveness of different nudging interventions, (3) a categorization of the relative importance of the application context and the nudge category, and (4) a comparison of nudging and digital nudging. Thereby, we shed light on the (in)effectiveness of nudging and we show how the findings of the past can be used for future research. Practitioners, especially government officials, can use the results to review and adjust their policy making.

1. Introduction

Behavioral economics, in contrast to traditional economics, has nuanced our way of interpreting human behavior. Nudging is one particular area of behavioral economics (Thaler and Sunstein, 2008; The Royal Swedish Academy of Sciences, 2017). By definition, nudges are "any aspects of the choice architecture that alters people's behavior in a predictable way without forbidding any options or significantly changing their economic incentives" (Thaler and Sunstein, 2008, p. 6). Since the origin of the concept in 2008, governments in the US, UK, Germany and many more have implemented departments of behavioral economics (e.g. Behavioral Insights Team, 2016; Social and Behavioral Sciences Team, 2016). Therefore, nudges are not just a theoretical concept anymore, but now affect citizens of many countries through its influence in the political decision-making process.

Yet, it remains unclear if nudges really work and, if so, under which conditions. For example, the Science and Technology Committee of the United Kingdom, overseeing the Behavioral Intervention Team (BIT), has raised doubts whether experiments can be supported by appropriate evidence (see Halpern, 2016; Kosters and Van der Heijden, 2015). Also recent studies indicate limited influences of nudging (D'Adda et al., 2017; Esposito et al., 2017), or even report backfiring effects with unintended consequences (e.g. See et al., 2013; Liu et al., 2016). For example, policy makers could choose defaults in the wrong environment which harms decision-makers by opting out in the wrong moment (Willis, 2013). Moreover, one of the authors of the nudging concept has even dedicated a separate journal paper on "nudges that fail" (Sunstein, 2017). Systematic reviews are a common and appropriate method in (behavioral) economics to clarify such questions (e.g. Lane, 2017).

Qualitative and quantitative systematic reviews have been conducted on the topic of nudging before (e.g. Wilson et al., 2016; Benartzi et al., 2017; Lycett et al., 2017). Yet, these studies are mostly limited to a certain context, mostly the health context (e.g. Adam and Jensen, 2016; Bucher et al., 2016), or they are too narrow with as little as 18 studies (Benartzi et al., 2017). Therefore, it is questionable whether today's results on nudging are generalizable. We assume that existing research is not suited to provide an answer to the challenge of failing nudges described above. In this study, we clarify the effects and limits of nudging by means of a quantitative review.

Nudging, and the question of its effectiveness, is also becoming increasingly important in the digital age due to a more frequent decision-making in digital environments. This also raises the relevance of research on digital nudging. Digital nudging is "the use of user-interface design elements to guide people's behavior in digital choice environments" (Weinmann et al., 2016, 2018). Although some research on the topic of digital nudging is already conducted (Gregor and Lee-Archer, 2016; Hummel et al., 2017), it remains unclear what can (not) be
transferred from the study of offline nudges. Thus, we aim to answer the following research question:

**Research question:** How can nudges be classified and what are the influencing factors for the effectiveness of different nudge treatments?

In order to answer the research question, we conducted a systematic literature review across the disciplines of psychology, economics, and information systems following the guidelines of systematic literature reviews (e.g. von Brocke et al., 2009). Moreover, our study goes one step further by not only gathering and synthesizing the literature but also by conducting a quantitative analysis (Stanley, 2001; Kitchenham, 2004) on the effect sizes of nudges. By covering 100 studies including 317 effect sizes, we claim to provide a cross-discipline and a cross-contextual analysis of nudging.

Thereby, this paper contributes to existing research in four ways: (1) We create a morphological box on empirical nudging studies based on eight dimensions, (2) we assess the overall effectiveness of the nudging concept with a median effect size of 21%, (3) we define the relative importance of context, nudge category, and other factors for the effectiveness of nudging, and (4) we compare nudging and digital nudging. These contributions are particularly helpful as tools of behavioral economics are gaining increasing popularity in various research disciplines, and as a comprehensive and holistic overview is likely to accelerate these research activities. We also provide implications for practitioners. Especially government officials, that are responsible for nudging activities in policy making, can use our results to improve policy making in various fields.

The remainder of the paper is organized as follows. Chapter 2 defines behavioral economics and nudging, outlines the related work on nudging and derives the research gap. Next, the methodology of the systematic literature review and the quantitative analysis are described (Chapter 3). In Chapter 4, we document the results of the literature review in the form of a morphological box. Chapter 5 presents the quantitative analysis of the effect sizes. Chapter 6 discusses the results and compares them with existing research. Finally, Chapter 7 highlights future research and the limitations of this study.

2. Related work

2.1. Behavioral economics and nudging

While neoclassical economics assumes decision-makers to always make rational choices that incorporate all available information, behavioral economics has integrated knowledge from psychology to illustrate the boundaries of rational decision-makers (Camerer and Loewenstein, 2004; Kahneman, 2011). Behavioral economics traces back to the work of Adam Smith in the 18th century (Camerer and Loewenstein, 2004), but has received greater attention with the research of, e.g., Tversky and Kahneman (1973, 1981), especially on their advancement of the dual process theory (Kahneman, 2003). For instance, they found that the way a decision is framed influences the outcome (Tversky and Kahneman, 1981) or that the availability of recalling any particular information determines the expected probability of its occurrence (Tversky and Kahneman, 1973).

The concept of nudging is based on behavioral economics and the dual process theory. It assumes that the choice architecture can be used to alter people's behavior (Thaler and Sunstein, 2008). For example, by assuming that individuals are willing to donate their organs unless they declare otherwise (i.e. setting the default to an opt-out mechanism) dramatically increases the percentage of organ donors (Johnson and Goldstein, 2003; Thaler and Sunstein, 2008). By today, nudging is a widely applied concept by researchers and practitioners. Researchers used it to conduct experiments in different contexts to improve decision-making. A typical study starts with a real world behavioral problem, e.g. few people make check-up appointments with the dentist (Altmann and Traxler, 2014). Then the typical study identifies suitable nudges to resolve the issue. In the dentist example, (postal) reminders were sent out to patients. Thereby, a treatment group receives a nudge with a happy or sad face while the control group only receives a neutral reminder (Altmann and Traxler, 2014). The results are evaluated in comparison with a control group to derive implications for researchers and practitioners (see also the nudging cycle of Schneider et al., 2018).

In 2016, the concept of nudging has evolved to the digital sphere called “digital nudging” (see definition above). Currently, there is a growing stream of conceptual papers on digital nudging. These papers encompass literature reviews (Mirsch et al., 2017), research-in-progress papers, mainly on experimental designs or with preliminary results (Székely et al., 2016; Djurica and Figl, 2017), or policy papers (Gregor and Lee-Archer, 2016). Although the term “digital nudging” was only introduced in 2016, researchers have used changes in the user interface before (e.g. Almuhimedi et al., 2015; Demarque et al., 2015). As numerous studies using nudges have already been conducted, nudging has been examined in various literature reviews in the past.

2.2. Literature reviews on nudging

Based on a non-systematic literature search, we identified 10 literature reviews and quantitative analyses that have already been conducted on the topic of nudging (see Table 1). Most of these literature reviews focus on the context of health. For instance, Bucher et al. (2016) review the positional influence on food choices and find that the manipulation of food product order or the proximity can influence food choices. Lyceet et al. (2017) review nudging strategies for dietary behavior of children while Cadario and Chandon (2018) conduct a meta-analysis on eating behavior interventions. A subset of these literature reviews is summarized in Table 1.

The overview shows that existing literature reviews have been limited to a certain context, such as health. Hence, specific conclusions can only be drawn for this context, but they do not allow for a generalized view on nudging nor for a cross-context comparison. But the context is important, as it is assumed that the effectiveness of nudges might depend on the context (see Kosters and Van der Heijden, 2015). In addition, the evidence is limited as most literature reviews used far less than 100 studies.

When it comes to quantitative analyses, three studies were identified. Kosters and Van der Heijden (2015) approached the effectiveness of nudges across different disciplines. Yet, they did not perform it in a systematic manner and they included too few studies (17 studies from 13 different sources) to be able to generalize the results. A similar conclusion can be drawn for Benartzi et al. (2017) which conducted a systematic review and compared the relative effect sizes of nudges and traditional interventions. Thereby, the authors conclude that nudges often compare favorably with traditional interventions, but they only included 18 studies in total (Benartzi et al., 2017).

In sum, we identified a research gap to provide a holistic evaluation of the effectiveness of the nudging concept and a classification of different types and categories of nudges.

3. Methodology

3.1. Systematic literature review

In order to answer the research question, we conducted a systematic literature review following the suggestions of von Brocke et al. (2009). The approach consists of five steps: definition of review scope, conceptualization of topic, literature search, literature analysis and synthesis, and research agenda (von Brocke et al., 2009). The definition of the review scope and the conceptualization of the topic have been presented in the introduction. Therefore, we focus now on the actual literature search. Thereby, we used the keywords of “nudge” or “nudging” in the three databases (see Table 2).

Based on the hits, we implemented several exclusion criteria. We did not include studies before 2008, as the term nudging, which is
central in our keywords, barely existed before the work of Thaler and Sunstein (2008). We also did not include studies from 2018 as the literature search was conducted in early 2018. Moreover, we did not include studies that did not mention, “nudge” or “nudging”, that did not quote the original work (Thaler and Sunstein, 2008), or that had no other link to the nudge concept. Mostly, this affected studies that were published before 2008 when it was still uncommon to call an intervention “nudging”. On the one hand, this ensured the comparability of the identified studies as they all comply to the same concept. On the other hand, we might omit studies that used nudge-like interventions but did not label them accordingly (e.g. Graml et al., 2011; Halpern et al., 2013). This shortcoming will be addressed in the discussion. Moreover, we excluded studies that were not using nudges as a concept to influence human behavior, such as Improvement of morphodynamic modeling of tidal channel migration by nudging (Chu et al., 2013). We also excluded policy papers that discuss nudging from an ethical or a policy perspective (e.g. Selinger and Whyte, 2011), as all included papers had to show measurable effects of their intervention. Most importantly, we also excluded studies that labeled their intervention as a “nudge”, but which failed to meet the nudging definition. As an example, some studies used financial incentives (Riggs, 2017), but still call their approach a “nudge”.

Table 2 shows the narrow down from hits to selected studies when the exclusion criteria were applied. The terms nudge OR nudging were employed on the title, abstract or keywords of the studies. Thereby, we generated almost 2500 hits and were able to screen out about 1300 papers based on the title or the journal. This number is so large because of many studies from natural sciences (see example in italics above) where the word “nudge” is frequent but has a different meaning. Therefore, we reviewed the abstract or screened the document of the remaining 1146 papers. Most papers used the term nudging correctly but conducted only qualitative studies without effect sizes. Especially in law and political sciences, nudging is a well-covered topic (e.g. Alemanno and Spina, 2014), but without empirical studies. This led to the perusal and review of 280 full texts. At this point, most papers used the correct concept in an empirical setting, but it had to be checked in detail if the treatment is in line with the definition of nudges. After removing such papers, we were left with 79 studies from the initial search. We identified another 21 studies through forward and backward search. Thus, the final literature review consists of 100 studies.

3.2. Coding

We extracted different information from the primary publications. Firstly, we excerpted general information such as authors, title, keywords or the name of the journal. Then, we identified year, context, country and the dependent variable of the study. Next, we looked for the nudge category, the absolute and relative effect size, the significance, the number of participants, the number of studies, the data collection method, and whether the nudge occurred in a digital environment (see Table 3). All data was systematically stored in a spreadsheet and analyzed accordingly.

Thereby, we define the absolute effect size as the difference between the value of the dependent variable of the treatment group and the control group. Therefore, the absolute effect size can be both, a numerical value and a percentage value. More important is the relative effect size. The relative effect size is defined as the percentage change between the dependent variable of the treatment group and the control group. It is important to extract relative effect sizes (similar to Benartzi et al. (2017)), as the dependent variables of the different studies are very diverse, and otherwise hard to compare. The use of absolute and relative effect sizes as measures of effectiveness is also supported by other publications (Halpern, 2016). We do not use other measures, such as Cohen’s d (Cohen, 1988) as the pooled standard deviation, which is needed for the calculation of Cohen’s d, was not reported in all studies.
Table 2
Search string, databases and narrow-down of systematic literature review studies.

<table>
<thead>
<tr>
<th>Database</th>
<th>Keywords</th>
<th># of hits</th>
<th># papers with abstract reviews and document screening</th>
<th># of full text reviews</th>
<th># papers used for review</th>
</tr>
</thead>
<tbody>
<tr>
<td>ScienceDirect</td>
<td>Nudge OR Nudging</td>
<td>549</td>
<td>366</td>
<td>94</td>
<td>32</td>
</tr>
<tr>
<td>EBSCOHost</td>
<td>Nudge OR Nudging</td>
<td>1929</td>
<td>765</td>
<td>173</td>
<td>45</td>
</tr>
<tr>
<td>AISeL</td>
<td>Nudge OR Nudging</td>
<td>15</td>
<td>15</td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td>Sum database searches</td>
<td></td>
<td>2493</td>
<td>1146</td>
<td>280</td>
<td>79</td>
</tr>
<tr>
<td>Forward and backward search</td>
<td></td>
<td></td>
<td></td>
<td>21</td>
<td></td>
</tr>
<tr>
<td><strong>Total articles included</strong></td>
<td></td>
<td></td>
<td></td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

3.3. Development of morphological box

To structure and to synthesize the findings, it is helpful to rely on existing classification schemes. Among such classification schemes are taxonomies, morphological boxes or flow charts (we refer to Nickerson et al. (2013) for a comparison of the different schemes). Upon identifying relevant papers, we built the morphological box following the suggestions for taxonomy development (Nickerson et al., 2013). Morphological boxes are “a creative way of illustrating all the potential solutions to existing problems in a structured format” (Lerch et al., 2011, p. 3395). We deliberately decided to generate a morphological box rather than a taxonomy as the characteristics in each dimension are not always mutually exclusive and collectively exhaustive (Nickerson et al., 2013). For example, there could be other application contexts in the future which would then expand the morphological box whereas a taxonomy is collectively exhaustive and would be able to incorporate all possible application contexts.

To build a taxonomy or morphological box, three approaches are available: inductive, deductive, and intuitive approach. The inductive approach uses empirical cases to determine the dimensions and characteristics, while the deductive approach starts from a theory or conceptualization and matches empirical findings to the existing conceptualization (Nickerson et al., 2013). The intuitive approach is the least formal as it draws on the understanding and perception of the researcher to classify the objects. Although less systematic than the other approaches, the intuitive approach is the most common one (see Table 1 in Nickerson et al. (2013)).

To develop the morphological box, we used a mix of all three approaches. For example, we derive the application context inductively based on empirical cases in the respective primary publications. In turn, the deductive approach was used in the dimension “Category” by relying on the framework of Sunstein (2014). Finally, the dimension “Clusters of outcomes” was developed following the intuitive approach. Chapter 4.1 provides the reasoning for each dimension and characteristic of the morphological box.

3.4. Quantitative analysis

Beyond integrating existing knowledge on nudging, we also perform a quantitative analysis on the effectiveness of nudges. Initially, we aimed for a meta-analysis which is “the quantitative, scientific synthesis of research results” (Gurevitch et al., 2018, p. 175). Meta-analyses have extraordinarily high requirements concerning the standards of the statistical procedures and statistical models (Gurevitch et al., 2018). However, not all studies included in this review reported standard deviations, confidence intervals or significance levels which are needed to fulfill the statistical requirements. This problem of incomplete data reporting is common in many primary publications (Gurevitch et al., 2018). Hence, this prevented us from conducting a meta-analysis, and we followed established suggestions of conducting quantitative reviews (Stanley, 2001; Kitchenham, 2004; Pickering and Byrne, 2014).

Similar to meta-analyses, quantitative reviews provide an overview of the state of research on a given topic (Pickering and Byrne, 2014) with a focus on quantitative outcomes such as odds ratios or mean differences (Kitchenham, 2004). Quantitative reviews are an important prerequisite for meta-analyses (Kitchenham, 2004), especially when the research question is new, or when little quantitative research has been conducted so far. While meta-analyses are more standardized and offer a range of established statistical procedures, quantitative reviews are more flexible and better suited to provide a comprehensive analysis of a new research question. Consequently, we conducted a quantitative review and suggest undertaking a meta-analysis as a future research project. Quantitative reviews have similar limitations as meta-analyses such as publication bias, incomplete data reporting, or the quality of studies (Gurevitch et al., 2018). We will account for these concerns in the discussion or the limitations.

To conduct the quantitative analysis, particularly the effect sizes, the sample sizes, the p-values as well as the context and the nudge category are extracted from the primary publications.

Table 3
Exemplary extract of data storage

<table>
<thead>
<tr>
<th>#</th>
<th>Source</th>
<th>Country</th>
<th>Context</th>
<th>Category</th>
<th>Effect</th>
<th>p value</th>
<th>Data</th>
<th>...</th>
<th>Digital</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Allcott (2011)</td>
<td>USA</td>
<td>Energy</td>
<td>Social norm</td>
<td>1.95%</td>
<td>0.01</td>
<td>Field experiment</td>
<td>...</td>
<td>No</td>
</tr>
<tr>
<td>2</td>
<td>Almuhimedi et al. (2015)</td>
<td>USA</td>
<td>Privacy</td>
<td>Disclosure</td>
<td>35.3%</td>
<td>n/a</td>
<td>Field experiment</td>
<td>...</td>
<td>Yes</td>
</tr>
<tr>
<td>3a</td>
<td>Bartke et al. (2017)</td>
<td>Germany</td>
<td>Finances</td>
<td>Social norm</td>
<td>27.1%</td>
<td>0.089</td>
<td>Field experiment</td>
<td>...</td>
<td>No</td>
</tr>
<tr>
<td>3b</td>
<td>Bartke et al. (2017)</td>
<td>Germany</td>
<td>Finances</td>
<td>Social norm</td>
<td>62.5%</td>
<td>0.001</td>
<td>Field experiment</td>
<td>...</td>
<td>No</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>Loeb et al. (2017)</td>
<td>USA</td>
<td>Health</td>
<td>Default</td>
<td>444%</td>
<td>0.001</td>
<td>Lab experiment</td>
<td>...</td>
<td>No</td>
</tr>
</tbody>
</table>

Note: Bartke et al. (2017) appears twice as they employed two types of treatments (descriptive norms and guessing the norm) which both are coded as social norms.

3.5. Retrospective statistical power analysis

Based on the related work, we could be sufficiently confident that the amount of papers and data points (i.e. effects) derived from our review were sufficient, as no other study reached a three-digit number of studies (see Table 1). Yet, we still conducted a retrospective statistical power analysis following the suggestions of Valentine et al. (2010). Using the median Cohen’s d of 0.41 from Chapter 5.2, a “typical” within-study sample size of n = 20 (Valentine et al., 2010) and a total number of 271 effect sizes (Table 5), we have a power of close to 1, even when assuming high heterogeneity. Hence, we conclude that we have gathered a sufficient amount of studies to infer reliable conclusions from our analyses.
### 4. Qualitative results of the review

#### 4.1. Dimensions and characteristics of the morphological box

First, the results of the literature review are integrated into a morphological box. Morphological boxes are a common tool of displaying knowledge from systematic literature reviews (Nickerson et al., 2013). The dimensions of the morphological box (left side of Fig. 1) reflect the most common properties of the different nudging studies. It is based upon the following dimensions: Setting, choice architecture tool, category, application context, clusters of outcomes, data collection, significance, and magnitude (see Fig. 1). Arrows indicate linkages among the dimensions.

- **Setting** describes whether a nudge is implemented in a conventional (offline setting) (e.g. Newell and Siikamäki, 2013) or in a digital environment (online setting) (e.g. Almuhimedi et al., 2015). This distinction is mainly derived from the recent proposition of “digital nudging” (Weinmann et al., 2016), but we further differentiate between “digital nudge” and “digital setting” (see also Chapter 5.6).
- **Choice architecture tool** describes whether the nudge is based on “structuring the choice task” or “describing the choice option” (Johnson et al., 2012). Tools for structuring the choice task “address the idea of what to present to decision-makers” while the latter “address the idea of how to present it” (Johnson et al., 2012). Nudges can be traced back to one of these characteristics. This distinction is similar to the one of Münscher et al. (2016) which derive the categories of decision information, decision structure and decision assistance.
- The tools of choice architecture can be broken down into several categories (Sunstein, 2014). For the category, we relied on existing frameworks for classifying nudges (e.g. Johnson et al., 2012; Sunstein, 2014; Münscher et al., 2016). In particular, we have chosen to adapt the framework of Sunstein (2014), which is based on 10 different categories (Sunstein, 2014). Mostly, each category could be matched with one of the two choice architecture tools.
- **Application context** describes the contexts of energy, and environment. Based on the literature review, we also added the policy making and the context of privacy.
- **Clusters of outcomes** reflect the contexts by including the most common dependent variables. As the outcomes are very heterogeneous, they were clustered, and the list of characteristics is not exhaustive. For example, energy consumption contains “electricity usage in kwh/day” (Alcott, 2011), “kilowatthours per week” (Guerassimoff and Thomas, 2015) and “electricity consumption” (Sudarshan, 2017).
- **Data collection** is self-explanatory. Most studies rely on different types of experiments, such as lab experiments, field experiments, or online experiments. In addition, surveys or survey experiments are also found occasionally. Sometimes the exact experiment type is not reported which is why we added the characteristic “Experiment (other)”.
- **Finally, the significance and the magnitude** are included. Significance is split up into statistically significant and statistically insignificant effects while both can be low, medium, or high in magnitude. The magnitude is defined as the relative effect size.

The morphological box provides a holistic overview of nudging. It can also be used to classify any nudges studies, to compare different studies, or to derive a research agenda. Arrows indicate logical relationships between two dimensions.

#### 4.2. Counting of the morphological box

To evaluate the morphological box, we coded the papers of the literature review. Therefore, we marked relevant data points, transferred them to a spreadsheet, and counted them. This enables us to estimate which dimensions and characteristics have been researched to which extent. Some dimensions are evaluated at the level of a paper (100 papers in total), while others are better suited for evaluation on effect size level (317 effect sizes in total). There are more effect sizes than papers because each paper can contain several nudging treatments or dependent variables. Dimension “Setting” and “Application context” were evaluated by papers and the rest by effect sizes. In both cases, we were unable to classify all papers and effect sizes. The number indicated in the column “Dimension” refers to the total effects and papers classified. The difference to the 100 papers or 317 effect sizes is usually unclear or multiple classifications. The result is displayed in Fig. 2.

The figure shows a very diverse picture of nudging. 32 studies (32%) occur in a digital setting while the majority takes place in conventional settings. When considering the tools of choice architecture, the studies are more biased towards describing the choice options (187 effects) compared with structuring the choice task (117 effects). Thereby, 13 effects could not be classified as they were either unclear or would fit to multiple characteristics (e.g. Rodriguez-Priego et al., 2016).

---

**Fig. 1.** Morphological box of empirical nudging studies.
Moreover, the category allows for an overview which nudges are used (effect size level). Defaults are most common (60 effect sizes). Next, there is an almost equal amount of social references (49), change effort (41), warnings/graphics (55), and reminders (34). Less common are simplifications, disclosures, precommitment strategies, eliciting implementation intentions, or feedback (only 51 effect sizes in total). One example of a simplification is provided by Malone and Lusk (2017) which reduced the number of alternatives and introduced special offers compared with a baseline selection of products. 27 effect sizes could not be classified to any category, mainly because multiple treatments were measured together, e.g. traffic light labeling, choice architecture and ‘healthy-plate’ sticker (Seward et al., 2016).

Concerning the context, most studies are conducted in the health context (38), followed by environment (19). Less researched are finances (12), energy (10), policy making (10), and privacy (7). 4 studies could not be matched with an application context as it was not specified (Steffel et al., 2016; Esposito et al., 2017; Malone and Lusk, 2017; Schneider and Graham, 2017). Interestingly, all studies that were conducted in a privacy context, were also conducted in a digital setting. In addition, most studies used some kind of experiment (82 studies), whereas surveys or survey experiments are less common (13 studies). 27 effect sizes could not be matched as the method for data collection was not specified. Finally, about one third of the effects are statistically insignificant (118 effects) while the effect sizes almost split up evenly across low (<10%), medium (10%-30%) (81), and high (>30%) (112).

Additionally, we tabulate the category and the context of the nudge (see Table 4). Thereby, we note that a high number of effects sizes in a health context were produced by the nudge of changing the effort, mostly by rearranging the cafeteria line (e.g. Wansink and Hanks, 2013). Moreover, many studies in an environmental context used social references (e.g. Demarque et al., 2015; Chang et al., 2016) while the energy context relied mostly on disclosures (e.g. Newell and Siikamäki, 2013). All precommitment nudges were used in a health context (e.g. Cohen et al., 2015).

Further, we performed in-depth analyses on the publication year, the context, the category, and the origin of the sample (not displayed in the morphological box).

4.3. Publication year, category, context, and country

Looking at the years of the publication reveals that the number of studies is growing steadily each year. While the first studies appeared shortly after the original book on nudging (Thaler and Sunstein, 2008), the year 2017 marked an all-time high of studies using nudges. Throughout the last years, there seems to be a positive trend in terms of absolute numbers of nudging publications.

We broke down the nudging categories for each year (see left side of Fig. 3) and note that defaults and social references have always been popular. The use of warnings/graphics has not started until 2012, but most studies from 2017 have used this category. We repeat the same exercise for the context and the publication year (see right side of Fig. 3). Thereby, most studies were conducted in the health context followed by environment. Not much variation is noted for the contexts of health and environment which are somewhat stable across all years. Overall, the three contexts of energy, environment and health cover 2/3 of all studies.

If we consider the location of the studies, 40% of the studies are conducted in the United States (40). If Europe is taken together, 41 studies were conducted here, with UK at the top (7 studies). Only few studies have been conducted in Africa (e.g. Duflo et al., 2011) or Asia

| Table 4
| Category-context matrix of number of effect sizes. |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Category | Health | Environment | Energy | Privacy | Finances | Policy Making | n/a | Total |
| Default | 9 | 18 | 4 | 3 | 15 | 3 | 8 | 60 |
| Simplification | 0 | 0 | 3 | 1 | 4 | 0 | 4 | 12 |
| Social reference | 3 | 26 | 4 | 2 | 8 | 6 | 0 | 49 |
| Change effort | 35 | 1 | 0 | 0 | 4 | 1 | 41 |
| Disclosure | 0 | 0 | 16 | 2 | 0 | 0 | 18 |
| Warnings | 17 | 11 | 0 | 13 | 0 | 4 | 10 | 55 |
| Precommitment | 6 | 0 | 0 | 0 | 0 | 0 | 6 |
| Reminder | 11 | 1 | 0 | 10 | 12 | 0 | 34 |
| Implementation intentions | 0 | 4 | 0 | 0 | 1 | 0 | 8 |
| Feedback | 3 | 0 | 2 | 0 | 2 | 0 | 7 |
| n/a | 13 | 10 | 0 | 1 | 3 | 0 | 27 |
| Total | 97 | 71 | 32 | 22 | 40 | 32 | 23 | 317 |
5. Results quantitative analysis

For the quantitative analysis, all coded variables are analyzed according to context, category, relative effect sizes, and others. Finally, we derive implications for digital nudging.

5.1. Data quality

A main contribution is the estimation of effects and effect sizes. The results of the 100 papers comprise 317 effect sizes. The number of effect sizes is greater than the actual number of papers for several reasons. Firstly, one paper usually comprises several experiments. On average, each paper consists of 1.36 experiments with a maximum of 8 experiments in one paper (Goswami and Urminsky, 2016). Secondly, many papers report several dependent variables for one nudge, especially in a health context (e.g. Wansink and Hanks, 2013; Cohen et al., 2015). Thirdly, one experiment consisted of several nudges that were tested against each other on one or more dependent variable (e.g. Friis et al., 2017). For the effect sizes, we always used a positive value even though some studies aimed to reduce the outcome compared with the control group (e.g. less energy used). Yet, not all papers report all coded variables. Therefore, Table 5 presents the number of data points for each variable (max. 317 possible).

Moreover, we included quality measures of the journals that the primary publications were published in. Therefore, we used the established SJR (Scimago Journal Rank) and extracted the quartile of the journal and its h-index. The majority of the journals (63%) are part of the first quartile and, thus, of a very high quality. 7% of the journals are ranked between the first and the second quartile while 19% belong to the second quartile. Only 3% of our primary publications were published in journals that are ranked worse than the 2nd quartile. Hence, we assume that the data, which forms the basis of the quantitative analysis, is reliable.

Table 5

<table>
<thead>
<tr>
<th>Tool of choice architecture</th>
<th>Nudge category</th>
<th>Effect (Yes/No)</th>
<th>Relative Magnitude</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 304</td>
<td>n = 290</td>
<td>n = 308</td>
<td>n = 271</td>
<td>n = 228</td>
</tr>
</tbody>
</table>

5.2. Effect and effect sizes

Of the 308 effects with reported significance, 190 effects (62%) have a statistically significant effect, which is mostly reported as p-value of 0.05 or lower, while 118 effects (38%) are statistically insignificant, which is mostly reported with a p-value of more than 0.05. Occasionally, statistically insignificant effects are reported to be insignificant in the discussion section of the primary publications. Some studies claim that a p-value below 0.10 is still statistically significant, yet we labeled them as insignificant as we used a hurdle rate of 0.05. Only for 9 effects neither the p-value nor the statistical significance is reported.

Overall, nudges have a median relative effect size of 21%. This effect sizes ranges from 0% (Damgaard and Gravert, 2016) to 1681% (Khern-am-nuai et al., 2017) and it includes both, statistically significant and insignificant effects. Khern-am-nuai et al. (2017) report on a warnings nudge that increases a password strength score from 0.0054 to 0.0962 (relative change of 1681%). The average relative effect size is 55%, but a few values artificially raise the effect size. If we exclude values of more than 150%, then the average effect size is still at 30%. The lowest statistically significant effect size is 1.8% (Goswami and Urminsky, 2016) which might be due to the high sample size of 3486 participants. Statistically significant effects have a median (average) relative effect size of 39% (77%), while insignificant effects have a median (average) effect size of 7% (17%). Thereby, we note that the most extreme effect sizes occur when the dependent variable is an index (such as “password strength score” in Khern-am-nuai et al. (2017)) and not a behavior. We discuss this issue in Chapter 7.

The results only change marginally when a p-value of less than 0.10 (instead of 0.05) is used as a hurdle rate for statistical significance. In this case, 14 effects turn from insignificant to significant as their p-values are between 0.05 and 0.10 yielding 204 (instead of 190) significant effects (65% of all effects). Moreover, the results do not change when those effects without exact p-value are excluded (i.e. it is explained in the text of the primary publication if a treatment was significant). In this case, 65% (165 effects) are significant, while 87 (35%) are insignificant.

The results also remain stable when we control for the quality of the primary publications. Those studies published in a first quartile (Q1) journal have 61% significant effect sizes and 39% insignificant effect sizes. Those primary publications that were published in a lower-ranked journal achieve the same ratios. Only in terms of median relative effect size, effects from Q1 journals are slightly lower (19%) compared with effects from lower-ranked journals (28%). We hypothesize that top-tier journals might be more conservative in their study design which leads to lower relative effect sizes.

Finally, 49 effects from 11 primary publications were coded

(e.g. Agarwal et al., 2017; Sudarshan, 2017). The Latin American continent remains largely uncovered. It is important to note that the studies from Asia and Africa have been published in the last two years (Agarwal et al., 2017; Sudarshan, 2017) so more studies might be in the pipeline. Next, we turn to the quantitative analysis.
together with the pooled standard deviation which allows us to derive the measurement of Cohen’s d (Cohen, 1988). We perform further calculations for those effects: First, the median effect size d is 0.41 which is considered as a strong effect. If we estimate the weighted average of d according to the sample size (similar to Scheibehenne et al., 2010), this yields a weighted d of 0.80. However, we note that the majority of the d’s range between 0 and 1. Although the results of the Cohen’s d provide a good indication, they have to be interpreted with care as it only represents a subset of the overall studies.

5.3. Publication bias and lower bound

The total number of significant effects as well as their median and average effect size rather represent an upper bound. This due to a possible publication bias as many studies with insignificant results are often not published. The higher the proportion of unpublished studies with insignificant results, the lower the overall effectiveness of nudging. Although the exact publication bias in nudging is unknown, a variety of studies mention this issue: Arno and Thomas (2016) note in their systematic review that nearly one third of the papers reported statistically insignificant results and they raise concern over a potential publication bias. In a more recent study, Maynard and Munafò (2018) claim that the Behavioral Insights Team of the UK (see Chapter 1) have conducted 300 experiments, but only published 69 publications (23%). If the ratio is representative for the nudging discipline as a whole, the 100 papers of this study would comprise only 23% of all studies. Finally, funnel plots can be used to detect publication bias. In a related meta-analysis on choice overload, the publications with high effect sizes were published in journals, while low effect sizes mainly remain unpublished data (Scheibehenne et al., 2010). Other researchers, (e.g. Bucher et al., 2016) explicitly exclude publication bias from their analysis. We conclude that the findings of this study have to be interpreted with great care and are rather represent an upper bound of the effectiveness of nudging.

Furthermore, we estimate the effect sizes depending on the context (Table 6 and Fig. 4) and the nudge category (Table 7 and Fig. 5).

5.4. Effect sizes by application context

Splitting up the studies by context shows the effect sizes across the different contexts. The information is also visualized in the following boxplot (see Fig. 4). Table 6 and Fig. 4 highlight that the effect sizes vary by context. While the effect sizes for environment, finances, and health are similar, the median for energy (privacy) seems to be lower (higher). The quartiles for finances are the largest despite a low number of studies.

To validate this result statistically, we conducted an analysis of variance (ANOVA) with the effect size as the dependent variable and the context as the independent variable. This yields a statistically significant difference between the contexts (F value 4.32, p-value < 0.001). Values higher than 150% were excluded from the boxplots and the ANOVA not to distort the results. The limit has been chosen arbitrarily but only affects 20 of the 317 effect sizes.

5.5. Effect sizes by nudging category

Next, we turn to the effect sizes per nudge category (see Table 7 and Fig. 5). It becomes apparent that each nudging category has a different effect size. Thereby, especially defaults have larger median and average effect sizes than other categories. For the other categories, the median and average effect sizes are closer together. Yet, it must be noted that some categories (e.g. precommitment, elicit implementation intentions, and feedback) have low samples of studies so that those results are less reliable. The data is additionally visualized in Fig. 5.

To estimate the differences, we again run an additional ANOVA with the category as the independent variable and the effect size as the dependent variable. This yields a statistically significant effect which implies that some of the categories have different means (F value 3.57, p-value < 0.001). This is particularly true for the default category. Values higher than 150% were excluded from the boxplots and the ANOVA not to distort the results.

5.6. Digital nudging

Finally, we report separately on studies in a digital setting, or using digital nudging. We defined a digital setting when an information technology (IT) was involved in the nudge (e.g. a reminder via e-mail). In turn, digital nudging, as defined by Weinnmann et al. (2016), only involves user-interface design elements. To stay with the previous example, we do not consider the reminder e-mail a user-interface design element. Therefore, digital nudges are a sub-dimension of studies in a digital setting.

32 studies have used nudges in a digital setting (e.g. Rodríguez-Priego et al., 2016; Szekely et al., 2016). Thereof, only 19 studies have actually manipulated the user-interface (Rodríguez-Priego et al., 2016; Esposito et al., 2017; Huang et al., 2017). Examples are different designs of a search engine (Rodríguez-Priego et al., 2016), using defaults to increase privacy protection (Baek et al., 2014), or using labels to increase sustainable consumption (Demarque et al., 2015). Moreover, we found a variety of research-in-progress papers on digital nudging (Djurica and Figl, 2017; Hummel et al., 2017), although these were not included in the systematic literature review. Surprisingly, most studies only use the user screen (e.g. for e-mails), and only few studies use different hardware technology, such as eye-tracking (Hummel et al., 2018) or neurophysiological measurements (Jung and Dorner, 2018).

Finally, we also conducted an ANOVA to estimate whether conventional nudges differ from nudges in a digital setting. Therefore, we used the binary information digital setting (yes/no) as an independent variable and the effect size as a dependent variable. The result is statistically insignificant (F value 1.89, p-value 0.171). Values higher than 150% were excluded from the ANOVA not to distort the results. Hence, the effect sizes of nudges in digital settings are not different to the effect sizes of nudges in conventional settings.

6. Discussion

Nudging is seen as a salvaging concept across many disciplines. As it is also applied in policy making, it affects all citizens which underlines the importance of a scientific evaluation. We started from the notion that nudging might be less effective than proclaimed. This notion is
partly supported. In the following, the results are discussed along the dimensions of the morphological box: setting, choice architecture tool, category, application context and clusters of outcomes, significance and magnitude.

Setting: The setting focuses predominantly on conventional nudging although digital settings are studied more and more. Particularly in the last two years, 2016 and 2017, there has been the same amount of studies with a digital and a conventional setting. Although a digital setting has been used quite frequently, many studies did not adhere the definition of "digital nudging" by Weinmann et al. (2016) (e.g. Esposito et al., 2017; Huang et al., 2017). This raises issues of competing definitions as other researchers start to come up with their own ones (e.g. Meske and Pothoff, 2017). Moreover, an increasing number of papers propose designs that are not in the interest of the decision-maker but the choice architect (Abdukadirov, 2016; Lehrer and Jung, 2017). This trend is likely to increase as suppliers of online channels can easily implement digital nudges to promote online sales. Finally, in terms of effect sizes we find no difference between the digital and the conventional setting.

Choice architecture tool: Most studies “describe choice options” which can be traced back to a broad range of interventions such as social reference (e.g. Allcott, 2011), simplification (e.g. Cyan et al., 2017), or reminders (e.g. Sonntag and Zizzo 2015). The difference would be even more pronounced if fewer studies had used defaults which counts as “structuring the choice task” (Johnson et al., 2012). As merely describing choice options is less invasive in terms of paternalism (Johnson et al., 2012), this finding supports the idea that most choice architects in the primary publications balanced the need for pushing individuals in one direction with the criticism of paternalism. This has been particularly distinct in the context of privacy where only few studies used a form of “structuring the choice task” (e.g. Baek et al., 2014; Dogruel et al., 2017) and most relied on “describing choice options” (e.g. Rodriguez-Priego et al., 2016; Esposito et al., 2017).

Category: Along with the choice architecture tool, the category of nudge varies in the primary publications. While defaults and social references were used frequently (e.g. Demarque et al., 2015; Goswami and Urminsky, 2016), other measures are less common. We assume that defaults are easy to implement and allow for a more precise causality of treatment and outcome than multi-step nudges such as eliciting implementation intentions or precommitment strategies (e.g. Nickerson and Rogers, 2010). In turn, social references are more complex to implement but allow for a richer content, and they are thus more interesting from a psychological point of view (see publications in psychological journals such as Hilton et al., 2014; Aldrovandi et al., 2015; Demarque et al., 2015). Moreover, we note an overlap of the category of the nudge with the application context (see Table 4).

Table 7

<table>
<thead>
<tr>
<th>Nudge</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>#6</th>
<th>#7</th>
<th>#8</th>
<th>#9</th>
<th>#10</th>
</tr>
</thead>
<tbody>
<tr>
<td># of studies (# of effects)</td>
<td>21 (62)</td>
<td>4 (12)</td>
<td>12 (49)</td>
<td>14 (41)</td>
<td>3 (18)</td>
<td>18 (55)</td>
<td>2 (6)</td>
<td>13 (34)</td>
<td>3 (8)</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Median effect size</td>
<td>50%</td>
<td>25%</td>
<td>20%</td>
<td>25%</td>
<td>11%</td>
<td>20%</td>
<td>7%</td>
<td>8%</td>
<td>39%</td>
<td>20%</td>
</tr>
<tr>
<td>Average effect size</td>
<td>87%</td>
<td>24%</td>
<td>29%</td>
<td>43%</td>
<td>20%</td>
<td>107%</td>
<td>7%</td>
<td>28%</td>
<td>85%</td>
<td>23%</td>
</tr>
</tbody>
</table>

Note: #1 Default; #2 Simplification; #3 Social reference; #4 Change effort; #5 Disclosure; #6 Warnings/ graphics; #7 Precommitment; #8 Reminders; #9 Elicit implementation intentions; #10 Feedback.
and is new to the research community, that default nudges seem to be more effective than any other nudge category (see Table 7). This can be explained by the status quo bias (Samuelson and Zeckhauser, 1988) and decision inertia (Alós-Ferrer et al., 2016; Jung and Dorner, 2018), that are particularly vulnerable to defaults. We are not aware of other studies that ranked nudges by their effectiveness. Hence, we cannot compare it with previous studies or integrate it in the current state of research. Moreover, although not being part of the morphological box, some studies foreshadow moderating effects on the effectiveness of nudging, such as political preferences (e.g. Fellner et al., 2013) or personality (Stutz et al., 2011; Jung and Mellers, 2016). For example, Stutz et al. (2011) measure the Big Five personality traits and find that conscientiousness might explain some of the differences in blood donation behavior when using defaults. This is an important finding, as the effectiveness of nudges seems to not only depend on the nudge itself, but also on how it is perceived by an individual. However, many studies did not publish pooled standard deviations and p-values along with the effect sizes. This limits the possibilities to run additional calculations using other measures such as Cohen’s d (Cohen, 1988) or to include quality measures like the Quality Assessment Tool for Quantitative Studies which was done in other literature reviews (Lycett et al., 2017). In sum, nudges seem to work but the effect sizes are influenced by the application context and especially by the nudge category.

7. Conclusion

Nudging and digital nudging are receiving increased attention from academia and practice. After reviewing existing literature reviews in the sphere of nudging, we conducted a quantitative review. By analyzing 100 studies, we develop a morphological box and analyze the different properties of (digital) nudging. Most importantly, we derive insights for the effectiveness of nudges.

Therefore, this study makes several contributions to the theory and practice of behavioral and experimental economics. Besides creating a theoretical framework for empirical nudging studies by means of a morphological box, we assess the overall effectiveness of nudging and claim that it might be less effective than proclaimed. We show that this can, in part, be related to the category and the context of the nudge and we compare conventional with digital nudging.

By making the data of the 100 coded papers available to all researchers, the authors aim to contribute to the discussion on the effectiveness of (digital) nudging and to refine the concept for future research. These contributions are particularly helpful as tools of behavioral economics are gaining increasing popularity in various research disciplines and as a comprehensive and holistic overview of the nudging concept is likely to accelerate these research activities. Thereby, we also offer implications for practitioners. Especially government officials, that are responsible for nudging activities in policy making, can use our results to improve policy making in various fields.

Our research has several limitations. First, only one researchers extracted the information from the selected papers due to the large amount of studies. Yet, as ambiguous sections were already discussed with a knowledgeable researcher, the benefit of using an additional coder is considered to be low. In addition, extracting quantitative effect sizes from primary publications leaves less room for interpretation than coding qualitative data, such as interviews. Moreover, we might be victim of a possible publication bias as many studies with insignificant results are often not published. This implies that the results found are rather on the upper edge and including several insignificant results would rather lower the average effect sizes. Moreover, we only included studies that mentioned the concept of nudging or referenced the work of Thaler and Sunstein (2008). Thereby, we are able to guarantee the comparability of the selected studies, but we might have excluded studies with a similar focus. Yet, as our work is comprehensive with 100 studies, we believe that the few nudge-like studies would not have made a large difference. To support this claim, we additionally coded and analyzed a randomly selected sample of 10 nudge-like studies (Kressel et al., 2007; Martens et al., 2007; Dale and Strauss, 2009; Judah et al., 2009; Graml et al., 2011; Halpern et al., 2013; Hanks et al., 2013; Ford et al., 2014; Sutter et al., 2015; Rodríguez-Priego and van Bavel, 2016) with 46 effect sizes. We compared them to the results of this paper and could not find major differences. In particular, 57% of the nudge-like studies showed significant results and their median effect size is around 10%. This is slightly slower than in the quantitative review which can be explained by a lower percentage of studies using defaults which are the most effective nudges (see Table 7). Thereby, we conclude that the results are also reliable across similar, nudge-like studies.

Our study can only be a first step and further research is needed on this matter. Future research should include other nudge-like studies and compare the results with the conclusions drawn from this work. Moreover, it would be beneficial to include a quality rating of the selected studies, similar to Lycett et al. (2017), to weigh them accordingly, and to prevent that lower quality studies distort the results of high quality ones. In addition, dependent variables using indexes (e.g. password strength score) should be studied separately from behavioral variables as the former create much higher effect sizes. Finally, we call for more research on digital nudging, especially using hardware, such as eye-tracking technology, virtual reality, or neurophysiological measurements. Given that such technology plays an increasing role in decision-making and economics (Innocenti, 2017), it is imperative to study the effects of digital nudges in such cases. We also call upon other researchers to publish insignificant results in the area of nudging such that the publication bias can be determined.
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