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demic ability, his personality traits, or his
schooling? Drawing on eleven surveys con-
ducted over more than a decade, Christopher
Jencks and his colleagues provide the most
comprehensive analysis of this question ever
attempted. This is the book that answers the
questions first raised in Jencks’s immensely
influential and controversial 1972 book on the
impact of educational Opportunity, Inequality,
which was widely hailed as the most important
book on the subject.

Who Gets Ahead? demolishes virtually all the
simple, one factor explanations of economic
success that have been Popular over the years.
At the same time it shows that by taking
enough factors into account—personality
characteristics, family background, teachers’
judgments about leadership ability, and, most
importantly, length of schooling—much of the
€normous complexity of individual careers can
ultimately be explained.

Christopher Jencks and his colleagues have
produced a major work which is indispensable
for anyone attempting to understand or formu-
late economic or social policy today.
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PREFACE

This book grew out of the controversy that followed the publication of
Inequality: A Reassessment of the Effect of Family and Schooling in
America in 1972. In that book Jencks and seven colleagues at Harvard’s
Center for Educational Policy Research investigated the relationships
among various kinds of inequality in America. They concluded, among
other things, that disparities in adult occupational status and earnings
were not primarily attributable to the fact that workers came from dif-
ferent family backgrounds, had different cognitive skills, and had spent
different amounts of time in school.

Inequality relied on what seemed to be the best evidence available
at the time, but it contained a number of potentially serious gaps. About
a year after its publication we initiated a systematic effort to close some
of these gaps. Who Gets Ahead? describes the fruits of that effort.
But because it involved a different group of investigators with different
backgrounds and interests, and because five years of data analysis al-
tered our thinking in many respects, Who Gets Ahead? is a very different
book from Inequality.

First, Who Gets Ahead? is primarily concerned with the determinants
of individual success within the existing economic system, not with the
determinants of the level of inequality in that system. Second, Who Gets
Ahead? presents the evidence on which it bases its conclusions in far
more detail than Inequality did. Third, Who Gets Ahead? does not devote
much space to problems of public policy. Its conclusions are largely de-
scriptive. Finally, Who Gets Ahead? is a more fully collaborative effort
than Inequality was. Each of the coauthors listed on the title page either
took primary responsibility for analyzing one of the surveys on which
this book is based or else took primary responsibility for writing one
or more of the chapters.

Who Gets Ahead? tries to assess the impact of family background,
cognitive skills, personality traits, years of schooling, and race on men’s
occupational status, earnings, and family income. To accomplish this, we
looked at eleven different surveys. Because each of these surveys had its
own peculiarities, and because our reading of previous research sug-

xi



Preface

gested that casual use of unfamiliar data had often led to disastrous
errors, every member of the project but Schwartz and Corcoran assumed
responsibility for learning as much as possible about one or more of the
surveys. Each of us eventually wrote a detailed comparison of “our”
sample with others of nominally similar character. We also produced
statistical tables describing each sample in a “standard” form that we had
jointly agreed upon in advance.

Every member of the project but Eaglesfield and Ward also took re-
sponsibility for preparing one or more chapters on a substantive prob-
lem. These chapters tried to synthesize all the evidence from the sample
descriptions that was relevant to a specific issue. Each chapter also
required additional analyses aimed at clarifying problems that had not
been apparent when we did our sample descriptions. Each chapter thus
rests partly on data analyzed by its author and partly on data analyzed
by others.

We completed drafts of these chapters in the winter of 1977 and cir-
culated them to a number of potential critics. After mulling over the
critics’ comments, we made some revisions and submitted both our sub-
stantive analyses and our sample descriptions to the funding agencies
that had supported our work. Our report, The Effects of Family
Background, Test Scores, Personality Traits, and Schooling on Economic
Success, is available from the National Technical Information Service,
Springfield, Virginia, 28151. We will refer to this publication simply as
the Final Report.

The present volume is a considerably revised version of the Final Re-
port. We have eliminated some of the obscurities and errors that mar
the Final Report, clarified a number of ambiguities by further analysis
of our data, and added a new conclusion comparing our findings to those
in Inequality. We have also cut out a substantial amount of material justi-
fying our methodological choices, although we have retained references
to this material for aficionados.

While this is a joint effort, we are not all equally responsible for every
word that appears here. Lest anyone be blamed for what he or she could
not prevent, it seems wise to record who worked on what.

Christopher Jencks initiated, planned, and supervised the project. He
was thus largely responsible for deciding what each chapter would cover
and what it would ignore. He wrote chapters 1 and 2, which describe
our aims and methods, and chapter 12, which compares our findings to
those in Inequality. With Corcoran, he wrote chapter 3, which analyzes
the effects of family background on economic success. He was primarily

xii



Preface

responsible for analyzing the Veterans Survey, which he describes in
Appendix G of the Final Report. Finally, he edited the entire manu-
script, often heavily. He is therefore deeply implicated in whatever
stylistic and substantive deficiencies remain.

Susan Bartlett analyzed changes in the effects of education and ex-
perience on men’s income, using 1940, 1950, 1960, and 1970 Census data.
Her findings appear in the Summer 1978 issue of the Journal of Human
Resources, and we have not reprinted them here. Her description of the
1970 Census results, written jointly with Jencks, constitutes Appendix A
of the Final Report.

Mary Corcoran shared responsibility with Jencks and Eaglesfield for
investigating the effects of family background. She and Jencks wrote chap-
ter 3. She also wrote chapter 8, which summarizes our findings about the
determinants of individual success.

James Crouse wrote chapter 4, which analyzes the relationship be-
tween test performance and economic success. He also took primary re-
sponsibility for analyzing our Project Talent data, except for that dealing
with personality traits. His description of the Talent samples appears in
Appendices H and I of the Final Report.

David Eaglesfield was responsible for analyzing the NORC Brothers
Survey. His description of this survey appears in Appendix E of the
Final Report. He also estimated a large number of alternative models of
the effects of family background. This work appears in his doctoral dis-
sertation, “Family Background and Occupational Achievement,” done
for the Harvard Department of Sociology in 1977. Chapter 3 relies on
these estimates at several points.

Gregory Jackson wrote chapter 10, which examines the degree of com-
parability between our four major national surveys. He also took primary
responsibility for analyzing the Occupational Changes in a Generation
Survey. His description of this survey appears in Appendix B of the F inal
Report.

Kent McClelland wrote chapter 11, which examines the effects of varia-
tion in individual research style on findings about the relationship be-
tween education and earnings. An earlier version of this chapter ap-
pears in his doctoral dissertation, “How Different Surveys Yield Different
Results: The Case of Education and Earnings,” done for the Harvard
Department of Sociology in 1976. He also analyzed the Productive
Americans Survey, which he describes in Appendix C of the Final Report.

Peter Mueser analyzed Project Talent’s data on personality traits and
wrote chapter 5, which summarizes the effects of adolescent personality
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traits on later success in the Talent and Kalamazoo surveys. He also took
primary responsibility for analyzing the Panel Study of Income Dynam-
ics, which he describes in Appendix D of the Final Report.

Michael Olneck wrote chapter 6, which describes the effects of educa-
tional attainment on economic success. He was also responsible for con-
ducting the Kalamazoo Brothers Survey, which he describes in detail
in Appendix I of the Final Report and in his doctoral dissertation, “The
Determinants of Educational Attainment and Adult Status among Broth-
ers: The Kalamazoo Study,” done for the Harvard Graduate School of
Education in 1g976.

Joseph Schwartz and Jill Williams wrote chapter 7, which compares
the determinants of earnings among whites and nonwhites. Schwartz also
wrote chapter g, which analyzes the relationship between earnings and
tamily income.

Sherry Ward was primarily responsible for analyzing the National
Longitudinal Survey’s data on older men. Her description of her findings
appears in Appendix F of the Final Report.

Several other individuals played vital roles in the project. Jan Lennon
administered the project for the Center for the Study of Public Policy and
typed dozens of draft chapters and thousands of tables for us. Without
her, our work would have taken even longer than it did. Irene Goodsell
typed the final manuscript.

David Featherman and Robert Hauser provided us with a copy of
the 1962 Occupational Changes in a Generation data tape and gener-
ously authorized David Bills to make tabulations for us from the 1973
replication of that survey. The Survey Research Center at the University
of Michigan provided well-documented copies of the Productive Ameri-
cans and Panel Study of Income Dynamics data. William Mason gave us a
copy of the U.S. Current Population Survey’s 1964 survey of veterans.
Project Talent gave us access to selected data from their files. Olneck
also shared his Kalamazoo data unstintingly.®

Susan Bartlett, Jill Williams, and Marianne Winslett did most of Jencks’s
computer work for him, leaving him free to send memos suggesting addi-
tional work for everyone else. Zvi Griliches, Andrew Kohen, and Paul
Taubman provided valuable criticisms of a draft of the Final Report
while Bill Bielby did the same for a draft of the book.

The National Institute of Education and the Employment and Train-

® In this connection we are especially grateful to Dr. David Bartz and Dr. William
Coapes of the Kalamazoo Public School System for permitting Olneck to use their
archives, and to Dr. Stanley Robbin of the Center for Sociological Research at Western

Michigan University for allowing Olneck to use the Center’s facilities while he was
resurveying the Kalamazoo respondents.
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ing Administration of the U.S. Department of Labor supported our work
through a grant to Christopher Jencks and Lee Rainwater for work at
the Center for the Study of Public Policy, a nonprofit research organiza-
tion in Cambridge. The Department of Health, Education, and Welfare’s
Office of Income Security Policy also made a much larger grant to Lee
Rainwater at the MIT-Harvard Joint Center for Urban Studies. This
grant was primarily to support work on the relationship between differ-
ent sources of family income, but some of the funds were used to sup-
port our work on the determinants of male earnings.

Tradition usually dictates a discrete silence about the actual amount
of such support, since researchers rightly assume that readers will be
appalled by the expense involved in producing a single book. But such
reticence reinforces the illusion that one “should” be able to do large-
scale research on a shoestring. This is just not true.

The NORC Brothers and Kalamazoo Brothers surveys were financed
by Harvard’s Center for Educational Policy Research, using funds granted
by the Carnegie Corporation of New York. The NORC Survey cost about
$13,000. The Kalamazoo Survey cost about $25,000. Grants from the Na-
tional Institute of Education and the Department of Labor provided
about $100,000 for data analysis, while HEW’s Office of Income Security
Policy provided another $100,000. Crouse’s work on the effects of cogni-
tive skills was partially supported by the Graduate College at the Uni-
versity of Delaware and by National Science Foundation Grant G-OC-
7103704 to Donald T. Campbell. Olneck’s analysis of the Kalamazoo data
was supported by a doctoral fellowship from the U.S. Department of
Labor’s Employment and Training Administration and by a Ford Foun-
dation grant to Samuel Bowles and Herbert Gintis at the Harvard Center
for Educational Policy Research. The Institute for Research on Poverty at
the University of Wisconsin supported much of Olneck’s work on chapter
6. The Carnegie Corporation of New York supported Jencks during the
summer of 1977, when he was editing the final manuscript.

All told, we received about $300,000 for our work. In addition, the au-
thors all spent substantial amounts of time on the project for which they
were not paid. The true cost of our work, after allowing for this form
of self-exploitation, was probably at least $400,000.
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CHAPTER 1

Introduction

This book investigates the relationship between personal characteristics
and economic success among American males aged 25 to 64. It does not
try to provide a complete picture of the determinants of individual suc-
cess. Rather, its aim is to assess the effects of a man’s characteristics
when he enters the labor market on his subsequent success. The book
focuses on four kinds of personal characteristics: family background,
cognitive skills, personality traits, and years of schooling.*

When we launched this project in 1973 we were concerned with three
major deficiencies in earlier work (including our own) on these issues:

1. Previous investigators had seldom had adequate measures of family back-
ground, cognitive skills, or personality traits for representative national
samples.

2. Previous investigators had often made simplifying assumptions about the
ways family background, cognitive skills, and educational attainment af-
fected success without testing these assumptions empirically.

3. Previous investigators had often reached contradictory conclusions, even
when asking apparently similar questions and using apparently similar data.

We set out to assemble better samples, to analyze these samples more
thoroughly, and to explain the discrepancies we found. We have not
achieved any of these objectives fully. We have, however, made some
progress in each area. This chapter summarizes what we have accom-
Christopher Jencks wrote this chapter.
* We did not investigate the effects of changes in these characteristics after men
enter the labor market. Nor did we anal{ze the effects of geogx:fphic mobility, marital

status, fertility, or on-the-job training, all of which can change after entering the labor
market, partially as a result of prior economic success.
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plished. It begins by describing our samples and the measures we
derived from them. It also summarizes very briefly how these new mea-
sures changed our understanding of the determinants of economic suc-
cess. Then it briefly describes our statistical methods, again explaining
how they altered our understanding of the determinants of economic
success. Finally, it notes the major sources of noncomparability between
our findings and the findings of other investigators. With this background
readers should be able to read subsequent chapters in whatever order
they want, skipping chapters that are irrelevant to their interests.

The plan of the rest of the book is as follows. Chapter 2 describes
our methods in more detail. It also summarizes the effects of some of
our procedural decisions, such as restricting our sample to 25- to 64-year-
olds. Chapters 3 through 6 present our findings regarding the effects of
family background, cognitive skills, personality traits, and educational
attainment. Chapter 7 compares the effects of family background and
educational attainment on the earnings of whites to their effects on non-
whites. Chapter 8 summarizes our findings about the determinants of
individual economic success. Chapter g investigates the relationship be-
tween male earnings and family income. Chapter 10 assesses the de-
gree of comparability between our surveys, while chapter 11 looks at the
effects of different analytic techniques on results from the same survey.
Chapter 12 compares our results to results presented seven years ago in
Inequality.

1. THE CHARACTER OF THE EVIDENCE

The Surveys. We will look at five national surveys of 25- to 64-year-
old men:

1. The 1962 Occupational Changes in a Generation (OCG) sample collected
by the U.S. Current Population Survey (CPS). This sample has been ex-
tensively analyzed by Blau and Duncan (1967); Duncan, Featherman,
and Duncan (1972); and Featherman and Hauser (1976a, 1976b, 1978).

2. The 1965 Productive Americans (PA) sample collected by the University
of Michigan Survey Research Center (SRC).

3. The 1970 Census of Population’s 1/1,000 Public Use sample,

4. The 1971-72 wave of the Panel Study of Income Dynamics (PSID), col-
lected by SRC. This sample has been extensively analyzed by James
Morgan and his collaborators (1974-78).
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5. The 1973 CPS replication of OCG. David Featherman and Robert Hauser
(1976a, 1976b, 1978) have analyzed this survey. The original data
were not available to other users until after we finished our work, but
Featherman and Hauser provided us with means, standard deviations,
and correlations among key variables for a sample similar to the one we
used from the 1962 OCG.

We will also look at six special-purpose samples that cover more
restricted populations but provide data not available in the five surveys
listed above:

6. The 1973-74 NORC Brothers sample. This survey was conducted at our
request and has not previously been analyzed in any detail.

7. The 1966-67 wave of the Census Bureau’s National Longitudinal Survey
of Older Men (NLS). Herbert Parnes of Ohio State University has been
the principal investigator concerned with these data.

8. The 1964 CPS Veterans sample. This sample is restricted to veterans
under the age of 35. It has been analyzed by Duncan (1968) and Griliches
and Mason (1972).

9. Project Talent’s 1960~72 representative subsample. This subsample from
the full Talent sample covers students who were in eleventh grade in
1960 and who were followed up intensively in 1972. It has not been
previously analyzed.

10. Project Talent’s 196072 brothers sample. This subsample includes pairs
of brothers enrolled in grades 11 and 12 in 1960 who returned a mail-
back questionnaire in 1971 or 1972. It has not been previously analyzed.

11. Michael Olneck’s 1928-74 Kalamazoo Brothers sample. This sample covers
men who were sixth graders in Kalamazoo, Michigan, between 1928 and
1950, who had brothers in these same schools, and whom Olneck followed

up in 1973-74.

For reasons we will describe later, we tried to restrict all these sam-
ples to men who were not in school, in institutions, or in the military,
and who had positive earnings in the relevant year. Table 1.1 sum-
marizes each sample’s most salient characteristics. Taken together, they
provide a more complete picture of the relationship between men’s
characteristics in youth and their subsequent success than has pre-
viously been available.

Unfortunately, these surveys tell us far less about women than about
men. The Census and Project Talent were the only two of our surveys to
collect comparable data on both women and men—and the Census pro-
vides very limited information on its respondents, while Talent covers
only quite young respondents. In light of these data limitations we reluc-
tantly decided to restrict all our analyses to males. Fortunately, other in-
vestigators with more suitable data have done an excellent job of analyz-
ing the effects of sex on economic success (see e.g. Treiman and Terrell,

5



TABLE 1.1
Characteristics of Subsamples from Eleven Surveys

Survey name? 0CG PA Census PSID 0CG-II
Survey organization? CPS SRC Census SRC CPS
Year of initial survey 1962 1965 1970 1968 1973
Initial age 25-64 25-64 25-64 22-61 25-64
Year of follow-up - - - 1972 -
Age at follow-up - - - 26-65 -
Percent nonresponseb 17 16 3+ 38 12
Percent with partial data® 20k 15 30 25 NA
N with complete data 11,504 1,188 25,697 1,776 15,817

Sample restrictions
Positive earnings YES” YES YES YES YES"
Nonmilitary YES" YES YES YES YES
Household heads only NO YES NO YES NO
Nonstudent NO YES YES YES NO
Had a brother NO NO NO NO NO
Test-score floor NO NO NO NO NO
Education floor NO NO NO NO NO
Variables measured?
Race D D D D D
Region of upbringing D D D D D
Father’s education G G - G G
Father’s occupation D — - G D
Number of siblings D G - G D
Father absent at 16 D - - - D
Adolescent personality — - — - -
Adolescent test score - - - - -
Early adult test score - - - - -
Adult test score - - - G -
Years of education G G D G G
Degrees - G - G -
Occupation D G D G D
Earnings Gh D D D G
Weeks worked - G G D -
Brother’s education G - - G G

|

Brother’s occupation
Brother’s earnings - - —

2Abbreviations for organizations and surveys are defined in the text.

This is the ratio of “nonrespondents’ to “potential respondents.” A “nonrespondent”’
is any individual who could not be located or refused the interview at either the initial inter-
view or the follow-up. Note that this nonresponse rate is for the entire target population of
the original survey, not for our target population of men 25-64 who were not in school, mili-
tary service, or institutions.

°NORC used a block-quota sample, so the nonresponse rate is indeterminate. After
detailed analysis of the General Social Survey, which has been conducted using both block-
quota and probability samples, NORC has concluded that block-quota samples yield
virtgally the same results as full-probability samples.

This is a nonresponse rate for individuals, not pairs. The exact nonresponse for individual
Talent brothers is unknown, because we only retrieved individuals with a sibling who had
returned follow-up data. The estimate in the table isthe individual response rate for the entire
eleventh-grade sample in the 1972 follow-up. The estimated nonresponse for Talent brothers
is higher than for the “representative’’ Talent sample because Talent had made no special
effort to locate individuals in our subsample of brothers who had failed to return the mail-
back follow-up, whereas it did make such an effort for our “representative”’ sample.

€This is the ratio of respondents with incomplete data on one or more of the variables
that interested us to all respondents with any data in our target population.



NORC Talent Kalamazoo

Brothers NLS Veterans Talent Brothers Brothers

NORC Census CPS Talent Talent Olneck

1973-74 1966 1964 1960 1960 1928-50

25-64 45-59 30-34 16+ 16-17 11+

- 1971 - 1972 1971-72 1973-74

- 50-64 - 28-29 28-29 35-59
NA¢ 16 11 12 724 559
45f 40 21 39 65/ 457
1508 2,580 803 839 998 3468

YES YES YES YES YES YES

NO YES YES YES YES YES

NO NO NO NO NO NO

YES YES YES YES YES YES

YES NO NO NO YES YES

NO NO YES NO NO NO

NO NO NO YES YES YES

D D D D D NV

— D D D D NV

D G D G G D

D D D G G D

D - - D D D

D D D D D D

- - - D D G

- - - D D D

_ _ G _ _ _

D D G G G D

_ _ — D D _

D D D G. G, D

G D G D/ D/ G

— D — - _ _

D - - - G D

D -~ - - G, D

G - - - D/ G

f“Partial data’’ for brothers includes failure to provide sufficient information on one’s
brother for the survey organization to locate the brother. It also includes the second brother’s
refusal to be interviewed. In Talent, it includes respondents who responded themselves but
whose brothers did not. While Talent made no special effort to locate brothers, men whose
brothers returned the mail-back follow-up were more likely than most to return it too.

Number of pairs with complete data.

Our 1962 OCG tape had income but not earnings. It grouped men with negative
incomes and men with $1-499 together. We eliminated men with zero income. We used the
same definition in our analyses of OCG-II. The complete data sample also eliminates men
without occupations. This presumably eliminates virtually all zero earners. It retains self-
employed men who lost money. Due to an error, we did not eliminate military personnel
from the basic OCG sample, but we did eliminate them from the complete data sample.

!Variables recorded in detailed categories are denoted by a “D.” Variables collected or
recorded in broad categories are denoted by a ““G.” Variables not measured, or not measured
in a form we could use, are denoted by a dash (—). Variables with no variance are denoted
““NV.” For a description of ‘“‘detailed” and ‘‘broad”’ categories, see chapter 2.

JTalent allowed respondents to report earnings on an hourly, weekly, or annual basis.
We reduced all these reports to an hourly basis.

Percentage does not include those respondents who are excluded because CPS did not
ask them their income.
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1975). Nonetheless, this limitation is both serious and regrettable, since
sex is one of the most important single factors affecting earnings.

All of these surveys measured both the respondent’s occupation and
his earnings. Unlike most previous investigators, we did not concentrate
on one of these measures to the exclusion of the other. Instead, we
looked at both and tried to contrast results obtained using occupational
status to results obtained using earnings.

Occupational Status. We measured occupational status using Duncan’s
(1961) Socio-Economic Index. An occupation’s Duncan score depends
on the percentage of men working in the occupation who had com-
pleted high school and the percentage with incomes of $3,500 or more in
1950. Featherman, Jones, and Hauser (1975) and Featherman and
Hauser (1976c) have demonstrated that this scoring system captures both
inter- and intragenerational occupational stability better than any other
system in common use.

Since an occupation’s Duncan score depends on its educational re-
quirements, education inevitably influences a man’s score. This is not just
a methodological artifact; it reflects a real social phenomenon. The aver-
age education of men in a given line of work is closely related to the
cognitive complexity and desirability of the work. It affects not only the
social position of those who engage in the work (Duncan, 1961), but
their children’s life chances (Klatzky and Hodge, 1971), independent of
both the individual’s own education and his earnings from his work
(Sewell and Hauser, 197s; Bielby et al., 1977).

The Duncan scale runs from o to g6. To get some sense of the signifi-
cance of a one-point difference in Duncan scores, we looked at Rain-
water’s 1971-72 Boston Area Survey. Rainwater had asked respondents to
rank 120 hypothetical individuals in terms of their “general standing” in
their community. Each of these 120 hypothetical individuals had a differ-
ent combination of education, occupation, and income. A one-point
change in a man’s Duncan score had the same effect on his “general
standing” as a 1.3 percent change in his income.!

Earnings. Except in Project Talent, we measured earnings on an an-
nual, rather than a weekly or hourly, basis. We tried three different pro-
cedures for scaling earnings. First, we looked at actual earnings, mea-
sured in dollars. Second, we looked at the natural logarithm of earnings
(In earnings). This allows us to estimate the percentage change in
earnings associated with a unit change in any other trait. Third, we
looked at the determinants of the cube root of earnings (earnings/3).
There is some evidence that subjective well-being (“utility”) is more
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nearly a linear function of earnings/? than of either earnings or In
earnings.2 These three alternative measures of earnings yield essentially
similar results, though earnings /3 is slightly more predictable than either
earnings or In earnings.> However, In earnings has two advantages over
earnings and earnings /3. First, In earnings is especially sensitive to varia-
tions near the bottom of the earnings distribution. This coincides with
the emphasis of public policy since 1964, which has focused on altering
the bottom of the earnings distribution. Second, In earnings yields co-
efficients that are easier to compare across time. Most of our analyses
therefore concentrate on In earnings.

Economists usually think of annual earnings as depending on two fac-
tors: hourly wages and hours worked per year. Chapter g shows that the
determinants of wages are not the same as the determinants of hours,
although each may influence the other. Ideally, then, we should investi-
gate the determinants of wages and hours separately. Unfortunately,
many of our surveys did not collect information on hours (or even weeks)
worked during the previous year. The surveys that did collect such in-
formation often grouped it into broad categories. This means that we
could not estimate the respondent’s average hourly or weekly wage ac-
curately. We therefore decided not to try to disentangle the factors that
influence wages from those that influence hours in most of our analyses.
Chapter g9, however, does do this for the PSID data.

The reader may also wonder why we looked only at earnings, ignoring
other sources of income. The main reason is simplicity. Chapter g shows
that among families with a “head” 25- to 64-years-old, male earnings ex-
plain 82 percent of the variance in total family income. Some families
receive substantial income from female earnings, but since few females
have high earnings and many have none at all, female earnings con-
tribute far less than male earnings to the overall variance of family
income. A few families also receive substantial income from dividends,
interest, or rent, but such income also explains a relatively modest frac-
tion of the variance in total family income. Transfer payments, such as
welfare and social security, are even less important. The principal prob-
lem posed by concentrating on male earnings is that we completely ig-
nore families with no male earner at all. This problem is not as serious
as it seems, however, since we can predict family income quite ac-
curately if we know that the family in question has no male earner. Such
families’ total income is almost always low.

Family Background Measures. We define family background as
everything that makes men with one set of parents different from men

9
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with a different set of parents. Most previous investigators have measured
family background in terms of what we will call “demographic” advan-
tages. By this we mean such readily measurable background characteris-
tics as race, place of birth, father’s education, father’s occupation, num-
ber of siblings, and whether the respondent lived with both parents
while he was growing up.t One can obviously augment this list by in-
cluding mother’s education, mother’s occupation, parental income, pa-
rental ethnicity, parental religion, and the like. But no such list is ever
complete. Thus while analyses of this kind can set a lower limit on the
overall impact of family background, they can never set an upper limit.
To get around this difficulty we have used an alternative measure of
familial influence, namely the degree of resemblance between brothers.
Such resemblance can be due to common genes, common environment,
or the influence of one brother on the other. But unless brothers deliber-
ately become unlike one another, resemblance between siblings sets an
upper limit on the explanatory power of their common environment and
common genes. (Resemblance between siblings does not allow us to esti-
mate the effects of genes alone.)

Contrary to what Jencks et al. argued in Inequality, background char-
acteristics seem to exert appreciable effects on both occupational status
and earnings even among men with the same test scores and education.
The background characteristics that exert these effects are not primarily
the “standard” demographic measures of parental advantages, such as
father’s occupation and parental income. Rather, some set of as yet un-
measured background characteristics makes brothers more alike than
we would expect on the basis of their test scores and education. The
unmeasured background characteristics that affect economic success ap-
pear to be different in kind from the background characteristics that in-
fluence test scores and educational attainment. Taking account of these
unmeasured influences increases the apparent importance of growing up
in the “right” family. Chapter 3 explores these effects in detail.

Cognitive Measures. Almost all investigations of the effects of cogni-
tive skills on economic success have relied on a single cognitive test,
usually designed to measure academic “aptitude” or “intelligence.”®
Project Talent, in contrast, administered cognitive tests covering 60 dif-
ferent areas to a national sample of high school students in 1960. In
1972 Talent recontacted a relatively representative subsample of former
eleventh graders, most of whom were then 28 or 29 years old, and ob-
tained data on their education, occupational status, and earnings. The
Talent data therefore allow us to explore the effects of different adoles-
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cent cognitive skills in far greater detail than previous investigations
have. Chapter 4 shows that tests of academic aptitude and skills predict
economic success better than did Talent’s other tests (e.g. “creativity,”
“clerical checking,” “abstract reasoning”). Within the academic domain
no one general area is clearly more important than others. The best
predictors are those that test a wide range of verbal and quantitative
skills.

Test performance in sixth grade seems to predict subsequent success
as accurately as test performance later in school or in adulthood. This
implies that changes in test performance after sixth grade have little
impact on adult success. If this is the case, it is the “aptitude” component
of test performance that affects success, not the “achievement” com-
ponent. The evidence for this interpretation is by no means conclusive,
however, and some Swedish data contradict it (Fagerlind, 1975). If
confirmed, this finding would imply that changing a student’s relative
test performance, at least after sixth grade, has little effect on his
life chances.

With the exception of Taubman and Wales (1974), most previous in-
vestigations of the relationship between adolescent cognitive skills and
later economic success have measured workers’ success when they were
still quite young. Our Talent respondents are also young, but Olneck’s
Kalamazoo sample is 35- to 59-years-old. Since Olneck’s data cover broth-
ers, they also allow us to distinguish the effects of cognitive skills from
the effects of family background more adequately than previous research.
Chapter 4 analyzes the effects of cognitive skills in detail.

Personality Measures. Most previous research on the effects of per-
sonality traits has relied on cross-sectional data. This makes it very diffi-
cult to say whether “favorable” personality traits cause economic success
or vice versa. The Talent and Kalamazoo surveys probably provide the
best longitudinal data on adolescent personality traits now available. The
Kalamazoo schools collected teacher ratings of tenth graders’ personal-
ity traits. Project Talent collected a wide range of self-assessments from its
high school respondents. It also asked respondents to describe their high
school behavior. Variations in such behavior presumably reflect personal-
ity differences to some extent.

No one personality measure predicts success in maturity as well as
test scores do. When we combine a number of different adolescent per-
sonality measures, however, their combined effects are as strong as the
combined effects of different adolescent cognitive tests. Furthermore,
personality traits affect earnings in ways that are largely independent of
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background, test scores, and educational attainment. Overall, then, our
data suggest that personality traits are considerably more important than
earlier data implied. The best predictor of economic success appears to be
what Talent labeled “leadership” and Kalamazoo teachers called “execu-
tive ability.” Chapter 5 analyzes the effects of these traits in more detail.

Education. Like most previous investigators we were primarily con-
cerned with estimating the economic effects of the amount of time re-
spondents had spent in school, but none of our surveys asked how many
years students had actually spent in school. Instead, our surveys asked the
respondent the highest grade of school or college he had completed. Like
previous investigators we used highest grade completed as a proxy for
time in school. Our estimates of the economic benefits of schooling do
not, then, differ from those of previous investigators because we measured
respondents’ educational experience differently but because we had more
measures of respondents’ characteristics before they were exposed to dif-
ferent amounts of schooling. Chapter 6 shows that improved measure-
ment of respondents’ initial characteristics somewhat reduces the appar-
ent benefits of school attendance. The reduction is larger for secondary
school than for higher education, and larger for earnings than for occu-
pational status.

While our primary concern was estimating the effects of time spent in
school (“quantity”), we also devoted some attention to differences in
respondents’ experiences while they were enrolled in school (“quality”).
The Talent and Veterans surveys asked respondents what kind of cur-
riculum they had pursued in high school and found that those who had
completed a college preparatorv curriculum were somewhat better off
economically than those who had completed a nonacademic curriculum.
But as chapter 6 notes, this difference is entirely attributable to the fact
that enrolling in a college preparatory curriculum increases a student’s
chance of attending college. When we compared students who had the
same amount of schooling, we found no evidence that either the subject
matter or the attitudes acquired in a college preparatory curriculum were
more valuable economically than those acquired in other curricula.

Talent also collected data on the subjects its respondents had studied
in college and on the institutions they had attended, but we have not yet
analyzed these data. The only other survey we analyzed that recorded
data on college quality was the Productive Americans (PA) survey. The
PA survey reported the “selectivity” of the last college or graduate school
a respondent had attended and showed that respondents who had at-
tended selective institutions earned more than those who had attended
unselective ones. But since PA did not collect data on students” abilities
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or aspirations before they entered college, it does not allow us to say how
much of the economic advantage enjoyed by the alumni of selective col-
leges is due to their college experiences per se.

2. STATISTICAL METHODS

In considering the association of workers’ characteristics with one an-
other, we asked three questions:

1. How strong is the observed relationship between any given worker
characteristic and economic success? We were not satisfied with merely
establishing the existence of a relationship. Rather, we tried to determine
the size of the relationship. The size of a given relationship depends on
the population one studies, the way in which one asks and codes ques-
tions, and the statistics one uses to describe the results. One must de-
vote considerable attention to technical details in order to make mean-
ingful statements about the size of relationships.

We did not assume that the relationships between worker characteris-
tics and economic success were necessarily linear. Chapter 2 describes
how we tested for nonlinearities. Nonlinearities proved unimportant
when estimating the effects of family background and test scores. But a
year of higher education raises occupational status by two or three
times as much as a year of elementary or secondary education. A year of
higher education also raises earnings by a larger dollar amount, though
not by a larger percentage, than a year of elementary or secondary edu-
cation. The first and last years of high school and college are associated
with larger percentage increases in earnings than the intervening years.
This could be due to institutional selection, self-selection, or “credential
effects.”

2. How much of a trait’s observed relationship to economic success is a
by-product of the fact that both the trait in question and economic suc-
cess depend on causally prior traits? If we want to assess the true “ef-
fect” on economic success of, say, staying in school rather than dropping
out, we must compare groups of respondents who had the same charac-
teristics in adolescence but who then got different amounts of school-
ing for some unknown reason. We use multiple regression equations to
make such comparisons. To assess the effect of schooling on occupational
status, for example, we regress occupational status on schooling while
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controlling all worker characteristics that are causally (i.e., temporally)
prior to leaving school. These traits include family background, adoles-
cent test scores, and adolescent personality traits.

We did not restrict ourselves to controlling causally prior variables that
we could measure directly. By looking at differences between brothers,
we were also able to control the unmeasured family background charac-
teristics that make brothers alike. This allowed us to isolate the effects
of cognitive skills and education more precisely than most previous
investigators. Furthermore, the fact that some of our surveys contained
measures of both adolescent test scores and adolescent personality traits
allowed us to estimate the extent to which ignoring these factors biases
other estimates of the economic benefits of schooling. Chapter 6 shows
that controlling all aspects of family background plus adolescent test
scores substantially reduces the estimated returns to schooling.

We retained nonlinear education measures throughout our analyses.
This turned out to be quite important. Chapter 6 shows that controlling
family background and cognitive skills lowers the estimated economic
benefits of elementary and secondary education more than it lowers the
estimated benefits of higher education.

We also investigated whether the effect of one worker characteristic
depended on the value of another. Chapter 2 describes our procedures
for detecting such interactions. In general, they did not appear to be very
important. Chapter 6 shows, for example, that returns to education do
not depend on initial ability. Similarly, chapter 7 shows that, contrary
to much previous research, percentage returns to education are not con-
sistently higher for whites than for nonwhites. It would be wrong, how-
ever, to say that interactions are never important. Chapter 7 shows that
race affects returns to different levels of education, with whites generally
receiving higher returns to the first 15 years of schooling and nonwhites
gaining more from the 16th year. Chapter 6 shows that men with white-
collar fathers obtain a greater occupational payoff from elementary and
secondary schooling than men with farm fathers, but the pattern is re-
versed for higher education. Such interactions are atypical, however.

3. What are the mechanisms by which a given characteristic exerts its
influence on economic success? To answer this question we augment our
regression equations by including worker characteristics that are causally
subsequent to the characteristic under study. Thus, if we want to say
how education affects economic success, we control test scores in ma-
turity, years of labor-force experience, or other traits that depend on
education.

As we add each of these “intervening” variables to our equation, the
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coefficient of education changes. If we could identify all the relevant in-
tervening variables and could measure them correctly, the coefficient of
education might fall to zero. If we cannot identify (or properly measure)
all the relevant intervening variables, the coefficient of education will
remain positive. The ratio of the coeflicient after controlling an interven-
ing variable to the coefficient with only causally prior variables con-
trolled tells us how much of the effect of education depends on the fact
that education affects this intervening variable. According to sociological
convention, the effects of one variable on another that are not explained
by intervening variables are known as “direct” effects, while the ex-
plained eftects are known as “indirect.” The magnitude of the “direct”
effects is, of course, a function of the investigator’s choice of “intervening”
variables.

3. RECONCILING DISCREPANT FINDINGS

One major advantage of our investigation was our simultaneous use of
many different surveys. These surveys often yielded apparently inconsis-
tent results. This made us unusually sensitive to the many sources of non-
comparability in social science research. It also led us to investigate
some of these sources of noncomparability in a systematic way.

Chapter 10 shows that even when we made a systematic effort to
eliminate all differences between our major national surveys, irreducible
“survey organization effects” remained. Specifically, we found that
Michigan’s Survey Research Center interviews fewer unskilled and semi-
skilled workers than the Census Bureau. SRC may also get higher qual-
ity income data from the people it interviews.

Chapter 11 shows how various “arbitrary” decisions that researchers
make in the course of analyzing their data affect the apparent distribu-
tion of both education and earnings in the 1970 Census and in the
1970 wave of the PSID. It also shows that with one major exception
these decisions do not appreciably alter the estimated value of an extra
year of school. The exception is the treatment of respondents without
earnings. Our work focused exclusively on individuals with positive earn-
ings. Some other investigators include respondents with zero earnings. If
one is predicting dollar earnings and is looking only at men aged 25 to
64, including nonearners makes little difference. But if one is predicting
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the logarithm of earnings, as economists usually do, one must assign men
without earnings some arbitrary value. Most economists choose $1. Even
when the overwhelming majority of respondents have earnings, this has
disastrous effects. Including nonearners and assigning them $1 dramati-
cally increases the apparent variance of earnings. It also means that one’s
equations primarily describe the determinants of labor-force participa-
tion, not the determinants of relative earnings among participants.
Studies that use this method cannot be compared to studies like ours that
do not.

Chapter 2 discusses several other issues that affect the comparability
of results from different studies. Age restrictions appear to be the most
important source of noncomparability. Samples that include men under
25 (e.g., Mincer, 1974) yield very different results from samples that
include only older men. Even samples of 25- to 34-year-olds differ in
important respects from samples of older men. This means that we
cannot generalize with much confidence from our Talent samples to all
men aged 25 to 64.

As the foregoing summary indicates, our research took us in a variety
of different directions. The result is a long book. In order to facilitate
selective reading, we tried to make each chapter as self-contained as
possible. This leads to a certain amount of repetition. To prevent such
repetition from becoming unbearable, we decided not to make each
chapter methodologically self-contained. Instead, we grouped almost all
our methodological material in chapter 2. Later chapters assume familiar-
ity with this material. Readers with limited time or trusting dispositions
can therefore skim chapter 2 and then turn to the substantive chapters
that particularly interest them.
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CHAPTER 2

Methods

This chapter describes how we analyzed our eleven samples and provides
some of the technical information needed to assess the plausibility of our
results. Section 1 describes the questions different surveys asked and
how we coded the responses. Differences between surveys account for
some of the inconsistencies in our subsequent numerical estimates.

Section 2 discusses associations among pairs of variables. We begin
by discussing unstandardized linear coefficients (i.e., correlations). Then
we present the usual formula for estimating standardized linear coeffi-
cients (i.e., correlations). Then we discuss the interpretation of such
unstandardized coefficients when the dependent variable is the natural
logarithm of earnings. We conclude by discussing our procedures for
identifying nonlinear relationships (i.e., quadratic terms and comparison
of eta® with R?) and for summarizing such nonlinearities in regression
equations (i.e., orthogonal quadratic terms, splines, and dummies).
Readers with economic training will find nothing new here, except per-
haps for our discussion of orthogonal nonlinear terms. Sociologically
trained readers should also peruse the discussion of semilog equations.
Readers who do not use statistics on a daily basis may want to read the
whole section.

Section 3 discusses multivariate relationships. It begins by describing
how we estimated the “effect” of one trait on another, as distinct from
the association, by controlling causally prior traits. It also discusses how

Susan Bartlett, James Crouse, David Eaglesfield, Gregory Jackson, Christopher
Jencks, Kent McClelland, Peter Mueser, Michael Olneck, Joseph Schwartz, Sherry
Ward, and Jill Williams all contributed to this chapter. Jencks wrote the text.
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we controlled unmeasured background characteristics by estimating
“difference equations” for brothers. Then it discusses how we investi-
gated the mechanisms through which a trait affected economic success
by controlling “intervening” variables. It concludes by discussing our
search for nonadditive relationships, which we tried to identify both by
splitting each sample into subsamples and by including orthogonal multi-
plicative terms in our equations. Statistically sophisticated readers will
find nothing new here except for our discussions of difference equations
and orthogonal multiplicative terms.

Section 4 discusses measurement error. It presents evidence on the
likely size of such errors in various samples and gives simple formulas
for estimating the effect of random errors on bivariate associations.

Section 5 gives some rules of thumb for estimating the significance of
differences obtained from weighted samples and for calculating the sig-
nificance of differences between pairs of regression coefficients. Readers
familiar with these problems should skip this section.

Section 6 discusses the effects of eliminating students, soldiers, inmates,
and respondents with incomplete data. It also presents data on the ef-
fects of age restrictions. This discussion should help explain some of the
apparent discrepancies between samples discussed in later chapters. Sec-
tion 6 also discusses the biases introduced by estimating returns to school-
ing with experience rather than age controlled.

1. QUESTIONS AND CODING

We habitually describe the men who interest us as “respondents.” In a
number of instances, however, our information about these men comes
from someone else, whom we might call an “informant.” In OCG, for
example, information on the respondent’s education and occupation
came from a March 1962 CPS interview which was conducted with the
most knowledgeable adult who happened to be at home when the inter-
viewer reached a given household. OCG’s income data came from similar
interviews in February. Women are at home more often than men, so
most of these data probably come from wives. The PA and PSID tried
to get data from men whenever they could, but they did not always
succeed. The Census asked “the householder” to fill out the question-
naire for everyone in his or her household but did not say who the
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householder was. The other surveys obtained virtually all their data di-
rectly from the respondents. Chapter 11 concludes that PSID wives’
estimates of their husband’s earnings were about as accurate as the hus-
bands’ estimates, but this may not hold for other surveys or traits.

Race. The Census Bureau and the Survey Research Center (SRC)
told interviewers to guess the informant’s race, using whatever visual or
verbal clues the interviewer thought appropriate. When the informant
was not the respondent, both the Census Bureau and SRC assumed that
the respondent was of the same race as the informant. The NORC
Brothers Survey told interviewers who had any doubt about the respon-
dent’s race to ask the respondent, “What race do you consider yourself?”
The 1970 Census and Project Talent relied largely on mail questionnaires
and asked all respondents to report their race for themselves.

We assigned “white” respondents a score of 1 on this variable. We as-
signed all others o. This variable’s coefficient therefore measures the
benefit of being white rather than nonwhite.”

Father Absent. The NLS, Veterans, and NORC Brothers surveys
asked, “With whom were you living when you were 157" OCG and
Kalamazoo asked, “Were you living with both your parents most of the
time up to age 16?” Talent asked eleventh graders, “With whom are you
now living?” The PA, Census, and PSID did not ask this question. In
analyzing the PSID we assumed that respondents who reported neither
their father’s education nor his occupation had not grown up with
their fathers.t

Father's Education. The Census did not ask about father’s educa-
tion. Talent asked “What is the highest grade of school or college your
father reached?” All other surveys substituted “completed” for “reached.”
All surveys but the PA and PSID asked respondents who were not living
with their father when they were 15 or 16 (or when they were “growing
up”) to report on the individual who “headed” their household. Between
7 and 20 percent of all respondents reported on someone other than
their father, with the percentage varying by age and geographic location.
The NLS, NORC Brothers, and Kalamazoo surveys recorded the exact
number of years completed. The OCG, PA, Veterans, PSID, and Talent
surveys grouped responses into categories like “some high school,” “high

® Tables A2.1 and A2.5 treat PSID’s “Spanish American” respondents as “non-
white.” Chapter 7 treats Spanish American respondents as white, in order to increase
comparability with our other surveys, which Sid not distinguish Spanish Americans
from other respondents.

t This coding procedure means that the coefficient of the PSID variable is not com-
parable to the coefficient of the father absent variable in other samples and should

not be given any substantive interpretation. Its only purpose is to avoid eliminating
men who knew nothing about their fathers.
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school graduate,” “some college,” and so forth. We used 1970 Census data
to estimate the mean number of years of school completed by men in
each category and assigned all respondents the estimated mean of their
category. Grouping makes the observed variance slightly less than the
true variance.

The PA and PSID surveys asked respondents who did not know their
father’s education whether he could read and assigned those who could
not read to the category “o to 5 years of school.” Neither PA nor PSID
retained flags for these assigned values, so we could not eliminate
them. The PA and PSID did not ask how many years of school fathers
had completed beyond high school. Instead, they asked whether the
father had attended college, whether he had earned a bachelor’s de-
gree, and whether he had earned a graduate degree. We estimated
years of school from these data.

There was a serious nonresponse problem among men who said their
father was not living at home when they were “growing up” or when
they were 16. We assigned such men the survey mean if they did not
report their father’s education and relied on the dummy variable for
father absent to capture differences in economic success between men
with no father at home and the rest of the sample.

Father’s Occupation. The OCG, Veterans, NLS, and Kalamazoo sur-
veys asked respondents what kind of work their fathers did when they
were about 15 or 16 years old. The NORC Brothers Survey asked what
the father “normally” did when the respondent was “growing up.” These
surveys also asked who the respondent’s father worked for, if anyone.
They classified the resulting replies using Census three-digit occupation
and industry codes and then assigned them Duncan scores.

The PSID asked about the father’s “usual occupation” when the re-
spondent was “growing up” and coded replies into eight categories that
correspond roughly to broad Census occupational groups. Talent asked
its eleventh-grade respondents which of seventeen occupational cate-
gories “comes closest to describing your father’s work.” Talent provided a
minimal description and a few examples for each category. We assigned
the PSID and Talent categories an approximate Duncan score, based on
Duncan’s (1961) data on workers in the relevant category. Grouping
reduces the measured standard deviation of father’s occupation by
about a seventh in the PSID. There is no apparent reduction in Talent.

OCG, Veterans, NLS, Kalamazoo, and Talent asked respondents who
were not living with their fathers to report on the individual who
headed their household when they were 15 or 16. PSID did not ask
whether the father was absent. Nor did it ask for data on the person
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who headed the household if the father was absent. The PA and Census
did not ask about the father’s occupation.

Father Foreign. The PA and PSID asked respondents where their
father grew up. The OCG, NLS, and Kalamazoo surveys asked where he
was born. The Census also asked where the father was born, but we
did not utilize this question in our Census analyses. The Veterans, Proj-
ect Talent, and NORC Brothers surveys did not ask about the father’s
place of birth.

Siblings. The OCG, PA, PSID and NORC Brothers surveys asked
about the number of brothers and the number of sisters the respondent
had. OCG asked respondents to include stepsiblings, adopted siblings,
and siblings who had lived but were now deceased. PSID added that
foster siblings should not be included. NORC said nothing about foster
siblings but qualified OCG'’s list with “if you grew up with them.” Talent
asked how many living children thete were in the respondent’s family.
Kalamazoo asked separately the number of older and younger “children
[who] grew up in your family.” The Veterans, NLS, and Census surveys
did not ask about siblings.

Nonfarm Upbringing. NLS asked, “When you were 15 years old,
where were you living?” and included “rural farm” as a possible answer.
OCG asked a similar question but allowed respondents to answer, “The
same place I do now.” The Census Bureau coded OCG respondents who
gave this answer as having grown up on a farm if they were living
on a farm in 1962. There is no way to identify OCG respondents who
grew up on a farm, no longer lived on one in 1962, but still lived in the
same community.® PA and PSID asked, “Where did you grow up? Was
that on a farm, in a city or what?” Veterans asked “In what kind of
place did you live most of the time up until you were 157" NORC
Brothers did not ask such a question, so we assumed that men whose
fathers were “normally” farmers or farm laborers grew up on farms. We
could have done this in Talent as well, but we did not. Kalamazoo
respondents all lived in the city of Kalamazoo when they were in sixth
grade, so the question seemed redundant. The Census did not collect any
information on whether the respondent grew up on a farm.

Non-South Upbringing. OCG, NLS, and Census asked where the re-
spondent was born. The Veterans Survey asked where the respondent
lived “most of the time” up to age 15. PA asked where he “grew up

* We could have treated such respondents as having grown up on a farm if they
said their father worked in farming, but this is not quite the same thing. Some men
work on farms without living on one. Others live on farms while working primarily in
some other, more lucrative occupation.
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(from about ages 6-16).” PSID merely asked, “Where did you grow upr”
We defined the South as including all states south of the Mason-Dixon
line and the Ohio River, plus Arkansas, Louisiana, Oklahoma, and Texas.
We coded everyone else as nonsouthern. We did not code this informa-
tion in Talent. We did not collect it from NORC or Kalamazoo Brothers.

Test Score. Talent administered a large battery of tests to eleventh
graders. Kalamazoo administered the Terman or Otis Group IQ test in
sixth grade. The Veterans Survey retrieved men’s AFQT scores at the
time they entered military service. The PSID administered a thirteen-
item sentence-completion test in 1972. The other samples have no test-
score data. We scaled all these tests using an “IQ” metric, in which the
population mean is 100 and the standard deviation is 15.1

Age. PA, PSID, OCG, Census, Veterans, Talent, and NLS asked
respondents how old they were, with OCG and Census specifying “on
your last birthday.” The Census also asked for date of birth. NORC
Brothers asked, “In what year were you born?” Kalamazoo obtained the
birth year from school records. Since all Talent respondents were in
eleventh grade in 1960, variation in their age is mainly due to variation
in the age at which they started school and the number of grades they
skipped or repeated. With test score controlled, age did not affect suc-
cess in Talent, so we ignored it.

Education. OCG and Census asked for the highest grade the respon-
dent had attended and whether he had completed that grade. Veterans,
NLS, and Kalamazoo asked for the highest grade completed. PA and
PSID asked about grades attended through high school and whether high
school graduates had started or completed college or graduate school. In
addition, PSID asked whether respondents had any trouble reading.
Talent asked whether respondents had obtained a high school diploma
and how much college and graduate schooling they had completed.
NORC asked about both years of schooling and degrees obtained.

Census, NLS, Kalamazoo, and NORC Brothers recorded the highest
grade in single years. OCG, Veterans, PA, and PSID recorded re-
sponses in broader categories. This reduces the standard deviation of
education slightly. The 1975 wave of the PSID, which became available
after our analyses were complete, asked respondents how many years
of education they had completed and recorded exact years. This mea-
sure correlated 0.976 with the grouped PSID measure based on de-
grees. Neither education measure predicts economic success consis-
tently better than the other in PSID, so we ignore the distinction.

Experience. We defined “experience” as the number of years the re-
spondent had been out of school since the age of 14. For this purpose
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we assumed that every respondent entered first grade when he was six
and advanced one grade per year. It follows that:

Experience = Age — (Education + 6) if Education > 8
= Age — 14 if Education << 8

Of course not all men enter first grade when they are 6 years old,
and not all advance one grade per year.* Furthermore, many of our
surveys did not ask exactly how many years of school respondents had
had, especially if they had attended graduate school. Our estimates of
experience therefore contain a fair amount of error.

Note that this variable does not measure experience since school com-
pletion. Many men leave school, work for a few years, and then return
to school. Our variable includes experience prior to reentering school.
Note, too, that our variable does not measure work experience. Many
respondents work while they are in school. Many others do not work even
while they are out of school. And finally, our variable does not measure
on-the-job training. We have no data regarding such training.

Occupation. OCG, Census, NORC, and Kalamazoo asked, “For whom
do you work?” “What kind of business or industry is this?” and “What
kind of work are you doing? (Please describe duties as specifically as
possible).” They coded responses into three-digit Census occupational
categories and then recoded to Duncan scores. Veterans and NLS
merely asked, “What kind of work are you doing?” and coded it simi-
larly. PA and PSID asked, “What is your main occupation?” and classi-
fied responses into broad Census categories, to which we assigned Dun-
can scores. Talent assigned respondents to one of 181 occupational cate-
gories. We tried to match these Talent categories with those used by the
Census Bureau and then estimated each category’s Duncan score.

Earnings. We defined earnings as income from wages, salaries, and
self-employment. OCG, PA, NLS, PSID, and the Census asked respon-
dents to report income from wages and salaries, nonfarm self-employ-
ment, and farming separately. Unfortunately, our OCG tape did not
record these separate responses. Instead, it recorded total income from
all sources, including assets and transfer payments. Most respondents un-
derreport their asset and transfer income to the Census Bureau, so the
distortion is not as serious as it might be. For Census respondents with
a current occupation, g5 percent of all reported income is from earnings.
Chapter 11 shows that substituting income for earnings raises the esti-
mated returns to schooling by about 1 percent in the Census but has

® OCG asked about age at school completion, but the responses contain so many
oddities that we did not try to use them.
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no effect in the PSID. The difference is smaller if one restricts the
analysis to men with a current occupation, as we do. We therefore treat
results for income and earnings as interchangeable.®

The OCG, PA, NLS, Census, and NORC Brothers surveys asked re-
spondents to report their earnings or income for the calendar year prior
to the survey. This means that the earning year does not coincide
with the survey year, and that some respondents reported a current oc-
cupation different from the occupation they engaged in when they
earned the amount reported.t PSID also asked respondents about their
earnings during the previous calendar year, but because the survey was
repeated at one-year intervals we were able to ascertain both occupa-
tional status and earnings for the same year (1971). Some Kalamazoo
Brothers were surveyed near the end of 1973 and were asked how much
they expected to earn during that year. The rest were surveyed in early
1974 and were asked how much they had actually earned in 1973.
Veterans were asked how much they expected to earn in 1964. Re-
sponses to this question appear to be about as accurate as responses to
questions about actual earnings for the previous calendar year. Talent
respondents were asked their hourly, weekly, or monthly earnings at
the time of the survey. We reduced all the Talent responses to an hourly
value, since we did not know how many hours respondents had worked
during the previous year.

The OCG, Veterans, NORC, and Kalamazoo surveys grouped re-
sponses into quite broad categories. This compresses the variance of
earnings. It also increases the correlation of earnings with other traits,
since the traits we measured did not explain much of the variation
within the top or bottom categories. As a result, grouping earnings
slightly increases standardized coefficients while leaving unstandardized
coefficients almost unchanged (see chapter 11).

Family Income. We defined family income as the sum of the re-
spondent’s earnings, his income from assets and transfer payments, and
the income from all sources of all other family members. This measure
is available for the Veterans, PA, NLS, Census, PSID, Kalamazoo, and

# PSID did not record total self-employment income. Instead, it divided such in-
come into “labor” and “asset” income, and grouped the latter. We reconstructed the
approximate amount of PSID self-employment income using other data. For details on
this problem see Final Report, Appendix D and chapter 16.

t Tables dealing with occupational status ordinari}fy indicate the year of the survey,
while tables dealing with earnings indicate the earning year. This means that the
same survey is identified in different ways in different tables. When we refer to both
occupational status and earnings we often identify a survey as covering a two-year
interval: “the 1961-62 OCG data,” for example.
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NORC Brothers samples, but we did not use it in our Veterans or Census
analyses.

As the foregoing discussion indicates, there is no professional con-
sensus on how best to measure standard “demographic” concepts. As
a result, every investigator feels free to “improve” previous investigators’
measures. In most cases these “improvements” have no effect. But there
is seldom any simple way to be sure of this, since those who improve
their predecessors’ measures rarely bother to try both approaches and
compare the results. Thus when we obtain different results from different
samples we rarely know precisely why. Furthermore, whether or not an
“improvement” actually “works” (e.g. by predicting an outcome of in-
terest more accurately than alternative measures), most investigators
give their new measures the same verbal label as older ones. This creates
the illusion of greater comparability than really exists. This is one reason
why knowledge in the social sciences is so seldom cumulative. We have
tried to be sensitive to this danger in our own analyses, but we have not
completely avoided it.

Table Az2.1 in the Appendix shows the mean and standard deviation of
each variable for each sample of respondents with complete data. Table
10.1 in chapter 10 shows frequency distributions for OCG, PA, Census,
and PSID samples that have been modified slightly to make them more
nearly comparable to one another. Chapter 10 also discusses some of
the reasons for differences among our samples.

2. BIVARIATE RELATIONSHIPS

Unstandardized Coefficients. One way to estimate the association be-
tween two worker characteristics is to write an equation relating them
to one another. Suppose, for example, that we want to relate education
(U) to earnings (Y). If we use the subscripc i to designate any randomly
selected individual, the coefficient B, to designate the expected earnings
of individuals with no schooling, and the coefficient B; to designate
the average increase in earnings associated with the average year of
schooling, we can write:
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(1) Y;=Bo+B,U;+E;

where E; is an error term, equal to the difference between the ith in-
dividual’s actual earnings (Y;) and the value predicted on the basis of
the equation ( ¥.). This predicted value is simply B, + B,U;. If we esti-
mate B, using conventional least squares regression, E will be uncorre-
lated with U. Taking the variance of both sides of equation 1 then yields:

(2) s?y = B2;s2y + s%g

where ,§2y, s?y, and s’y are the variances of Y, U, and E respectively.
Since Y; =B, + B,U; it follows that sy = B%s?y and equation 2 can be
reduced to:

(2a) s%y = s ¢+ s%g

We designate s? ¢ as the “explained” variance. It follows that s? §/s%y is
the percentage of the total variance in Y “explained” by variation in U.
We designate this percentage as R2. (Since the observed value of R?
tends to be slightly higher than the true value, especially in small sam-
ples, we sometimes report a “corrected” value of R?, denoted as R?).

Standardized Coefficients. Measures like test scores and occupational
status have no “natural” metric. Even when a measure has a natural
metric, as education and earnings do, it is often convenient to “standard-
ize” it for comparability with other measures with different metrics. To
accomplish this we subtract a variable’s mean (Y or U) from all obser-
vations and then divide by the standard deviation (sy or sy). Every
standardized variable’s mean is therefore zero, with a standard deviation
of 1.000. If we denote these standardized measures with lowercase let-
ters, we can show that:

(3) Vi =Iypl; + €

where ryy is the correlation between Y and U, and e; = E;/sy. We can also
show that:

Sy
(4) B = (S—“ > I'yy
U
Squaring both sides and rearranging gives us:

B2s?y 2%
(42) e
Sy %y

The correlation coefficient therefore has a double meaning. Suppose,
for example, that ryp=o0.40, a fairly typical value. Equation 3 then
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tells us that two individuals who differ by one standard deviation on
education can be expected to differ by o.40 standard deviations on earn-
ings. Equation 4a tells us that the ratio of explained to total variance in
earnings is equal to r?yy =0.16. Tables A2.2-A2.12 in the Appendix
display the correlations among the principal variables in our complete
data samples. One can combine these correlations with the standard
deviations in table A2.1 to obtain unstandardized regression coefficients.

Logarithmic Coefficients. If we want to estimate the percentage in-
crease in earnings associated with an extra year of education, we use
the natural logarithm of earnings (ie., the log to the base e, where
e ~ 2.71828) as the dependent variable. Then we estimate:

(5) InY; - B, + B, U, +E;
Taking the antilogarithm of both sides, we have:
(5a) Y; =e®o eBiliel:

A one-year increase in education (U) thus multiplies earnings by e®.
Suppose, for example, that B, = o.10. Since €%'? = 1.1052, each extra year
of school multiplies earnings by 1.1052, an increase of 10.52 percent. The
following table of equivalents is likely to be useful for interpreting log-
arithmic coefficients:

€% =1.000 el =1.105 e 10 = .gog
e’ =1.010 e20=1.221 e20 = 819
€% =1.051 e =1.649 €% = 607

These calculations show that logarithmic coefficients between o and o.10
approximate percentage effects quite closely. Even when the coefficient
is as large as 0.20, the upward bias can usually be neglected. For values
above 0.20, the percentage effect should be calculated directly by taking
the antilog of the coefficient and subtracting 1.000. Note that when the
logarithmic coefficient is negative, it underestimates the percentage re-
duction in the dependent variable associated with a one-unit change in
the independent variable. This discrepancy between the logarithmic co-
efficient and the percentage effect is larger if the independent variable
changes by more than one unit and smaller if it changes by less than one
unit. If, for example, InY = 0.10X, a five-unit increase in X will multiply
Y by a factor of (1.105)% = e® (©10) = 1,649. Conversely, an 0.10 unit in-
crease in X will raise Y by a factor of (1.105)%° = 1.010. Thus, for suf-
ficiently small changes in X the logarithmic coefficient will always equal
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the percentage effect, while for large changes the logarithmic coefficient
will always underestimate the percentage effect.®

Nonlinearities: Eta> The bivariate coefficients in tables Az.2-A2.12
measure the linear association of every trait with every other. The values
of B, in equation 1 may, however, vary as U varies. In that case a plot
of Y for various values of U will not be linear. To test this hypothesis
we divided each continuous worker characteristic into six to ten cate-
gories and calculated the percentage of the total variance in education,
occupational status, and earnings, attributable to variation in the means
of the categories. This percentage is known as eta?. Eta? is equal to
the value of R? we would obtain if we treated each category of the
independent variable as a dichotomous variable, assigned each respon-
dent a value of 1 if he fell in the category and o if he did not, and then
regressed economic success on these dummy variables. Since no associ-
ation is perfectly linear eta® always exceeds the bivariate r2.} The dis-
crepancy is usually too small to deserve attention, but when eta? was
appreciably larger than r?, we looked for the simplest nonlinear specifi-
cation that would capture the deviations from linearity.

Orthogonal Quadratic Terms. Except in the case of education, we
found that we could capture virtually all significant deviations from
linearity by assuming that the regression slope was a parabola instead
of a straight line, i.e., that B, in equation 1 was a linear function of U.
When we regressed our measures of economic success on test score and
test score® or on father’s occupation and father’s occupation?, for exam-
ple, the value of R? was extremely close to our “target” eta?. The as-
sumption that nonlinearities were parabolic allowed us to keep the total
number of independent variables relatively modest. In analyzing a
given sample we included the quadratic term only when its coefficient
was statistically significant.

Linear and quadratic terms tend to be highly correlated with one
another. Thus, when we add the quadratic term, the standard error
of the linear term rises sharply. This makes it hard to tell when the
linear coefficient differs significantly across samples. Furthermore, if the

* The logic of the semilog coefficients is analogous to that of compound interest.
The logarithmic coefficient estimates the implied return over an infinitely short period.
The longer the period over which these returns compound, the larger the discrepancy
between the implied rate of return and the ratio of total returns to initial investment.

t When the independent variable had more than ten categories, we grouped it into
ten or fewer. Although this slightly reduces eta®, the reduction is never appreciable.
In such cases, however, 1* will exceed eta® if the relationship is perfectly linear.

Tables 10.2-10.6 in chapter 10 show the means and standarg deviations of educa-
tion, occupation, and income for each category of father’s education, father’s occupa-
tion, siblings, and education.
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quadratic term is insignificant in only one of the two samples and is
therefore omitted from one but not the other, the two linear coefficients
are no longer at all comparable. To facilitate comparisons between sam-
ples we therefore wanted squared terms that captured only the devia-
tions from linearity. If the distribution of the trait (T) is symmetrlcal
around the mean, the squared deviation from the mean, (T- T)? i
uncorrelated with T and captures only deviations from the linear slope
But since distributions are seldom perfectly symmetrical, we had to de-
velop a more general procedure for isolating the nonlinear component of
the quadratic relationship. To eliminate the linear component of T? we
first regressed T2 on T, obtaining:

(6) T% =Bo+ BT: + E;

where B, is a constant, B, is the increase in T2 associated with a unit in-
crease in T, and E is the usual error term. If we subtract BT from both
sides, we obtain:

(7) T2, - B{T; = Bo + E;
We call the left side of equation 7 the “orthogonal squared term” and
denote it as T2,.

In order to see how the use of these orthogonal terms affects our re-
sults, consider what happens when we regress a measure of economic
success (Y) on T and T2,

We begin with:

(8) Y=By+ B;T+B,T%, + E
Substituting T2 — B(T for T, gives us:

(9) Y =Bo+B;T + B,T2 - B,B,T + E
=Bo+ (B; - ByB)T + B,T2+ E

Since T2, is uncorrelated with T, the coefficient of T controlling T2, is the
same as the coefficient we would obtain if we regressed Y on T alone.
The coefficient of T2, is the same as the coefficient of T? controlling T.
The coefficient of T controlling T, is not, however, the same as the coeffi-
cient we would obtain if we controlled T2. Substituting T, for T2 reduces
the coefficient of T by B,B; (compare equations 8 and g).
Orthogonalization has three important virtues and one important vice.
The first virtue is that it facilitates comparisons between samples, since
Tlinear coefficients from equations that do not control nonlinear effects
because they are statistically insignificant mean roughly the same thing
as linear coefficients from equations that do control such effects. The
second virtue is that since the orthogonal squared term is independent
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of the linear term, squaring the standardized coefficient of the orthogo-
nal term yields the percentage of the total variance explained by the
nonlinear quadratic effect. The third virtue is that orthogonal terms
reduce the danger of serious rounding errors—a nontrivial hazard in
most standard computing packages.

The major drawback of orthogonalized terms is that they make it
harder to estimate the marginal change in Y associated with a given
change in T. If we want to know the change in Y associated with an
increase of T from 6 to 7, for example, we must calculate the first
derivative of Y with respect to T when T = 6.5. Using equation g, this is:

dy
(10) “(ﬁ = ZBgT + B1 - B'_)B(

We cannot evaluate this unless we know the value of B, used in con-
structing the orthogonal squared term.?

Splines and Dummies. Quadratic terms do not adequately capture
the nonlinear effects of education. Nor do they provide a theoretically
satistying representation of the effects of different levels of education.
After much experimentation, we settled on three variables to represent
the effects of education. We called the first of these three variables
“years of education.” It is equal to the highest grade of school or col-
lege the respondent completed. We called the second “years of higher
education.” It is a “spline” variable and is equal to o for those with
twelve or fewer years of education and to years of education—12 for
those with thirteen or more years of education. We called the third
“college graduation” or “BA.” It is a “dummy” variable and is equal to
1 if the respondent completed sixteen or more years of school, o if he did
not. When we include all three variables in a single equation, the co-
efficient of years of education measures the average change in the de-
pendent variable associated with an extra year of elementary or sec-
ondary education. The coefficient of years of higher education measures
the difference between the change associated with an extra year of
elementary or secondary education and the change associated with an
extra year of higher education. The overall effect of a year of higher
education is thus the sum of the coefficient of years of education and the
coeflicient of years of higher education. The coefficient of college grad-
uation then represents the additional increment associated with com-
pleting the sixteenth year of school, over and above the increment pre-
dicted by summing the coefficients of years of education and years of
higher education. While this specification is not ideal, especially for
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predicting occupational status, it works better than a simple linear spec-
ification. Chapter 6 discusses it in more detail.

3. MULTIVARIATE RELATIONSHIPS

Effects vs. Associations. While we are sometimes concerned with the
observed association between pairs of worker characteristics, we are more
often concerned with the extent to which the association persists with
other traits controlled. To estimate these “partial” associations we esti-
mated multiple-regression equations. Suppose, for example, that we
wanted to know the association between education and earnings among
men from similar demographic backgrounds. If we had only one de-
mographic measure (X) we would estimate:

(11) Y =B,+B:X+BxX2+ByU +e

where U again represents education. If the effects of X were either
linear or quadratic, as this equation assumes, By would represent the
average change in earnings associated with an extra year of education
among men with the same value of X. One can easily expand equation
11 to include more Xs or to include nonlinear measures of U.

When we have controlled all the measured worker characteristics that
influence both education and earnings, it becomes natural to think of
the remaining association as causal. Thus, when we have controlled all
available Xs we habitually interpret By as the “effect” of a one-year
change in education attainment on an individual’s earnings. Experience
suggests, however, that the reader should treat such language with
extreme caution. Our equations never include all the potentially rele-
vant control variables. By is therefore likely to be biased, usually
upward. This means that raising a random individual’s educational at-
tainment by one year is unlikely to change his earnings by an amount
equal to By. This caveat probably applies with even greater force to
changing test scores, personality traits, or background characteristics.
Furthermore, even if our equations were perfectly specified, so that
changing a few random individuals’ test scores or education produced
the expected effect on their occupational status or earnings, it would be
rash to assume that changing all workers’ test scores or educational
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attainment would change their mean occupational status or earnings by
the expected amount. The mean level of economic success would only
change by the expected amount if changing individual characteristics
changed the overall occupational structure and national income by ex-
actly the same amount that it changed individuals' relative positions.
This would only happen if macroeconomics were a branch of
microeconomics.

Controlling Unmeasured Characteristics with Difference Equations.
When we try to assess the effects of a trait like education on economic
success, we would like to control not only measured background char-
acteristics like father’s occupation, but unmeasured background charac-
teristics like parental values and attitudes. One way to do this is to
compare pairs of brothers. This will not control every conceivable fam-
ily influence, since families do not treat all their sons exactly alike. But
it will control more aspects of family background than merely controlling
demographic background. It will also control roughly half the influence
of genotype, since brothers share approximately half the genes that vary
among individuals.

In order to compare brothers, we estimate a “difference equation.” If
Y denotes the first brother’s earnings and Y’ the second brother’s earn-
ings, and if U denotes the first brother’s education and U’ the second
brother’s education, we define AY as Y — Y’ and AU as U — U’. We then
estimate:

(12) AY =B ;AU +E ;.

Comparing B,y to the value of By in a simple bivariate equation tells
us how much of the association between education and earnings is due
to the effects of shared family background on both education and earn-
ings. We can easily extend this approach to take account of nonlineari-
ties and to include several independent variables.*

Intervening Variables. Suppose we know that individuals who get an
extra year of education earn 5 percent more as a result. Our next ques-

® All pairs of brothers appear twice in our data files with their order reversed. This
is a constrained equivalent to ordering pairs randomly. It makes the correlations be-
tween brothers symmetric (i.e., rvy: = ryor). When this is done, By = (sy/sv) (rsv—
rrv)/(l = rev). This means that if one has the symmetrical matrices of correlations
among the traits of both individuals and their brothers, one can estimate the difference
equations without recourse to the raw data. The relevant data appear in tables A2.6,
A2.10, A2.11, and A3.4. A derivation of the above equation appears in figure 3.1.
Note that the equation does not require ryy.. Thus, if we have, say, education data
on both brothers but economic data on only one, as in OCG, we can still estimate Bavu
if we are willing to assume that the observed matrix estimates the symmetrical matrix
obtained by entering all pairs twice with order reversed.
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tion is likely to be why. We answer this question by controlling “inter-
vening” variables that depend on education.

One standard hypothesis, for example, is that education provides men
with useful cognitive skills. To test this claim we might measure such
skills after school completion and denote them as Q. We would then
estimate an equation that included not only causally prior Xs (X1,
X,, ..., X,) but also Q:

( 13) Y= Bo + B]Xl + BQX]?' + ..t B“Xu: + BUU + BQQ + EY

By now estimates the difference in earnings between respondents who
differ by one year on education attainment, who have the same char-
acteristics prior to school completion (i.e., the same Xs), and who have
the same cognitive skills after school completion. If By remained the
same in equation 13 as in equation 11, we would conclude that educa-
tion did not pay off because it taught men cognitive skills. If, on the
other hand, By were zero in this equation, we would conclude that
education paid off entirely because it provided general cognitive skills.
Once again, we can extend this logic to any number of intervening
variables.

Nonadditive Effects: Split Samples. Suppose that after controlling
adolescent test scores, a one-year increase in education is associated
with a 5 percent increase in earnings. Up to now we have talked as if
the earnings of men with high and low scores would both increase by
5 percent. This implies that the effects of test scores and education are
independent, and hence additive.” In some cases, however, the effects
of one variable depend on the value of the other. When this is the case,
we say there are interactions. We tried to detect these interactions by
separating whites from nonwhites, by separating men with white-collar,
blue-collar, and farm fathers, and by separating men with high, medium,
and low test scores. We found no consistent differences between men
with high, medium, or low scores. The only consistent differences be-
tween men with white-collar, blue-collar, and farm fathers were in re-
turns to education (see chapter 6). Race had complex and changing
effects on the coefficients of background characteristics, education, and
experience (see chapter 7).

® The fact that effects are independent does not necessarily mean that the levels
are independent. Educational attainment, for example, clearly depends on test per-
formance. But the benefits of education do not increase as test scores increase.

When we predict In earnings, the additive model assumes that the percentage ef-
fects of different traits are independent. This means that the dollar effects cannot be

independent. The semilog model does not, however, imply that the effects of the in-
dependent variables are multiplicative, as the double-log model does.
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Orthogonal Multiplicative Terms. Our second strategy for identifying
interactions was to multiply selected worker characteristics by one an-
other and enter the products in our regression equations. If the effect
of a characteristic changes in a consistent direction as another trait rises
or falls, the product terms will have significant coefficients even with
their linear components controlled. Because there were so many possible
product terms, we only included those that were statistically significant.
In order to maintain the comparability of results from samples where
the product terms entered with results from samples where the product
terms did not enter, we made the products orthogonal to their linear
components. To accomplish this we regressed the product term (X;X;)
on its components, so that:

<14) X1X2 = B1X1 + BQX‘_{ +E

Subtracting B;X; + B.X, from X;X, leaves the orthogonal component of
the multiplicative interaction. Orthogonalization has precisely the same
virtues and vices here as it did with nonlinearities.

We found no multiplicative interactions that were consistently sig-
nificant in different surveys. Indeed, none had consistent signs in differ-
ent surveys. We will therefore spend very little time discussing these
results.?

4. MEASUREMENT ERROR

Measurement errors fall into three broad categories. The most serious
and intractable errors are conceptual. If we treat a short-term memory
test as an adequate proxy for a respondent’s other cognitive skills, for
example, we will systematically underestimate the importance of cogni-
tive skills in determining economic success. Likewise, if we assume that
the status of a father’s occupation is an adequate proxy for the family’s
overall economic position, we will underestimate the effect of economic
background on children’s life chances. The bias can, of course, also
work the other way. If we treat a vocabulary test as a measure of short-
term memory, for example, we will overestimate the importance of
memory. These problems have no easy solutions. Readers will have to
judge for themselves how well our measures correspond to the labels we
use to describe them.
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A second type of error arises when respondents make consistent re-
porting errors. A respondent may, for example, always say that his
father was a factory manager, because that is the impression his father
gave him, even though the father was in fact a foreman. Or a boy’s
teachers may all report that he is unusually diligent in doing his home-
work, when in fact his parents do it for him. Conventional reliability
studies cannot detect errors of this type, because conventional methods
rely on inconsistency to detect error. If an error recurs over and over,
conventional methods will assume that it is the truth. We have no way
of knowing how important such errors are.

What we usually call “measurement error” arises when a respondent
describes his family background, educational attainment, or economic
position differently in different surveys; gets a different score on two
different cognitive tests that purport to measure the same thing; or
describes his aspirations in different ways on different days. Coders also
make random errors, both in transcribing clear-cut responses and in class-
ifying ambiguous ones. Available evidence suggests that errors of this
kind are independent of one another (Bielby et al., 1977; Olneck, 1976).

The best evidence regarding the reliability of our measures of eco-
nomic success comes from matching respondents’ answers to different
surveys. Since different surveys seldom use the same methods, their
reliabilities are seldom the same. CPS, for example, uses face-to-face
interviews, mostly with wives, while the Census relies mainly on a
mail-back questionnaire. If errors were strictly random, we could assess
the relative quality of two matched surveys by comparing their variances.
But when we make this assumption, all kinds of anomalies appear. In
the case of income, for example, this assumption implies that CPS reports
contain less error than Census reports and no more than tax returns.*
We do not believe that CPS income data are really as accurate as tax
returns. Rather, we believe that CPS reports contain more error, but
that these errors are negatively correlated with true values, keeping the
measured variances the same. Presumably men overestimate their income
if it is low and underestimate it if it is high." Once we allow for such
patterns, we cannot estimate error variances with any confidence. We
can, however, make rough estimates of the “reliability” of different mea-
sures, i.e., the correlation between two independent estimates of the
same underlying trait.

Table A2.13 in the Appendix gives reliabilities of this kind for occu-
pational status and earnings from various surveys. If we eliminate men
without earnings and take logarithms, two independent measures of
income or earnings in the same year correlate between 0.93 and 0.84.
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This suggests that between 7 and 16 percent of the measured variance
cannot possibly be explained by our independent variables. The anal-
ogous figures for occupational status are between 4 and 14 percent. Re-
porting errors of this sort lower the standardized regression coefficients
of independent variables as well as R% To correct R?, one divides the
observed R? by the estimated reliability. To correct the standardized
regression coefficients, one divides by the square root of the estimated
reliability. This will raise the standardized coefficients by 2 to g percent.
If errors in the dependent variable are completely random, they will
not affect the unstandardized regression coefficients. If errors are nega-
tively correlated with true values, they will lower the unstandardized
regression coefficients.

Table A2.14 in the Appendix gives estimated reliabilities for educa-
tion, father’s education, father’s occupation, and family size. Chapter 4
discusses the reliability of test scores. The reliability of a variable is a
function of the true variance as well as the amount of error. Thus,
the fact that education reports from the matched CPS-OCG-II sample
are less reliable (r=0.85) than reports from the matched CPS-Census
sample (r=0.89) does not imply that OCG-II respondents made larger
errors than Census respondents. The difference may be due to the fact
that the observed variance is larger in the Census sample. The ratio of
error variance to total variance would therefore be lower.

Yet even after correcting for differences in the measured variances, the
estimated error variances for father’s education and occupation depend
heavily upon the estimation procedure. OCG-II reinterviewed the same
respondent and obtained high reliabilities. Indeed, if one believes the
OCG-II data, sons’ reports on their fathers are more accurate than their
reports about themselves. This seems unlikely. Presumably, sons reinter-
viewed about their fathers tend to make the same errors as in the initial
interviews, whereas they change their reports about themselves.® This
hypothesis is supported by the Kalamazoo results, which use brothers
to get two independent estimates of the father’s education. Our OCG
results, while more conjectural, also imply that there is more error in
reports of father’s education than in self-reports. The same holds for
father’s occupation. Corcoran’s (1979) PSID analysis, which uses both
fathers’ self reports and sons’ retrospective reports about their fathers, also
implies far more error in sons’ reports than Bielby et al. (1977) found.
Thus, despite Bielby’s findings, we are inclined to believe that sons’
retrospective reports about their fathers contain substantially more error
than fathers’ self-reports, with reliabilities of around o.75 for representa-
tive samples.
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The reader can in theory use the data in tables A2.13 and A2.14 to cor-
rect observed correlations. If ryy denotes the observed correlation between
two traits, 7xy denotes the true correlation, ryx denotes the reliability of
X, and ryy denotes the reliability of Y, one can show that:

I'xy
(15) sy = _( Txatyy )12
Thus if we have plausible reliability estimates for two measures in a
particular sample, we can estimate their true correlation. We cannot es-
timate unstandardized regression coefficients unless we also know the
true standard deviations.

If we had reliability measures for all our independent variables, we
could take this logic a step further by correcting entire correlation
matrices. This would allow us to estimate the true standardized regres-
sion coefficients in multivariate equations. But we do not have all the
relevant reliabilities, and if we correct some variables but not others,
we can easily obtain more biased results than if we make no corrections
at all. The reader can, however, set an approximate upper bound on
the true coeficient of a given trait (X) when predicting Y by multi-
plying the observed coefficient by (1/rxxryy)?/% If the independent
variables are highly correlated with one another, as they often are, this
correction will often be too large. If the reliability of X is high while the
reliability of other measures that correlate with X is relatively low, the
true coefficient of X may actually be smaller than the observed coefi-
cient. But when all variables have roughly equal reliabilities, as they
do in our data, corrections of this sort will suffice for virtually any prac-
tical purpose. Indeed, uncorrected data will suffice for most purposes,
and that is what we will usually present.

5. SAMPLING ERROR

Weighted Samples. In the Census 1/1,000 sample, every individual
in the covered population has an equal chance of appearing. Self-weight-
ing samples of this kind are very expensive. OCG, Veterans, PA, NLS,
and PSID therefore used clustered samples that included several re-
spondents from the same neighborhood. Since people living in the same
neighborhood tend to have the same characteristics, measurements ob-
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tained in such samples are not completely independent. This makes the
sampling errors larger than they would be in a strict probability sample
of similar size.

Since there is more nonresponse in some neighborhoods than in others,
clustered samples also weight respondents in underrepresented areas
more heavily than respondents in overrepresented areas to make the
sample more representative of the target population. OCG, Veterans,
and PSID also weighted respondents unequally to compensate for dif-
ferential attrition after the first interview. These unequal weights further
inflate the standard errors of all estimates.

The PSID and NLS samples were also stratified so as to oversample
poor and black respondents. This kind of stratification yields more stable
estimates at one extreme of most distributions, lowering most standard
errors, but it provides slightly less stable estimates at the other end of
most distributions.

One can think of weighting as affecting the “efficiency” of a sample.
Thus, if there are 10,000 individuals in a truly random sample, the sam-
pling error of an observed mean will be (1/10,000)¥/%=1 percent of
the standard deviation for all individuals in the covered population. If
the sample is weighted, the sampling error of the mean might rise by 50
percent. The observed sampling would thus be equivalent to what one
would expect in an unweighted sample 10,000/ (1.50)? = 4,444 individuals.
The “efficiency” of this sample design is thus only 44 percent of that in
an unweighted design.

Unfortunately, samples seldom have a single, uniform efficiency for
all purposes. A sample may be go percent efficient for estimating the
percentage of blacks in the target population, but only 70 percent effi-
cient for estimating the returns to graduate education. Making efficiency
estimates is expensive and time consuming. We therefore adopted a less
precise approach. We calculated standard errors as if the sample were
unweighted, by making the mean weight 1.00. This underestimates most
standard errors. If a difference is more than twice its estimated standard
error using this procedure, we call it “significant.” A difference of this
size would arise by chance in about one random sample out of twenty.
It would be in the expected direction by chance in about one random
sample out of forty. In weighted samples like OCG, Veterans, PA, NLS,
and PSID, such differences are more common. As a rough rule of thumb,
the reader might expect 10 rather than 5 percent of all differences to
exceed twice their estimated standard error by chance in these samples.
About 5 percent of all such chance differences should also be in the
expected direction.
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We did not weight our NORC Brothers, Kalamazoo, or Talent sam-
ples. The initial NORC Brothers sample was based on block quotas,
so there was no simple way of estimating the effects of nonresponse
among initial respondents. We could have weighted initial respondents
unequally to correct for differential response rates among these initial
respondents’ brothers, but we chose to investigate the effects of fraternal
nonresponse directly.” Olneck made the same decision in his Kalamazoo
sample.® The initial Talent sample was stratified by school size, but we
did not weight our final results to compensate for this.* Nor did we
weight our Talent samples to compensate for nonresponse, which was
low in the “representative” sample but high for the sample of brothers.

Differences between Regression Coefficients. The difference between
two regression coefficients from independent samples is likely to be
roughly normally distributed, with a sampling variance equal to the sum
of the separate sampling variances of the two coefficients. Thus if B,
and B, are two coefficients from different samples and sp; and sge
are the sampling errors of these coefficients, we can test the significance
of the difference between B, and B for large samples by using:

_ B1 - BQ
(5231 + 5282)1/2
For reasons indicated above, t-statistics from weighted samples should

be interpreted conservatively.

(16) t

6. SAMPLE RESTRICTIONS

Inmates. Inmates of institutions constituted 1.2 percent of all male
Census respondents aged 25 to 64 in March 1970. Of these, 20 percent
reported 1969 earnings to the Census. These individuals had worked an
average of 31.3 weeks during 1969. None of our other surveys covered
inmates. We excluded them from our target population partly to achieve
consistency, partly because we doubted the accuracy of data on inmates’
earnings for the previous year, and partly because we assumed that
most inmates had been institutionalized during at least part of 1969.
We saw no good way of estimating a man’s economic status during
weeks he was institutionalized.

® As a check, we compared the unweighted Talent correlation matrix to the weighted
matrix. The two were virtually identical.
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Soldiers. Members of the military constituted 2.0 percent of all male
Census respondents aged 25 to 64 in 1g970. Of these, 94.9 percent re-
ported earnings for 1969, compared to 94.7 percent of all other 25- to
64-year-old men who were not inmates or students. Soldiers with 1969
earnings reported having worked an average of 49.6 weeks, whereas
men with earnings who were not soldiers, inmates, or students reported
having worked 48.2 weeks. There is, then, no prima facie reason for
excluding soldiers, at least if they were serving voluntarily, as they
usually were if they were over 25. But our other surveys did not cover
soldiers living on bases. We therefore excluded soldiers from our target
population to achieve consistency. In addition, we felt that soldiers’
earnings could be misleading, since soldiers receive an unusually large
part of their compensation in kind rather than in cash.

Students. According to the Census, 2.4 percent of all men aged 25
to 64 were enrolled in school in March 1g70. Of these, g1.5 percent
reported 1969 earnings. Students who had worked during 1969 reported
an average of 43.6 weeks of employment.* Students often receive room,
board, tuition, or money from their parents, the college they attend,
or the government. In most cases this income is only available so long
as they remain students. From the student’s viewpoint, then, such in-
come is virtually equivalent to regular earnings. Our surveys did not
collect information on such income. As a result, they systematically un-
derestimate the economic status of students.t We eliminated full-time
students whenever we had the necessary information. When we could
not distinguish full-time from part-time students, we eliminated both.
In OCG we eliminated neither.

Missing Respondents. The Census Bureau claims to have located 98
percent of all males aged 25 to 64 living in the Unites States, and to
have obtained at least partial data from g7 percent. Our other surveys
did less well (see table 1.1). Olneck got data from only 45 percent of
the original Kalamazoo sample, and Talent got data from only about 28
percent of all brothers. Some surveys tried to compensate for missing
respondents by differential weighting of those who remained. Unfor-

® Not all these men were students throughout 1969, so it would be a mistake to
assume that students work as much while enrolled in school as these figures imply.

1 Another widely cited reason for eliminating students from analyses of this type is
that students’ current status underestimates their eventual status. This is true, but ir-
relevant. The coefficients from our equations estimate effects of specific traits averaged
over a specific forty-year age interval. These averages are depressed by all sorts of
individual decisions, from going to school to becoming a drunk (or a poet). While it
would be instructive to analyze a sample in which everyone was maximizing his cur-
rent occupational status or earnings, this is not feasible. But eliminating some non-
maximizers while retaining others yields estimates with no clear meaning.
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tunately, we can never be sure how well such weighting has worked.
One way to estimate the sensitivity of statistics to sample attrition is
to compare weighted to unweighted results. We did this for several
samples. Weighting did not affect regression coefficients in any consist-
ent way.

We also compared results from samples with high attrition rates to
results from samples with low attrition rates. Chapter 11 shows that the
1970 Census, which obtained data from g7 percent of its target popula-
tion, differs in several respects from the 1970 wave of the PSID, which
obtained data from only 62 percent of its target population. But chapter
10 shows similar differences between the 1962 OCG, in which 83 percent
of the target population is represented, and the 1964 PA, in which 84
percent is represented.” Read together, chapters 10 and 11 suggest that
there are systematic differences between CPS and SRC sampling frames
or survey methods. They do not suggest that differential response rates
have any predictable effect.

Men with Partial Data. Even when respondents agree to be inter-
viewed and return their questionnaires, they seldom provide complete
data. Item nonresponse of 15 percent is quite common in our data, and
in some cases it is even higher.

The Census Bureau usually assigns nonrespondents the value reported
by the last previous respondent who resembles the nonrespondent on
some presumptively relevant set of traits, such as sex, race, age, and
the like. If the Bureau used all the respondent’s known characteristics
to allocate missing values, and if nonrespondents were like respondents
with similar measured characteristics, this procedure would reproduce
the multivariate distributions for the population as a whole. But it is
seldom possible to find another sample member who resembles the non-
respondent in every respect. The Census Bureau does not even try to do
this. As a result, retaining men with allocated values usually depresses
correlations slightly (see chapter 11). We eliminated men with allo-
cated values whenever we could.

Some investigators (e.g., Duncan et al., 1972) compute every statistic
for all individuals reporting the necessary data and then assume that
these individuals are representative of the entire sample. If this as-
sumption is correct, one can treat all the observed means, standard
deviations, and correlations as if they applied to the full sample and can
use them to compute regression equations for the full sample. If the
assumption is incorrect, one can easily get results that do not apply to

* CPS may, however, have done better at weighting OCG to compensate for non-
response than SRC did with PA.

41



WHO GETS AHEAD?

any population. If, for example, poor people fail to report their occupa-
tions, while rich people fail to report their incomes, a “pairwise present”
correlation matrix involving education, occupation, and income will end
up using some data for the rich, some data for the poor, and some data
for both. The results are unpredictable.

Another strategy, which appears preferable in almost every respect to
the preceding one, is to use only individuals with complete data. These
individuals constitute our “complete data” samples. These samples typ-
ically exclude something like a third of the initial respondents. We
compared each univariate and bivariate statistic for the complete data
sample to the analogous statistic for everyone in the full sample with rele-
vant data to see if they differed to any appreciable degree.® The com-
plete data sample yields essentially the same regression results as the full
sample in almost every case. The Veterans sample was the main excep-
tion. There, highly educated men were often missing AFQT scores, and
the pairwise sample overestimated the effect of controlling AFQT on the
coefficient of education when predicting earnings.

Age. We restricted our analyses to men between the ages of 25 and
64. We had two reasons for doing this. First, we were interested in the
effects of personal characteristics on individuals’ “potential” status or
earnings if and when they worked for pay. To make such estimates,
we must make some assumption about the potential status and earnings
of those who chose not to work for pay during the period under investi-
gation. Other things being equal (which they seldom are), individuals
with high potential status or earnings are more likely to work for pay
than individuals with low potential status or earnings. Looking only at
individuals who chose to work will therefore lead us to underestimate
the impact of personal characteristics on economic success, because it
will eliminate a disproportionate number of individuals whose personal
characteristics have had unusually large negative effects on their poten-
tial status or earnings. The simplest way to minimize this bias is to look
at a group in which labor-force participation is nearly universal. Since
our 1970 Census sample indicated that g5 percent of males aged 25
to 64 had worked for pay during 1969, compared to 65 percent of males
aged 14 to 24, 31 percent of males aged 65 to g9, and 49 percent of
females aged 14 to 99, we decided to concentrate on males between
25 and 64.7

¢ Techniques are now available for estimating the degree of bias introduced by
nonparticipation (Heckman, 1974). These techniques require assumptions that are
hard to test, however, and in any event they were not available when we chose our
target population.
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Our second reason for concentrating on men between the ages of 25
and 64 was that such men are less likely than others to be trading status
or earnings for other objectives, such as leisure. We can see this most
clearly in the case of earnings. An individual’s standard of living de-
pends largely on his or her family’s total income, not on his or her
personal earnings. An individual whose family income depends largely
on his or her personal earnings is therefore under more pressure to
maximize such earnings than an individual whose family’s income comes
largely from other sources. Since women’s earnings are lower and less
variable than men’s, variation in wives™ earnings explains only g percent
of the variation in 25- to 64-year-old couples’ total family income. Var-
iation in husbands’ earnings explains more than 84 percent of the
variation in such couples’ total family income (see Table Ag.1). We
have not calculated analogous statistics for men of other ages, but a
priori reasoning certainly suggests that the link between individual earn-
ings and family income is closer for men 25 to 64 than for younger or
older men. Young men often live with their parents, which means that
their standard of living depends to a significant extent on their parents’
income, not their own. Men over 65 often receive substantial pensions
and Social Security benefits, which again weakens the link between
their earnings and their standard of living. Of course even men between
25 and 64 usually have other goals in addition to maximizing their
earnings. This means that when we estimate the effect of a personal
characteristic like education on all 25- to 64-year-old men’s earnings, we
inevitably underestimate its effect on those 25- to 64-year-olds who are
most concerned with maximizing their earnings. We decided to concen-
trate on men between 25 and 64 simply because we assumed that this
problem would be less serious for them than for other groups.

Five of our samples cover only part of our target population of 25 to 64
year olds. Our two Talent samples cover men who were almost all 28
or 29. Our Veterans sample covers men between 30 and 34. The NLS
sample covers men between 45 and 59. The Kalamazoo sample covers men
between 35 and 59. We cannot assess all the consequences of such age
restrictions, since we do not have samples of 25- to 64-year-olds with all
the information that these restricted samples provide. (If we did, we
would not use the restricted samples.) We can, however, show how
age alters the economic benefits of race, region of birth, and education,
since the Census Bureau collects information on these three traits from
men of all ages.

Table 2.1 breaks down Census occupational statistics by age for men
who were not in school, in the military, or in institutions in 1970. Since
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TABLE 2.1
Relation of Occupational Status to Race and Education, by Age®

Bivariate Regression Coefficients

Occupational
Status Race Education

Age N Mean SD B beta B beta
14-19 917 22.06 14.59 4.5 .096 1.96 254
20-24 2,947 33.00 21.23 10.2 .143 4.39 480
25-29 3,748 40.77 24.17 13.2 161 5.34 636
30-34 3,375 42.12 24.75 12.9 .147 4.83 .630
35-39 3,361 43.49 25.19 16.0 177 4.62 .647
4044 3,602 42.27 24.66 17.1 .186 4.32 .629
45-49 3,633 41.05 24.64 18.8 .205 4.32 614
50-54 3,201 39.76 23.97 16.5 181 4.09 591
55-59 2,749 37.48 23.72 16.4 172 4.08 624
60-64 2,028 37.22 24.46 16.6 .178 4.11 625
65-69 1,005 35.79 24.41 18.1 .210 3.75 619
70-74 417 34.80 25.42 16.2 .162 3.56 .579
75+ 208 38.78 26.72 17.5 .165 3.30 541
27-29 & Education > 11

1,799 45.85 24.23 11.6 129 6.57 618

21970 Census 1/1000 sample of men not in school, institutions, or the military in 1970,
reporting positive 1969 earnings and reporting all other relevant data.

men keep entering the labor force in large numbers up to the age of 25,
these cross-sectional data do not describe the life cycles of individuals
over time. Table 2.1 implies, for example, that mean occupational status
rises by 11 points between the ages of 14 to 19 and 20 to 24. But retro-
spective Census data on 20- to 24-year-old men who report having had
an occupation in 1965 show that their mean status increased only 6
points during this five-year interval. Similarly, the mean status of 25-
to 29-year-olds was 8 points higher than that of 20- to 24-year-olds, but
25- to 29-year-olds who worked in 1965 only gained 4 points between
1965 and 1970. The “unexplained” gains were due to the fact that young
men who entered the labor force between 1965 and 1970 entered higher-
status occupations than men who were already working. This follows
from the fact that a year of schooling raises occupational status more
than a year of labor-force experience. This problem becomes negligible
once men pass about 25.

One could tell a long story about table 2.1, but our only concern here
is with how restricting samples to men aged 25 to 64, or to a subset of
such men, is likely to affect conclusions about the determinants of occu-
pational status. The most obvious effects are as follows:
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1. Most workers under 25 are in low-status jobs, regardless of their
race or education. Eliminating such men increases the apparent impor-
tance of race and education in determining status. OCG data on 20- to
24-year-olds suggest that this generalization also holds for other aspects
of demographic background. The Veterans and Talent surveys suggest
that it also holds for cognitive skills.

2. The variance of education is smaller for men 25 to 34 than for
older men, but most of the variance for 25- to 34-year-olds is at the
postsecondary level, where it has a large effect on occupational status.
Among older men, most of the variance is at the elementary and sec-
ondary level, where it has relatively little effect on occupational status.
The net result is to make the unstandardized coefficient of education (3)
higher for 25- to 34-year-olds than for older men, but to leave the
standardized coefficient (g8) about the same.

3. The difference between 25- to 34-year-olds and their elders is a
cohort difference, not a matter of age per se. Retrospective Census data
indicate that for men over 25 in 1965, the effect of education on occu-
pational status was virtually the same in 1970 as in 1965. This means
that the effects of education on status do not change appreciably with
age. The differences between 25- to 34-year-olds and their elders are
attributable to changes in the distribution of education and in the
occupational structure the 25- to 34-year-old cohort confronted when
it entered the labor market.

4. Both the standardized and unstandardized effects of race on status
are larger for the cohorts born before 1936 and hence over 35 in 197o.
The effects of race have traditionally increased with age up to
about 30, because whites advanced more than blacks did as they got
older. In addition, affirmative action has been more beneficial to younger
cohorts of blacks than to their elders. One cannot separate these age
and cohort effects with data such as that in table 2.1.1°

Table 2.2 shows the mean and standard deviation of In earnings, along
with its regression on race, education, and experience for men of various
ages. Mean earnings rise up to about the age of 42 and then decline.
This is partly because older men have less schooling. With schooling con-
trolled, the coeflicient of experience does not become significantly nega-
tive until men pass 55.

The standard deviation of In earnings declines until about the age of
30, partly because young men often work only part of the year and
therefore have very low annual earnings. The standard deviation in-
creases again after 30. The very large standard deviations for men over
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TABLE 2.2
Relation of Ln Earnings to Race, Education, and Experience, by Age?

Coefficient of Education

Coefficient e Experience Coefficient of
Ln Earnings of Race? Controlled® Controlled® Experience?

Age Mean SD B beta B beta B beta B beta

14-19  7.304 1.085 .248 .071 .044 076 .252 439 375 299
20-24  8.316 .831 424 152 -.003 -.007 .098 273  .128  .322
25-29  8.807 648 345 157 .040 .177 .072 .320 .035 .162
30-34  8.999 616 .359 .165 .061 .322 .075 .394 .015 .080
35-39  9.070 669 .501 .209 .075 397 .077 405 .002 .009
4044  9.094 693 594 230 .078 404 .077 399 -.001 -.00S
4549  9.068 712 620 .234  .080 394 076 375 -.004 -.021
50-54  9.005 754 474 181 .089 408 .089 410 .001  .003
55-59  8.943 762 552 .181 .085 403 .067 .321 -.020 -.092
60-64  8.786 873 408 .122 .084  .357 .048 .203 -.043 -.173
65-69  8.148 1.194 488 .116 .090 .304 -.002 -.007 -.116 -.353
70-74  7.778 1.326  .539 .103 .083 .257 .043 .133 -.052 -.141

27-29 and Education > 11

Annual 8.923 .608 .213 .094 .027 .099 .050 .187 .023  .093
Hourly® 5.157 .632  .174 074  .031 .113 043 .155 .012 .04S

al/lOOO Census sample of men not in schools, institutions, or the military in 1970,
reporting positive 1969 earnings and reporting all other relevant data.
No controls.
CRace, region of birth, and race X region also controlled.
Race, region of birth, race X region, and education controlled.
€Estimated hourly earnings. Estimate derived by dividing total 1969 earnings by weeks
worked in 1969 to get 1969 weekly earnings, and then dividing by hours worked in last
week of March 1970 to get mean hourly earnings in 1969. This introduces an unknown but
probably substantial amount of error.

60 are again partly due to increased variation in weeks worked. But
average weekly earnings also vary more for men under 25 and over 6o
than for men aged 25 to 6o.

The effects of race are larger for older men, though the increase is
not perfectly monotonic. Restricting samples to 25- to 64-year-olds there-
fore increases the estimated effect of race, regardless of whether one uses
standardized or unstandardized coefficients.

The effects of education also appear to vary with age. The apparent
direction of the change depends on whether, within a given age group,
one controls age itself or experience. Columns 6 and 7 show the coeffi-
cients of education with age controlled. These coefficients are larger for
older men, implying that an extra year of school is worth more to
older men. Columns 8 and g show the education coefficients with ex-
perience, rather than age, controlled. These coefficients decline as men
get older, implying that the value of schooling declines as men get older.
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The most plausible explanation of this apparent contradiction is that the
effects of education are actually quite stable over the life cycle. Ac-
cording to this hypothesis, the changes in table 2.2 derive from the fact
that it controls either age or experience when it should control both.

For illustrative purposes, consider the way in which table 2.2 esti-
mates the value of the last year of high school. Ignoring nonlinearities
and interactions, the equation for 14- to 19-year-olds implies that a 19-
year-old with twelve years of school earns 4.4 percent more than a 1g9-
year-old with eleven years of school. But a 1g9-year-old with eleven years
of school is likely to have two years of labor-force experience, whereas
a 19-year-old high school graduate is only likely to have one year of
experience. Since the first few years of experience are worth a lot more
than later ones, the earnings differential at 19 will underestimate the
likely differential when the two men have, say, twenty-one and twenty-
two years of experience respectively. This explains the apparent increase
in returns to schooling as men get older. Mincer (1974) argues that the
right way to solve this problem is to control experience instead of age.
When we do this, we are in effect estimating the value of twelfth grade
by comparing the earnings of 1g-year-old high school graduates with
those of 18-year-olds who finished eleven years of school. Again ignoring
nonlinearities and interactions, our equations imply that the earnings
differential between these two groups averages €272 —1 =29 percent.
They also imply that this differential declines to only 7 percent by the
time these men are 28 and 29 respectively. The most reasonable expla-
nation is that a large part of the difference between the 18- and 19-
year-olds was due to age, not education, and that the effects of age
diminish after men pass about 2.

We see the same problem in reverse when we look at men over 55.
If we control only age, returns to education look quite stable from s5
to 75. If we control experience, returns fall precipitously. When we
control experience, however, we are comparing 64-year-olds with eleven
years of school to 65-year-olds with twelve years of school. Because
physical aging reduces both weeks worked and weekly earnings after
the age of 55, such a comparison implies lower returns to schooling than
would a comparison of men who were the same age.

The inference we draw from these data is that age per se has impor-
tant effects on earnings up to about 25 and after 55. Experience, how-
ever, also has important effects on earnings. An ideal specification would
therefore control both age and experience.’® One can only do this,
however, if one has some good basis for distinguishing the two, which
we do not. We therefore decided to focus our analyses on a relatively
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homogeneous age group, where we thought physical aging would have
minimal effects. We chose 25- to 64-year-olds to maintain comparability
with earlier work and with published Census data. The data in table
2.2 suggest that 30- to 55-year-olds might have been a better choice,
but the differences are not great.

Within the 25- to 64-year-old group, the coefficient of education is
more stable with experience controlled than with age controlled. This
does not necessarily mean that experience has more effect on 25- to
B4-year-olds’ earnings than age does. But if we want to estimate the
effect of education on lifetime earnings and we have only data on rela-
tively young men, as we often do, table 2.2 suggests that we may do
somewhat better with equations that control experience than with equa-
tions that control age. This generalization does not hold, however, for
men under 25 or over 55. Table 2.2 suggests that neither specification
is adequate for these men.

Finally, it is worth noting that since each extra year of education
means a year less experience, the net benefit of education at a given
age is equal to the coefficient of education minus the coefficient of
experience. But extra education is associated with higher labor-force
participation, longer life, and slightly later retirement, so highly edu-
cated men end up working as many years as poorly educated men. Thus
if one is concerned with lifetime earnings differentials, equations that
control experience are likely to yield better estimates than equations
that control age.!?

Education Restrictions. The Kalamazoo sample includes only indi-
viduals who reached sixth grade. This restriction does not seem serious,
since almost all Kalamazoo children got at least six years of schooling
after World War I. The Veterans sample systematically undersamples
both highly educated and poorly educated men, as well as men who
scored below the tenth percentile on the AFQT. These restrictions
introduce all sorts of complex biases.’* The full Talent sample includes
only those who reached eleventh grade, and the Talent Brothers sample
includes only those who reached eleventh grade and had a brother
who reached twelfth grade (or vice versa). This restriction excludes
about 15 percent of the cohort.

Since the Talent data play a crucial role in our analyses of cognitive
skills and personality traits, we were quite concerned about the likely
effect of this restriction. Tables 2.1 and 2.2 provide some summary data
on the determinants of economic success among Census respondents
aged 27 to 29 with at least eleven years of school. Looking first at the
results for occupational status in table 2.1, we see that eliminating men
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with less than eleven years of school lowers the standardized coefficient
of education but raises the unstandardized coefficient. This is what we
would expect, given the underlying nonlinearity of the association. The
effects of race also fall slightly. Turning to table 2.2, we see that elim-
inating men with less than eleven years of school substantially reduces
the estimated effects of both race and education on In earnings. This
is partly because returns to postsecondary education are usually lower
than returns to secondary education for young men. Table 2.2 also shows
coefficients when the dependent variable is hourly, rather than annual,
earnings. The Census results suggest that race, education, and experi-
ence generally have less effect on hourly earnings than on annual earn-
ings.*® This is relevant because our Talent analyses predict hourly rather
than annual earnings.!*

Conclusions about Sample Restrictions. Our data suggest that it
makes little difference whether we include or exclude individuals in
institutions, in the military, or in school when studying 25- to 64-year-old
males. Nor does nonresponse at the individual or item level appear to
affect our regression results. Samples selected on the basis of education,
test scores, or family background will usually yield different results than
more representative samples, but we can predict the direction of these
differences with some confidence on a priori grounds. Samples selected
on the basis of age will also yield different results than samples without
age restrictions. We cannot predict the character of these differences
with confidence using a priori reasoning. We can predict some of them
using existing data, but in other cases no relevant data exist. General-
izing from a narrow age range to a broader one is therefore quite risky.

* The Census asked about annual earnings in 1969. To estimate hours worked in
1969, we multiplied grouped data on weeks worked by the number of hours the re-
spondent was said to have worked in the last week of March 1970. This introduces
an unknown amount of random error. These errors should inflate the observed vari-
ance, lower R?, and lower the standardized coefficients. They should not affect un-
standardized coefficients. But there may also be some nonrandom errors. The estima-
tion procedure probably overestimates the 1969 hours of highly educated men who
left school during 1969. The unstandardized coefficient of education when predicting
In hourly earnings may therefore be too low, while the unstandardized coefficient of
experience may be too high.
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CHAPTER 3

The Effects of Famaly
Background

This chapter assesses the effect of “family background” on men’s ex-
pected economic success. We define the effects of family background
as including all the potentially predictable consequences of having one
set of parents rather than another. To see what this means, imagine
two parents with an infinite number of sons. If their sons earned an
average of $16,000 while the average man earned $12,000, we would say
that having these particular parents was worth an average of $4,000.
This advantage would, of course, reflect not only the effects of the
parents themselves, but the effects of the neighborhood in which the
parents raised their sons, the schools to which they sent their sons, the
economic opportunities available to men in the parents’ community (to
which the sons would have an “irrational” attachment), the genes the
parents passed on to their sons, and many other “nonparental” influences.
Still, we could plausibly say that the overall effect, direct and indirect,
of being born to this pair of parents was to raise a man’s expected
earnings by $4,000.

This definition poses two major problems. The first is theoretical. It
is not clear what specific factors account for the influence of what we
label “family background.” It subsumes some but not all of the effects of
an individual’s genes, since brothers share about half the genes that ordi-

Mary Corcoran and Christopher Jencks wrote this chapter. Zvi Griliches and Paul
Taubman made helpful criticisms of an earlier draft.
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narily vary from one individual to another. It also includes some but not
all of the effects of environmental influences, since parents, teachers, and
neighbors treat brothers more alike than random individuals.

These theoretical difficulties are not, however, unique to our defini-
tion of family background. They are equally applicable to concepts like
“father’s occupation,” “socioeconomic status,” and “class origins,” all of
which affect life chances because they are proxies for many other un-
measured traits.

The second problem is practical. Families are not infinitely large.
Indeed, we usually sample only two sons from a given family. As a
result, we cannot determine the mean status or earnings of all conceiv-
able brothers raised in a given family. All we know is the mean for some
specific pair of brothers raised in the family. Fortunately, sampling the-
ory tells us how much these pair means are likely to deviate from the
hypothetical family mean if the family had an infinite number of sons.
If we subtract the variance of pair means due to sampling error from
the total variance of the pair means, we can estimate the likely variance
of family means if each family had an infinite number of sons. Compar-
ing this estimate to the total variance of individual success gives us the
percentage of the total variance attributable to what we call family
background. This percentage is equal to the correlation between pairs of
brothers.*

This chapter is divided into three parts. First, we estimate the likely
degree of economic resemblance between brothers aged 25 to 64 who
have been raised in “representative” American homes. Then we try to
identify the characteristics that make brothers alike. Finally, we look at
the extent to which background affects economic success by affecting
cognitive skills, personality traits, occupational aspirations, and educa-
tional attainment.

* If we had an infinite number of pairs and arranged them randomly, the product-
moment correlation would estimate the variance ratio. In finite samples we can achieve
the same result by entering all pairs twice, with the order reversed. Product-moment
correlations for such samples are equal to intraclass correlations. For a more detailed
exFlanation, see Snedecor and Cochran (1967). Brittain (1977) also discusses the
relationship between variances and correlations, but we are unable to follow his
argument.
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1. ECONOMIC RESEMBLANCE BETWEEN BROTHERS

Data Quality. Four of the five brothers surveys discussed in this
chapter started with a list of known siblings and traced each individual.
Many members of the target population were not found. Since a re-
spondent’s estimate of his brother’s occupational status or earnings is
not very accurate,® one can only use pairs in which both members
were located. The proportion of pairs with usable data is thus even
smaller than the proportion of individuals. Because of high attrition,
these four samples underrepresent poor respondents. The five samples
we will examine are as follows:

1. Olneck’s Kalamazoo Brothers sample. This sample began with 2,782 brothers
from 1,224 families, all of whom had attended sixth grade in the Kalama-
zoo schools between 1928 and 1950. Out of 1,408 “independent” pairs of
brothers, Olneck obtained complete data on 346 independent pairs. This
means that 25 percent of all potential pairs were both interviewed.

2. The Talent Brothers sample. This sample includes 198 brothers from gg
families who were enrolled in grades 11 and 12 of Project Talent high
schools in 1960 and who returned complete follow-up data in 1971-72. We
do not know the exact number of potentially eligible pairs, but judging by
results for twins, we believe that about 20 percent of all eligible pairs re-
turned follow-up data. Of these, about a quarter provided incomplete data.
We therefore assume that our final sample includes about 15 percent of all
potentially eligible pairs.

3. John Brittain’s “Cleveland” sample. This sample includes 151 individuals
from 66 families in which one of the parents died in the Cleveland area in
1964-65. Brittain does not report the response rate for pairs. The response
rate for individuals was 60 percent, implying a response rate of at least 36
percent for pairs.

4. Paul Taubman’s Twin sample. This sample includes 1,926 pairs of MZ and
DZ twins born between 1917 and 1927. The sample includes only pairs
who both served in the armed forces, ie., about 30 percent of all pairs
born in the relevant years. Taubman obtained usable data from about a
sixth of all living pairs with military records, i.e., about 5 percent of all

® Of the 279 NORC respondents aged 25 to 64 who reported having a 25- to 64-
year-old brother, 93 percent estimated his educational attainment, but only 77 percent
could describe his occupation, and only 67 percent were willing to estimate his earn-
ings. NORC was able to verify about two-thirds of these estimates by telephone or
mail. The correlation between’the initial respondent’s estimate and his brother’s re-
port was 0.86 for education, 0.77 for occupational status, and 0.65 for earnings.
Olneck (1976a) reports similar results for the Kalamazoo sample. The education cor-
relation implies that respondents’ reports on their brothers are almost as reliable as
self-reports. The occupation and earnings correlations imply that a respondent’s esti-
mate of his brother’s economic position is far less reliable than a self-report (compare
table A2.13).
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pairs born in the relevant years. Unfortunately, Taubman’s occupational
data are very peculiar, so we analyze only his earnings data.l

5. The NORC Brothers sample was created using a different method from the
other four samples. NORC screened its fall, 1973, Amalgam survey for
25- to 64-year-old men who reported having a 25- to 64-year-old brother.
NORC asked these men about their brother’s education, occupation, and
earnings. (If men had more than one brother, NORC asked about the
oldest.) NORC also asked respondents for their brother’s address and tele-
phone number. Some respondents were unwilling or unable to provide
NORC with enough data to locate their brother. Others had brothers who
refused to be interviewed. But 63 percent of all brothers were located and
interviewed. After eliminating another g percent of the original respondents
because they or their brother had incomplete data, we had complete data
on 54 percent of all potentially eligible pairs. In terms of both target popu-
lation and response rate, then, the NORC sample is likely to be more repre-
sentative of economically active 25- to 64-year-olds, than the other four
samples. But the NORC sample includes only 300 individuals from 150
families.2

One possible source of bias in all these sibling studies deserves com-
ment. Every survey but Talent relies at least in part on one brother to
help trace the other. One might plausibly expect brothers to stay in
closer touch with one another if they were economically similar than if
their fortunes had diverged. If this happens, our surveys will overesti-
mate the degree of resemblance between brothers in general. The NORC
Brothers Survey suggests that this problem is not serious with respect
to occupational status, but it may be of some importance for earnings.®

Table 3.1 compares our five sibling samples to one another and to the
1973 OCG-II survey of 25- to 64-year-old men. We present the OCG-II
baseline data in two forms. Column 1 uses the full list of OCG-II back-
ground measures and the most precise available coding of income.
Column 2 excludes background measures not available in the NORC
Survey and groups income in much the same way that the NORC and
Kalamazoo surveys group earnings. We will begin by discussing the
results for occupational status and then turn to income.

Occupational Resemblance. NORC and OCG-II respondents have

* The NORC Survey asked the initial respondent about his brother’s education, oc-
cupation, and earnings. The correlation between initial respondents’ occupations and
their estimate of their brother’s occupation was 0.35 for respondents in our final
sample of brothers. It was 0.34 for respondents who did not end up in the final sam-
ple, either because NORC could not trace the brother or because of incomplete data.
For earnings, the correlations were 0.21 for men in the final sample vs. 0.06 for men
not in the final sample. While this difference is not statistically significant, it is not
trivial. It may mean that brothers who ended up in the final NORC sample are more
alike with respect to earnings than brothers who had lost touch with one another.
Alternatively, respondents who have lost touch with their brother may simply make
larger random errors in estimating his earnings. Many did not even try.
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TABLE 3.1
Resemblance Between Brothers on Occupational Status and Earnings

NORC Talent Kalamazoo Taubman Taubman Britt
0OCG-11 Brothers Brothers Brothers DZ Twins MZ Twins Brott
1973 1973-74 1971-72 1973-74 1974 1974 1965
il;evey year 25-64 25-64 28-29 35-59 47-57 47-57 42+
N 15,817 300 198 692 1,814 2,038 1
nd
B et L3455 L34 L34 L34 (1,23 (1),3,4,6,7, 1,3,
6,7,8, 58,9, 5,8,9, 9,10 ,5,6, 8,9,12 9,11
9,10, 11 10 10 (7),(8),9,
10
Duncan score
Mean 40.10 40.10 40.10 49.60 49.91 49.8/ 504/
SD 25.40 25.40 24.90 25.64 23.16 2111 2171
R? with background
measures 226 .208 .189 141 125 .09m .09m .2
Sibling r - - 371 321 .309 207 437 4
(SE) (.08) (.10) (.05) (.03) (.03) ¢
Ln earnings .
Mean 9.17b 9.18¢ 9.19¢ 1.489 9.63¢ 9.64 9.67 9.
SD .774b 6841 .870¢ 4069 446¢ .57 .53 4
R? with background
measures .089° 0921 .045¢ .0294 .080°¢ A1m 11m .1
Sibling - - 129 .207 .220 .30 .54 .
(SE) - - (.08) .10) (.05) (.03) (.03) G
syl 231 .207 1220 .069 126 .189 .176 B
SY(siby¥ - - 312 .185 .209 312 .389 ‘

Note: OCG-II, NORC, Talent, and Kalamazoo samples are restricted to men with complete data.

4] = white, 2 = father born in U.S., 3 = father’s education, 4 = father’s occupation (Duncan scale), 5 = father white collar, 6 = motl
education, 7 = son’s region of birth or upbringing, 8 = son raised on a farm, 9 = number of siblings, 10 = father absent when son 15 or
11 = parental income or wealth, 12 = religion. Variables in parentheses have no variance due to sample restrictions.

bCovers total income, not earnings.

CInitial respondent’s earnings reported in 12 categories. Brother’s earnings in 9 categories. Men without earnings were grouped
men earning “under $1,000.”” To eliminate nonearners we dropped men with no current occupation. This may retain a few men wit|
eany'ngs during the previous year, inflating the variance.

Covers hourly, not annual, earnings.

€Grouped into 15 categories (see Final Report, Appendix I).

SAll data from Taubman (1976a). See note 1, p. 362, for limitations.

&0ccupations grouped into seven categories, scaled 1 to 7.

'Family income, not earnings. In the NLS sample of men 45 to 59, In family income had a 1966 mean of 8.96 and an SD of 0

ICovers total income (not earnings) grouped using 1961 OCG categories (see chapter 10), inflated to 1972 equivalents.

’sY~ = SD of predicted values from regression of Ln earnings on variables listed in row 4.

kSA oy =(r )1/25.
Y(sib) sib Y
IBritain (1977) reports that the median age of his sample was 42, that the SD was ‘““less than 10 years,” and that 97 percent of

sample was between the ages of 25 and 64.
R? from pooled MZ and DZ twin samples.
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about the same mean status, since excluding men without brothers
reduces the NORC mean, while excluding men with untraceable broth-
ers increases it. The other four sibling surveys have higher means than
OCG-II or other representative samples because they undersampled poor
respondents. Setting aside Taubman’s twins, the variances are quite
similar.

Although each survey measured different demographic background
characteristics, the overlap among these characteristics is quite high. As
a result, R? is not very sensitive to the inclusion or omission of any
specific background characteristicc. When we restrict the list of back-
ground characteristics in OCG-II to those available in the NORC survey
(see column 2), R? is 0.208 in OCG-II vs. 0.189 for NORC Brothers.
As we shall see, this discrepancy is probably due to the fact that men
with brothers come from less varied backgrounds than men in general.
Apparently neither random sampling error nor sample bias has appre-
ciably distorted the NORC regression results for occupational status.
R? in Kalamazoo is lower than in OCG-II, primarily because father’s
occupational status has a very modest effect in Kalamazoo. This difference
is too large to attribute solely to sampling error. R? in Talent is also
lower than in OCG-II, probably because all the Talent respondents had
at least reached eleventh grade. R? in Brittain’s sample is much higher
than in OCG-II, presumably because of random sampling error.?

Other things being equal, sibling correlations should be higher in
samples where demographic background explains a large percentage of
variance. The correlations between brothers’ occupational statuses fol-
low this pattern. The sibling correlations exceed the R* obtained by
regressing occupational status on measured background by 0.18 in the
Talent, Kalamazoo, and NORC surveys and by o.12 in the Brittain
Survey.

Judging both by the character of the target population and the explan-
atory power of demographic background, the NORC sample appears
likely to give us a relatively unbiased estimate of the correlation be-
tween the Duncan scores of all brothers aged 25 to 64. In what follows
we treat the NORC correlation (0.37) as the best available estimate
of the correlation between 25- to 64-year-old brothers’ occupational
statuses.

Earnings Resemblance. What we call “earnings” is not really com-
parable from sample to sample, since each sample uses a different
measure (see table 3.1). When we compared the earnings distribution
for the NORC Brothers to the Census and PSID distributions, we found
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that there were too many NORC Brothers with earnings under $1,000.*
When we compared the distributions for the other four samples of
brothers to analogous Census and PSID distributions these four brothers
included too many high earners and too few in the lower brackets. As
a result, the standard deviation of In earnings is inflated in the NORC
Brothers sample and restricted in the other four brothers samples.

Table 3.1 shows that demographic background explains very different
percentages of the total variance in different samples. This is not be-
cause one sample measures hourly earnings, another measures annual
earnings, another measures annual personal income, and still another
measures annual family income.t It may, however, be partly because
some samples group the income data while others do not. Experiments
with OCG-II, the Census, and PSID indicate that grouping income or
earnings, as NORC and Kalamazoo did, typically raises R? by a fifth to
a third, though grouping does not change the absolute amount of var-
iance explained. Sampling only older respondents, as Brittain, Taub-
man, and Kalamazoo did, increases both R2 and the absolute amount
of variance explained. Restricting the list of independent variables low-
ers R% Finally, NORC’s oversampling of low earners is likely to lower
R2.1 All these sample differences are likely to affect correlations between
brothers in much the same way they affect R2.

The explanatory power of demographic background in our samples
is inversely related to the amount of variance to be explained. This
suggests that the absolute effects of demographic variation may be rela-
tively similar in different samples, even though the total variance of in-
come differs. The standard deviations of predicted annual earnings (s%)
range from 0.13 in the Kalamazoo sample, where there is the least varia-
tion in demographic background, to 0.23 in the OCG-II sample, where

* NORC did not distinguish men without earnings from men earning $1-999 or
men who lost money as a result of self-employment. We assigned all these men $500.
Since the earnings question covered the year in which NORC ascertained the re-
spondent’s occupation, we tried to eliminate men without earnings by restricting the
sample to men who reported a current occupation. But 97.8 percent of all NORC’s
25-64 year old respomﬁznts reported a current occupation, whereas only 94.5 percent
of all Census respondents reported 1969 earnings. We infer that some of those clas-
sified as earning less than $1,000 may have reported an occupation from which they
currently received no money. Alternative explanations are (a) random sampling error
and (b) NORC’s use of a block quota sample, which overrespresents those who
happen to be at home and hence, perhaps those not in the labor force.

t Neither chapters 2, 9, and 11 nor tables A2.2-A2.12 in the Appendix show con-
sistent differences in correlations as one moves from hourly earnings to annual earn-
ings to personal income to family income. Furthermore, the correlation between
brothers’ family incomes is —0.02 in the NORC Brothers sample and 0.218 in the
Kalamazoo Brothers sample.

1 Eliminating NORC respondents who earned less than $1,000 raised the correla-
tion between brothers to 0.17.
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both variation in background and the number of background measures
are largest. Unlike the discrepancies in R?2, these discrepancies in sy
make intuitive sense. The much lower standard deviation of predicted
hourly earnings in the youthful Talent sample also makes sense. The
same pattern holds when we look at brothers. The standard deviations
of the predicted family means, assuming that each family had an infinite
number of sons (s, are 0.21 in Kalamazoo, 0.31 in the NORC sample,
0.31 for Taubman’s DZ twins, and 0.32 in Brittain’s “Cleveland” sample.
The low standard deviation for the Kalamazoo sample is what we would
expect if Kalamazoo families were more alike than American families
generally.

If the line of reasoning suggested above is correct, the standard devia-
tion of predicted family means for In earnings should also be about 0.31
in a large representative sample of 25- to 64-year-old brothers. The
standard deviation for individuals in such a sample is about 0.75 using
ungrouped data (see the Census and PSID results in table A2.1). The
implied correlation between brothers is thus about (0.31/0.75)% = 0.17.
Grouping should raise the correlation slightly. Undersampling low earn-
ers should raise it substantially.

We do not have great faith in this estimate. We could, after all, have
made a good theoretical case for expecting the within-family variance
to remain constant across samples, while the between-family variance
differed. Correlations between brothers would then have been higher
in samples with large variances. The inverse relationship of correlations
to variances in our samples may just be an accident. In what follows we
will treat 0.17 as the best available point estimate of the correlation
between 25- to 64-year-old brothers, but we will assume that the value
could fall anywhere between o0.12 and 0.28. We regard 0.12 as a plausible
minimum because demographic background alone explains almost 12
percent of the variance in recent representative samples. We regard
0.28 as a plausible maximum because it is almost as large as the value
Taubman obtained for DZ twins, and the correlation between ordinary
brothers should be somewhat lower than that between DZ twins.

If these estimates were correct, if brothers were representative of all
men, if our measures of economic success were accurate, and if brothers
did not influence one another, we could conclude that family back-
ground explained about 37 percent of the variance in occupational
status and 12 to 28 percent of the variance in In earnings among 25- to
64-year-old men. But brothers are not typical of all men, and our data
are not entirely accurate, so further adjustments are necessary.

Brothers vs. Other Men. Family size is the only background charac-
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teristic likely to affect whether a respondent has a brother. This means
that restricting our samples to men with brothers is not likely to affect
the variance of unmeasured background characteristics that vary inde-
pendently of family size. Restricting our samples to men with brothers
is therefore likely to lower the explanatory power of family background
by the same amount that it lowers the explanatory power of demo-
graphic background. In OCG this reduction is from 24.2 to 20.4 percent
for occupational status and from 16.5 to 14.4 percent for In income.”
Thus if family background explains 37.1 percent of the variance in
25- to 64-year-old brothers” occupational statuses, it should explain about
371+ (24.2 —20.4) = 40.9 percent of the variance for all men aged 25
to 64. Likewise, family background should explain 14 to 30 percent
of the variance in In earnings for all men aged 25 to 64 who work.

Reliability Corrections. Self-reports of occupational status appear to
have reliabilities of about 0.86. The value for In earnings appears to be
between 0.86 and 0.93. This implies that if we eliminated random error,
and if brothers did not influence each other, family background would
explain 0.409/0.86 = 48 percent of the variance in occupational status
and between 0.14/0.93 = 15 and 0.30/0.86 = 35 percent of the variance
in In earnings.

2. SOURCES OF RESEMBLANCE BETWEEN BROTHERS

The most obvious source of resemblance between brothers is the fact
that they come from the same demographic background. As we shall
see, however, this is not the whole story. In addition, brothers share
somewhat more than half the genes that ordinarily vary from one in-
dividual to another. This appears to be important. But unmeasured as-
pects of their home environment may also make brothers alike. Finally,
brothers may influence one another. We will consider these explanations
in turn.

Demographic Influences. We investigated the influence of thirteen
demographic characteristics on men’s occupational status and earnings.
These traits were:

* The explanatory power of some aspects of demographic background fell between
the time of the OCG and OCG-II surveys, but this was not true for family size.
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Race (white/nonwhite)

Father’s birthplace (U.S./other)

Father’s education (highest grade completed)

Father’s occupation (Duncan score)

Father white collar (yes/no)

Mother’s education (highest grade completed)

Son’s region of birth (South/other)

Son raised on a farm (yes/no)

Number of siblings

Father absent when son was fifteen or sixteen (yes/no)

Parental income (1967 dollars)

Religion (Catholic/ Jewish/Protestant)

Ethnicity (Irish/Italian/Polish/ French/German/Slavic/ Spanish/ British/
Jewish/Black/Other)
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No one survey provides data on all thirteen of these traits. Tables Agz.1
and A3.2 in the Appendix present the standardized equations we ob-
tained when we regressed occupational status and earnings on the traits
that were available in our eight largest samples.* These tables support
the following conclusions:

1. A comparison of OCG to OCG-II indicates that the effects of
demographic background on both occupational status and In income
declined between 1961-62 and 1972—73. This also holds for the un-
standardized equations.? The same trend emerges when we compare
the 1964-65 SRC sample (PA) to the 1971 SRC sample (PSID), though
this trend is somewhat obscured by the fact that the 1971 equation in-
cludes more background measures than the 1964-65 equation.

2. Demographic background explained less of the variance in occupa-
tional status and more of the variance in In earnings in the Survey
Research Center samples (PA and PSID) than in the Census Bureau
samples surveyed at about the same time (OCG and OCG-II). The
depressed R? for occupational status in the SRC surveys presumably
reflects the fact that SRC grouped occupations into broader categories
than the Census Bureau did. The inflated SRC R? for earnings prob-
ably relates to the fact that SRC has fewer low earners, though SRC may
also get higher quality data from its respondents.

3. Demographic background explains more of the variance in occupa-
tional status than in earnings or income for every sample except the PA.
If we were to construct a single index of demographic advantages, its
correlation with occupational status would be between 0.4 and 0.5 in our
large national samples of 25- to 64-year-old men, whereas its correlation
with In earnings or In income would be between 0.3 and o.4 in these
same samples.
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4. Being white, having a father or mother with a lot of schooling,
having a father with a high-status occupation, having parents with high
incomes, and coming from a small family all enhance a son’s economic
prospects.

5. Being raised outside the South increases a man’s expected earnings
but not his occupational status. OCG shows that men born in the North
only earn more if they remain there. Southerners who move to the North
are no worse off than native northerners once we control for other
advantages.®

6. Growing up on a farm lowers a man’s expected status and earnings
even more than one would expect on the basis of the fact that most
men who grew up on farms had fathers with low Duncan scores. This
disadvantage arises largely because men who grew up on farms continue
to live in smaller than average communities, where mean status and
earnings are below the national average. It virtually disappears once we
control current community size in OCG.

7. Having a native-born father provides no occupational advantage
and is associated with slightly lower earnings. This disadvantage is re-
duced but does not quite disappear in OCG when we control for the
fact that men with native-born fathers are more likely to live in rural
areas and small towns.

8. Our principal surveys had no measures of parental ethnicity.* We
therefore consulted Andrew Greeley, who has collected a large number
of national surveys that asked about both religion and ethnicity during
the 1960s. Greeley assigned respondents to one of thirteen ethnic/reli-
gious groups: Blacks, Jews, French Catholics, German Catholics, German
Protestants, Irish Catholics, Irish Protestants, Italian Catholics, Polish
Catholics, Slavic Catholics, Hispanic Catholics, British Protestants, and
“American” Protestants. A simple white/nonwhite dichotomy accounted
for 5 percent of the variance in both occupational status and family
income in Greeley’s samples.t Ethnic/religious differences among whites
explained another 3 percent of the variance in both occupational status

* PSID asked if the respondent was Catholic, Jewish, or Protestant. We did not
analyze this variable, but Greg Duncan found that after controlling most of our other
demographic measures, it raised R?* for In earnings by 0.017 for 25- to 54-year-old
PSID men. Most respondents probably belong to the same major religious group as
their parents, so this is probably a true “background” measure.

t Greeley’s surveys did not ask about individual earnings. Part of the ethnic varia-
tion in family income could be due to differences in savings rates and female labor-
force participation, rather than male earnings. Greeley also found appreciable variation
in status and income among Protestant denominations. But since the surveys all asked
about the respondent’s denomination rather than his parents’ denomination, and since
economically mobile Protestants often switch denominations, we cannot necessarily
impute these economic differences to differences in parental religion.
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and family income with nothing but race controlled. Ethnicity pre-
sumably correlates with father’s and mother’s education, father’s occupa-
tion, parental income, and region of birth. We therefore doubt that
ethnicity and religion would boost R? by more than o.02 if we con-
trolled our other demographic background measures.

9. The nonlinear effects of our background measures are sometimes
significant but seldom large enough to be substantively interesting.®
There is no evidence that men born at the very bottom of the distri-
bution are consistently worse off than a linear model implies. A few
multiplicative interactions are significant, but none is consistently sig-
nificant across samples or across different measures of economic success.
Indeed, none has a consistent sign in different samples. Positive inter-
actions do not outnumber negative interactions, so we cannot argue that
those with multiple handicaps are worse off than an additive model im-
plies.” The linear, additive model therefore seems satisfactory for our
purposes.

Explanatory Power of Demographic Background. OCG-II is our most
recent sample and has the most extensive list of background measures.
Its ten measures explain 22.6 percent of the variance in occupational
status and 8.9 percent of the variance in In income. We could not
investigate nonlinearities or interactions in OCG-II, but quadratic non-
linearities and multiplicative interactions only raised R? by o.003 for
occupational status and 0.001 for In income in OCG. The increases in
R? are similar in our other large samples, so we assume they would
be similar in OCG-II. Greeley’s data imply that measures of parental
ethnicity and religion would probably raise R? by about o.02 for both
occupational status and income. Eliminating errors in measuring occupa-
tional status should raise R* by another 0.04, while eliminating errors in
measuring In income should raise its R? by o.01 or o.02. If Bielby et al’s
(1977) estimates of the accuracy of OCG-II respondents’ reports on
their parents’ characteristics are correct, eliminating this source of error
would probably raise R? by about 0.03 for occupational status and o0.01
for In income. If one makes what we regard as more realistic assump-
tions about the accuracy of respondents” reports on their parents’ char-
acteristics, the increase in R2 could be as large as o.12 for occupational

¢ The squared terms in tables A3.1 and A3.2 are constructed so as to be orthogonal
to the analogous linear terms. This makes them virtually orthogonal to the other
linear terms as well. As a result, their contributions to R® closely approximate the
squares of their coefficients. We included an orthogonal quadratic term in these equa-
tions if it had been significant in a bivariate regression that controlled only the linear
term. Quadratic terms that were tested but insignificant at the bivariate level are de-
noted with “NS.” Terms not tested are denoted with a dash. For more details on non-
linear effects, see chapter 10.
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status and 0.06 for In income.® Taking all these adjustments together, we
obtain the following expected values for R?:

Occupation Ln Income

Race, father’s education

and occupation, intactness of
family, mother’s education,
family income, number of

siblings, region of birth 226 .089
Nonlinearities and

interactions .003 .001
Religion and ethnicity .02 .02
Total for measured background .25 11
Errors in measuring success .04 .01-.02
Errors in measuring background .03-.12 .01-.06
Estimated true R? .32-.41 .13-.19

Estimated true correlation
between brothers raised in
representative homes 48 .15-3§

These calculations imply that if brothers came from precisely the same
demographic backgrounds, our thirteen demographic measures would
explain 55 to 85 percent of the resemblance between their occupations
and earnings.” But brothers” demographic backgrounds are not precisely
the same. A family’s size, structure, place of residence, and economic
position all change over time. These changes occur when brothers are
different ages, and they could have different effects on each brother’s
life chances. If a family’s fortunes rise between the time one brother
finishes high school and the time the next one finishes, for example, the
younger brother may find it easier to attend college than the older one
did. If this happened, some of the variance explained by parental in-
come would be variation within families rather than between them.
Our demographic measures would then explain less than two-thirds of
the resemblance between brothers than the foregoing calculations imply.

To see if this was a problem, we examined the Kalamazoo survey in
more detail. Each Kalamazoo brother reported his father’s occupation
when he was 15. Since brothers were typically born about five years
apart, an appreciable number of fathers changed occupations during
the interval. These changes did not affect the sons’ life chances. If we
use brothers’ reports to estimate each father’s occupation before or after
the respondent was 15, we find that the father’s occupation when a son
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was older or younger than 15 predicts his life chances as well as the
father’s occupation when the son was 15.*

If changes in family characteristics while children are growing up do
not affect children’s life chances, we are probably underestimating the
effects of demographic background on life chances. Our Kalamazoo re-
sults imply, for example, that a son’s economic position depends on his
father’s average occupational status throughout the years when the son
is growing up, not on the father’s status at a single arbitrarily selected
point in time. If we calculated each father’s mean status from the time
his son was born until the son left home, this mean would probably
correlate no more than 0.go with the father’s status when his son was
15. Thus, if the father’s status when his son is 15 correlates 0.36 with his
son’s status, the correlation between the father’s mean status and his
son’s status might be as high as 0.36/0.90 = 0.40. This same logic may
apply to other family characteristics that change over time. Nonetheless,
conventional demographic measures are unlikely to account for the en-
tire resemblance between brothers. We must therefore ask why brothers
might end up more alike than random individuals from the same demo-
graphic background.

Genetic Resemblance between Brothers. A mother passes along half
her genes to each of her children, but she does not necessarily pass on
the same half to any two children. The same holds for a father. Thus, if
parents married randomly, full brothers would share half the genes that
ordinarily vary from one individual to another. But parents do not marry
randomly. They tend to choose spouses who resemble them genetically—

® As a further test of the effects of demographic changes on brothers’ life chances,
we looked at the effects of birth order. Oldest children spend the first few years of
their lives in smaller families than younger children do. If unadulterated parental at-
tention is helpful in early childhood, oldest children should end up better off than
others. But youngest chilc{ren typically spend their late adolescence in a smaller family
than their elders did. So if unadulterated parental attention were helpful in adoles-
cence, younger children should end up better off. (In addition, younger children often
enjoy economic advantages denied to their older siblings, partly because parents have
more money when they are older and partly because the older siblings cease to make
claims on the family’s resources.) Middle children should end up worse off than either
their elders or their juniors.

The OCG data support these expectations, but very modestly. The more older sib-
lings men had, the worse off they were economically in 1962. But this relationship
virtually disappeared once we controlled overall family size. Within families of any
given size, men without older siblings scored only one point higher on the Duncan
scale than men with one older sibling. Men with two older siblings were also better
off than men with only one older sibling, but the advantage was less than half a
point on the Duncan scale. Each subsequent “demotion” in ordinal position raised
expected occupational status by another half point. These effects explain only 0.2 per-
cent of the variance in occupational status. The effects on income follow the same
pattern but are not statistically significant. Either birth order is not closely related to

changes in families” demographic characteristics, or else demographic changes do not
explain much of the variation among men reared in the same home.
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except, of course, with respect to sex. Whites tend to marry whites, tall
women tend to marry tall men, and so forth. As a result, brothers share
more than half the genes that ordinarily vary from individual to
individual.

In discussing the effects of genetic resemblance between brothers, it
is important not to fall into the trap of trying to separate the effects
of heredity from the effects of environment. One of the primary mecha-
nisms by which heredity is likely to influence a man’s economic success
is by influencing his environment. To begin with, a man’s genes are
likely to influence the environments he selects for himself. Tall men are
more likely to try out for the basketball team, for example. This means
that tall men have a better than average chance of acquiring the skills
needed to become professional basketball players. In addition, a man’s
genes are likely to affect the environment others create for him. Basket-
ball coaches are likely to spend more time with tall players than with
short ones, for example. This means that we cannot separate resemblance
between brothers into “genetic” and “environmental” components. We
can, however, try to estimate the overall impact of genetic resemblance,
assuming that it may work either through the environment or in other
ways. We can then ask how much of the resemblance between brothers
remains unexplained. This nongenetic residual is the expected degree
of resemblance between pairs of genetically unrelated men reared in
the same home.

Our only direct quantitative evidence regarding genes’ contribution
to economic resemblance between brothers comes from Taubman’s twin
survey. His identical twins’ earnings correlate o.54, while his fraternal
twins’ earnings correlate 0.30. The correlation for fraternal twins is thus
56 percent of the correlation for identical twins. We know from genetic
theory that fraternal twins and ordinary siblings share more than half
the genes that ordinarily vary from one individual to the next. Taub-
man’s results are therefore compatible with the hypothesis that genes
explain the entire resemblance between twins” earnings and that common
home environment is of no importance.!?

There are, however, several alternative explanations for Taubman’s
findings. First, the fact that identical twins have the same genes may
lead other people to treat them as a single social unit. Second, identical
twins may have more influence on one another than fraternal twins or
ordinary siblings. Third, interactions among genes, or between genes
and environment, may inflate the resemblance between identical twins.
In order to rule out these hypotheses, we would need additional data
of a kind not currently available.!!
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Indirect evidence does, however, raise serious doubt about the hy-
pothesis that genes explain the entire resemblance between brothers.
For this to be true, the effects of demographic background would also
have to be traceable to the fact that demographic background is corre-
lated with genotype. This is clearly true in some cases. Race, for example,
predicts economic success partly because it is correlated with skin color,
facial features, and other genetically determined traits. These genet-
ically determined traits affect the value many employers place on an
individual’s services. Other demographic characteristics may operate in
the same way.

It seems less likely, however, that traits like father’s and mother’s
education and occupational status are simply proxies for parental genes.
They may affect a son’s life chances partly because genes affect parental
success and parents pass on their genes to their children, but it is hard
to believe this is the whole story. In order to assess the extent to which
father’s education and father’s occupation affect a son’s life chances by
affecting the son’s genotype, we looked at OCG data on sons who were
raised in a family with a male head other than their natural father.
About 3 percent of all OCG respondents reported that their household
was headed by a male other than their natural father when they were
16 and also reported this head’s education and occupation. Some of these
nonpaternal heads were presumably uncles, grandfathers, or other rela-
tives who shared some genes with the respondent. Others were pre-
sumably stepfathers, who would also tend to have more genes in common
with the respondent than with random individuals because of assortative
mating. Nonetheless, if a household head’s education and occupation
affect a son’s life chances exclusively because they are proxies for geno-
type, the effects should be attenuated when the household head is not
the respondent’s natural father. Yet in our OCG sample, a nonpaternal
head’s characteristics had about four-fifths as much effect on his son’s
occupational status and income as when the head was the respondent’s
natural father. This difference was not statistically significant. Further-
more, a nonpaternal head’s characteristics had slightly more effect on
a son’s educational attainment than a paternal head’s characteristics.
All in all, then, our OCG data do not support the view that parental
status affects a son’s life chances primarily because it is a proxy for
parental genotype.!?

Our other demographic measures are even less likely to correlate with
genotype. Family size does not seem to depend on the parents’ genes,
but even if it did, not many of the genes affecting fertility are likely to
affect economic success. Region of birth is also unlikely to be a proxy
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for genotype. All things considered, we doubt that there is much overlap
between the variance attributable to demographic background and the
variance attributable to genes. If we are right about this, the fact that
demographic background explains at least two-thirds of the resemblance
between brothers implies that genes are unlikely to explain much more
than a third of such resemblance.

Other Unmeasured Background Characteristics. In order to get more
clues about common influences that make brothers alike, it is useful to
ask whether the same traits explain resemblance on different outcomes.
If the same background characteristics explain resemblance on test
scores, education, occupational status, and earnings, it is tempting to
think of these traits as proxies for global concepts like “socioeconomic
status” or “native ability.” If different background characteristics affect
different outcomes, we need a subtler vocabulary.

We began by asking whether the same demographic characteristics
affected different outcomes. To answer this question, we compared the
relative size of each trait’s coefficients when predicting test scores, ed-
ucation, occupational status, and earnings. We found a number of modest
differences. Race, for example, usually had a larger relative weight when
predicting test performance than when predicting educational attain-
ment. Parental income had a larger relative weight when predicting
earnings than when predicting educational attainment. Father’s educa-
tion had a larger weight when predicting a son’s education than when
predicting his occupation. But no demographic trait that helped con-
sistently in one area was consistently harmful in another. Thus when we
combined demographic measures into a single index of demographic
advantage, the index that best predicted one outcome correlated better
than 0.85 with the index that best predicted the other three outcomes. For
most purposes, then, it is reasonable to talk about demographic ad-
vantages as if they had uniform effects on all outcomes.

If we extend this logic to include all the other unmeasured factors that
produce resemblance between brothers, the picture changes. Imagine
regressing two different outcomes like test scores (Q) and education
(U) on a comprehensive set of background measures that includes all
relevant nonlinearities and interactions. If brothers have no effect on
one another, these common background measures must explain the en-
tire resemblance between brothers. Next, imagine an index of back-
ground characteristics in which each characteristic receives the same
weight it had in our hypothetical regression equation. Let us denote
the index for predicting test scores as Fq and the index for predicting
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education as Fy. The correlation between the index predicting test
performance and actual performance will then be:

(1) T'rq,q = I'oo'/?

where rqq- is the correlation between the two brothers’ test scores. We
can write analogous formulas for calculating the correlation between
any other outcome and the index predicting that outcome. We can also
calculate the correlation between the index that best predicts test scores
and the index that best predicts education:

Tqu
2 T =
(2) FQ,FU (TagToo )72

where the primes again denote the second brother’s traits.!?

TABLE 3.2

Estimated Correlations Among Sets of Background Characteristics
Influencing Different Outcomes

Background Characteristics Influencing:

Test Scores and Test Scores and Test Scores and
Education Occupation Ln Earnings
Kalamazoo Brothers? .788 .788 .526
Talent Brothers? .801 822 623
Education and Education and Occupation and
Occupation Ln Earnings Ln Earnings
Kalamazoo Brothers? 918 774 .836
Talent Brothers? .983 625 479
NORC Brothers® .906 655 1.0517
Taubman DZ Twins? .882 721 176
Taubman MZ Twins? 770 624 560
OCG¢ 970 .886 925

%Derived from correlations in tables A2.11 and A3.4.

bDerived from correlations in tables A2.10 and A3.4.

¢Derived from correlations in tables A2.6 and A3.4.

Derived from correlations in Taubman (1976a).

€Estimates are for demographic measures only, and are derived by correlating values
predicted for education, occupation, and In earnings using independent variables listed in
tables A3.1 and A3.2.

fThe population value cannot exceed 1.00. The estimate can exceed 1.00, due to
sampling error.

Table 3.2 shows the correlations between the background characteris-
tics that affect different outcomes in each sample of brothers. These
correlations are almost all lower than the correlations between demo-

graphic background traits predicting the same outcomes in OCG. Not
surprisingly, the indices that predict highly correlated outcomes, like
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education and occupational status, are more highly correlated than the
indices that predict poorly correlated outcomes, like earnings and test
scores. Table 3.2 suggests that we will be seriously misled if we think
of the unmeasured family characteristics that make brothers alike as
being the same for all outcomes. We should not, for example, think that
the unmeasured “ability” factors affecting education and earnings are
exactly the same.!* Nor can we invoke a one-dimensional notion of class
background to explain resemblance between brothers.’> Rather, we need
to imagine genetic or nongenetic influences that affect some outcomes
without affecting others. A family’s values regarding the relative im-
portance of ideas, status, and money might, for example, operate in this
way.

Do Brothers Influence One Another? Another possible explanation
of resemblance between brothers is that they influence one another.
There is no general way to test this hypothesis without quasi-experi-
mental data. We can, however, ask whether the pattern of resemblance
between brothers is consistent with specific hypotheses about how broth-
ers might influence one another.

Our first hypothesis was that older brothers might serve as models for
their younger brothers, especially when the younger brother was decid-
ing whether to remain in school. If this hypothesis were correct, we
would also expect older brothers to partially displace fathers as role
models. (The more accessible models the respondent has, the less crucial
any one should be.) We assessed the father’s importance as a role model
by looking at the effect of his education on his son’s education and the
effect of his occupation on his son’s occupation with all other aspects
of demographic background controlled. When we made such compari-
sons for OCG men from intact families, we found no significant differ-
ences between oldest sons and younger sons. We also looked at the
effects of father’s education and occupation on men with different num-
bers of older brothers and sisters. Again, there was no significant reduc-
tion in the effects of the father’s characteristics as the number of alterna-
tive role models increased.*®

® The multiplicative interactions of father’s education and occupation with both
the number of older brothers and the total number of older siblings never approached
significance in predicting either the respondent’s education or his occupation. The
multiplicative interaction between father’s education and number of younger sisters
was significant (t = 3.3) when predicting respondent’s education. Each younger sister
reduced the estimated effect of father’s education by about 5 percent. The multiplica-
tive interaction between father’s occupation and total number of siblings was signif-
icant (t = 2.6) when predicting respondent’s occupation. Again, each extra sibling
reduced the effect of father’s occupation by about 5 percent. If one allows for the
effects of weighting and the large number of interactions we tested, these results
might conceivably be due to chance. We certainly cannot explain them otherwise.
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Our second hypothesis was that younger brothers might arbitrarily
select one older brother as a model, either because he was the most
successful or for other reasons, and that this might happen without
diminishing the father’s influence. If this were the case, the correlation
between the respondent’s characteristics and his oldest brother’s char-
acteristics should diminish as the number of older brothers increased.
Yet once we controlled other background characteristics, the partial cor-
relation between the respondent’s education and his oldest brother’s
education in OCG did not vary significantly with either the number of
older brothers or the total number of older siblings the respondent
reported. *

Our third hypothesis was that brothers might affect one another’s
cognitive skills or personality traits. If this were the case, we would
expect brothers born close together to influence one another’s develop-
ment more than brothers born many years apart, since brothers born
close together spend more time together. To test this hypothesis we
correlated the absolute age difference between brothers with the ab-
solute difference in their educational attainment, occupational status,
and earnings in the NORC, Kalamazoo, and Talent samples. The correla-
tion was both positive and significant for education in NORC and for
occupational status in Kalamazoo. It was positive but insignificant in
most other cases. It was never significantly negative.t But even if broth-
ers born close together end up more alike, this need not mean that
brothers influence one another, since brothers born close together are
also treated more alike and are more likely to attend the same schools,

* There is a significant positive interaction (t=4.6) between brother’s education
and total number of older siblings until we add the interaction between brother’s edu-
cation and number of younger sisters. With the latter interaction included (t = 3.9),
the t-value for the former is only 0.25. We have no explanation for this finding.

t In the NORC sample, a one-year increase in the absolute age difference is asso-
ciated with an 0.13-year increase in the absolute educational difference (t = 3.2). The
t-statistics for occupational status and In earnings are 0.5 and —o.2.

In Kalamazoo, Olneck (1976b) reports that brothers born within three years of one
another had Duncan scores that correlated 0.469, while those born more than three
years apart correlated only 0.181. The education correlation was insignificantly larger
for men born within three years of one another, while the earnings correlation was
insignificantly smaller.

Our Talent brothers were all born very close together, so for this purpose we used a
larger sample of Talent siblings in grades g9—12 followed up five years after high school
(Jencks and Brown, 1977). Age difference was not signigcantly related to education
difference in this sample (N = 817).

The number of intervening siblings is also a partial proxy for the age difference
between an OCG respondent and his oldest brother. Once other aspects of background
are controlled, the partial correlation between the respondent’s education and his old-
est brother’s education does not depend on the num%er of intervening siblings (see
previous footnote ). This may, however, merely mean that intervening siblings are a
poor proxy for age differences.
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grow up in the same neighborhood, and enter the same labor market.

Since we found no support for our first two hypotheses about the
likely character of brothers’ influences on one another, and since broth-
ers born close together may end up more alike because they encounter
more similar environments, we cannot confidently attribute resemblance
between brothers to the fact that brothers influence one another. Yet
the fact that brothers born close together end up slightly more alike on
some outcomes means that we cannot rule out reciprocal influences
either. This is doubly true for reciprocal influences exerted after both
brothers enter the labor market. If brothers do influence one another,
our estimates of family background’s impact on economic success will
be too high.* If brothers influence one another more on some outcomes
than on others, our earlier conclusion that family background is multi-
dimensional may also be wrong.

3. MECHANISMS BY WHICH BACKGROUND
AFFECTS ECONOMIC SUCCESS

Family advantages seem to affect economic success in at least five con-
ceptually distinct ways:

1. Men from advantaged backgrounds have cognitive skills that employers
value.

2. Men from advantaged backgrounds have noncognitive traits that employers
value,

3. Among men with similar cognitive and noncognitive traits, those from ad-
vantaged families have more educational credentials. Employers appear
to value these credentials in their own right, even when they are not as-
sociated with measurable skills, attitudes, or behavior.

4. Among men with similar skills and credentials, those from advantaged
families seek jobs in higher-status occupations than those from disadvan-
taged families.

® Given our uncertainty about reciprocal influences, the reader may wonder why
we have not defined the problem out of existence by asserting that “family back-
ground” includes the influence of brothers as well as parents. The difficulty with this
definition is that it prevents us from using resemblance between brothers as a measure
of family background’s explanatory power. Let Y =one brother’s measured success,
Y’ = the other brother’s success, F = an optimally weighted sum of background char-
acteristics other than the brother’s success, and assume Y =aF +bY’ +ey and Y’ = aF
+ bY + ex.. If brothers do not affect one another, b=0 and ryy' = a%. If we redefine F
to include Y’ for the first brother and Y for the second, a is indeterminate, unless we
know b, which we do not.
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5. Even among men with similar skills and credentials who enter the same
occupation, employers seem to pay men from advantaged families slightly
more than men from disadvantaged families.

Researchers have traditionally investigated the relative importance of
these influences by measuring family advantages directly. They have
then asked whether the apparent effects of a given family advantage
(e.g., a highly educated mother) persisted when they controlled the
respondent’s own characteristics (e.g., his education). We will do this
too, but we will also extend the analysis by using our more compre-
hensive definition of family background, namely everything that makes
brothers alike. We label this “shared” or “common” background to dis-
tinguish it from the narrower concept of “demographic” background.
We then ask, in effect, how much of the resemblance between brothers
on our measures of economic success derives from the fact that brothers
have, say, similar cognitive skills or similar educational attainments.
Ideally, we would like to do this for personality traits and aspirations
as well, but the samples of brothers with relevant data were too small
to justify such analyses.

If we want to assess the extent to which shared background affects
earnings by affecting an intervening variable like test scores, we need
a model with two distinct indices of background characteristics. One
index (Fo) must explain resemblance between brothers’ test scores.
The other (Hy) must explain resemblance between brothers” earnings,
over and above the resemblance expected on the basis of their test
scores. The second of these indices (Hy) will be somewhat different
in character from the index that explained overall resemblance of broth-
ers’ earnings (Fy), since the relative importance of specific background
characteristics will change when we control test scores. A father’s cog-
nitive skills, for example, are likely to influence his son’s earnings largely
by influencing his son’s test performance. A father’s race will affect his
son’s earnings even with test scores controlled. Figure 3.1 displays such
a model visually and gives the equations for estimating its parameters.
Comparing the standardized coefficient of Hy in figure 3.1 to the zero-
order correlation of Fy with Y tells us how much of shared back-
ground’s overall effect on earnings operates independently of test
performance.

To estimate the extent to which strictly demographic advantages af-
fect earnings by affecting test scores, we calculated the economic ad-
vantage enjoyed by someone who was one standard deviation above
the mean on all the background characteristics measured in a given
survey. We then reestimated this advantage with test scores controlled.
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FIGURE 3.1
Family Effects on Test Scores (Q) and Earnings (Y)

Standardized Structural Equations
1. Q= aFQ teQ
2. Q'= aFQ + eQ’
3. Y=b(Hy)+cQ+ey
4. Y'=b (Hy) +cQ +ey’

Normal Equations
5. ryQ =c¢ +abd
6. 1yQ' =rQy’' =¢rQQ’' * abd
7. QQ' = a?
8. ryy’' =cryQ’ +b?+abed

Solutions
9. a= (I'QQ')I/2
10. ¢ = IYQ —1YQ'
1 - rQQ’
11. b=ryy’ —2eryQ’ +c’1QQ’
_r —-c
12. d=¥Q %
ab

Note: For estimates of a and b, see table 3.3. For estimates of c, see chapter 4. For
estimates of ¢ with schooling substituted for test scores, see chapter 6.

An individual who ranks one standard deviation above the mean on all
demographic measures is considerably more advantaged than an indi-
vidual who ranks one standard deviation above the mean on a composite
index of advantages, so we cannot compare the absolute effects of
demographic measures to the effects of the index that explains resem-
blance between brothers.* We can, however, ask how much controlling
test scores reduces the estimated benefits of demographic background,

# In order to compare the two sets of results, we would need what Heise (1972)
calls a “sheaf” coefficient. Chapter 5 uses this coefficient. Our method here is cruder

but serviceable. We simply add the standardized regression coefficients in a given
equation, ignoring the covariances among background variables.
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and we can compare these percentages to percentage reductions in the
estimated effect of all aspects of “shared” or “common” background.

Cognitive Skills. Conservatives have traditionally argued that dispro-
portionate numbers of men from privileged backgrounds end up in privi-
leged positions themselves because men from privileged backgrounds are
more likely to have personal characteristics that society needs and values.
Since World War II America has increasingly seen itself as a “meritoc-
racy” in which “intelligence” is the key to advancement. Conservatives
have therefore been increasingly inclined to argue that men from privi-
leged backgrounds end up in good jobs because they are smarter than
other people. In its “strong” variant, this theory claims that men from
privileged backgrounds inherit more than their share of the genes that
facilitate cognitive development. In its “weak” variant, the theory merely
claims that men from privileged backgrounds grow up in homes that
facilitate cognitive development, and that early experiences are so impor-
tant that these men’s initial advantage persists throughout their lives.

In principle, the PSID, Veterans, Kalamazoo, and Talent samples are
all suitable for testing this claim, since these four surveys all include a
measure of cognitive skill. The PSID test was administered long after most
men had entered the labor force, however, so a man’s score could be a
result of his labor market position as well as a cause of it. In addition,
the PSID test is not very reliable and may not measure the same skills as
most general purpose cognitive tests. The Veterans, Kalamazoo, and
Talent tests were all given before men had acquired any appreciable labor
force experience, and all appear to measure general cognitive skills quite
reliably. These three samples include fewer men over 35, men from dis-
advantaged backgrounds, men with low test scores, and men with low
educational attainment than our national samples of men aged 25 to 64.
As a result, the overall association of demographic background with eco-
nomic success is weaker in these three samples than in our national sam-
ples of 25- to 64-year-olds. Nonetheless, these three samples tell a rela-
tively consistent story. We are therefore inclined to believe that the same
story applies to all men aged 25 to 64.

Table 3.3 shows that 46 to 63 percent of demographic background’s
effect on Kalamazoo and Talent men’s occupational status and earnings
derives from its effect on their cognitive skills before they enter the labor
market. Among Veterans, the figures are only 40 percent for occupational
status and 28 percent for earnings. These results support the conservative
view that general cognitive skills play a significant role in the transmis-
sion of privilege from one generation to the next. They obviously say
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The Effects of Family Background

nothing about whether men from privileged backgrounds do better on
standardized tests for genetic or for nongenetic reasons.

The picture looks somewhat different if we consider the overall effect
of family background rather than just the effect of demographic advan-
tages. Whereas sixth grade IQ scores accounted for 46 and 47 percent of
demographic background’s impact on occupational status and earnings in
Kalamazoo, they account for only 25 and 15 percent of family back-
ground’s overall impact. The unmeasured background characteristics that
affect Kalamazoo men’s life chances must, then, differ in some important
way from the demographic background characteristics measured in the
Kalamazoo survey, since they exert far less of their impact via cognitive
skills. The same holds in Talent. Thus if we are interested in all the ways
in which parents affect their children’s life chances, concentrating exclu-
sively on parents with demographic advantages will lead us to exaggerate
the importance of cognitive skills as an intervening variable. Most of us,
however, are primarily concerned with the mechanisms by which demo-
graphic advantages affect children’s life chances. The mechanisms by
which different families with the same demographic characteristics exert
different effects on their children are of far less political concern.

Personality Traits. “Intelligence” is not the only virtue that all mem-
bers of society value, though it has certainly been the most widely pub-
licized. When the Kalamazoo high school asked its tenth grade home-
room teachers to rate students’ noncognitive traits, it constructed a list
of virtues that almost all Kalamazoo parents probably wanted their chil-
dren to have: cooperativeness, dependability, executive ability, emotional
control, industriousness, initiative, integrity, and perseverance. The only
trait on the Kalamazoo list that might now seem problematic to a signifi-
cant number of people is “appearance.” While these ratings probably
have quite low reliabilities and validities, chapter 5 shows that they do
predict economic success to some extent.

Conservatives have often argued that one reason men from privileged
backgrounds are especially likely to succeed economically is that they are
more likely than men from less privileged backgrounds to display the
kinds of virtues measured in Kalamazoo. The Kalamazoo data offer little
support for this view. Demographic advantages explain only 2 to 7 per-
cent of the variance in teacher ratings on these nine traits, and the trait
most strongly related to earnings, namely “executive ability,” has the
weakest relationship to background. As a result, teacher ratings of these
traits explain a negligible fraction of the association between demographic
background and economic success among Kalamazoo men.

The Talent sample provides no teacher ratings, but it does provide both
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self-assessments and measures of students’ behavior in high school. Like
the Kalamazoo teacher assessments, Talent’s noncognitive measures have
a moderate effect on economic success (see chapter 5). But they account
for a negligible fraction of the association between demographic back-
ground and economic success. The “sheaf” coefficient of the demographic
background measures that best predict occupational status in the Talent
sample is 0.39 with no controls and 0.24 with eleventh grade test scores
controlled. Adding the Talent measures of noncognitive traits to this
equation only lowers the coefficient of background to o.19. This means
that Talent’s measures of noncognitive traits explain only 0.05/0.39 = 13
percent of demographic background’s effect on occupational status. The
sheaf coefficient of demographic background when predicting hourly
earnings is 0.23 with no controls, 0.17 with test scores controlled, and o0.15
with test scores and noncognitive traits controlled. Talent’s noncognitive
measures thus explain even less of demographic background’s impact on
earnings than on occupational status. Again, these results do not provide
much support for the view that men from privileged backgrounds end up
in good jobs because their parents instill noncognitive virtues that either
employers or society as a whole value.

The idea that noncognitive traits play an important role in the trans-
mission of privilege from one generation to another is not, of course, con-
fined to conservative defenders of the status quo. Liberals and radicals
(Kohn, 1969; Bowles and Gintis, 1976) have also espoused such theories.
Their argument has been that work is organized hierarchically, and that
different positions in this hierarchy demand different attitudes towards
conformity and authority. According to this view, parents try to socialize
their children in ways that would ensure success at whatever level in the
job hierarchy the parents occupy. To the extent that parents succeed, they
increase their children’s chances of ending up in jobs like those the par-
ents held. Unfortunately, our data are not really suitable for testing this
theory. First, we have no good measure of parents” place in the work
hierarchy, though the father’s occupational status is a crude proxy. Sec-
ond, and more crucial, our noncognitive measures do not really allow us
to distinguish students who have adopted a “working class” mode of con-
formity from students who have adopted a “middle class” mode of con-
formity. One could perhaps argue that students rated high on “coopera-
tiveness” and “dependability” were likely to fit into low level jobs more
easily than students rated high on “initiative” and “executive ability”, but
since ratings on all these traits correlate positively with one another and
with eventual economic success, this argument is difficult to sustain. Al-
ternatively, one could argue that all nine Kalamazoo ratings measure
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virtues that are increasingly valuable as one moves up the job hierarchy.
This is consistent with the finding that students from middle-class back-
grounds rank somewhat higher on all nine measures, and that those who
rank high on these measures are somewhat more successful economically
when they grow up. Nonetheless, Kalamazoo teacher ratings account for
a negligible fraction of the association between a father’s occupational
status and either his son’s status or his son’s earnings. While we regard
this as evidence against Kohn’s hypothesis about the transmission of
privilege from generation to generation, we do not regard it as strong
evidence.*

Aspirations. If men from privileged backgrounds were more con-
cerned about maximizing their occupational status and earnings than
men with similar skills from less privileged backgrounds, this would
help explain why men from privileged backgrounds ended up better off.
Project Talent asked eleventh graders to rate the attractiveness of 112
different occupations on a five-point scale. We assigned each occupation
a Duncan score and used the respondent’s assessment of occupations
at various levels to estimate his level of aspiration. When we control
this index of occupational aspirations along with cognitive and noncog-
nitive traits, the “sheaf” coefficient of the family background measures
falls from 0.19 to 0.16 when predicting occupational status at age 28,
and from o.15 to 0.13 when predicting hourly earnings at 28.1¢ This
suggests that differences in eleventh-grade aspirations play a very lim-
ited role in explaining demographic background’s effects on occupational
status and earnings.

We have no way of knowing what jobs our respondents actually ap-
plied for, or what promotions they sought, so we cannot rule out the
hypothesis that some of the unexplained economic advantage enjoyed
by men from advantaged backgrounds derives from differences in the
jobs they eventually seek.

* As a further test of Kohn’s hypothesis, we looked at the correlations between the
105 pairs of brothers who both had ratings on these traits. These correlations range
from a low of 0.24 for “executive ability” to a high of 0.47 for “perseverance.” This
suggests that family background as a whole plays a major role in determining such
traits, even though demographic advantages of the kind we measured are not very
important. This is consistent with Kohn’s view that the parents’ position in the work
hierarchy is critical. But the family background characteristics that promote the nine
noncognitive virtues measured in Kalamazoo are not the same as the family back-
ground characteristics that promote later economic success. The coefficient of the trait
with the largest effect on occupational status, namely “industriousness,” actually in-
creases when we control all aspects of family background by looking at differences
between brothers. Such an increase implies a negative correlation between the set of
background characteristics affecting “industriousness” and the set affecting occupa-
tional status with “industriousness” controlled (See equation 12, figure 3.1).
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Education. Men from advantaged families succeed economically
partly because they obtain more education than most people. This is
particularly true when we measure success in terms of occupational
status. For reasons discussed earlier, we believe that the NORC data
on brothers’ occupations are more representative than the Kalamazoo
or Talent data. Controlling education explains 41 percent of shared
background’s effect on occupational status in the NORC sample. Back-
ground characteristics have less impact in Kalamazoo, and education ex-
plains slightly more of their effect. Among the handful of Talent broth-
ers, all of whom finished high school, education explains 75 percent of
background’s effect on status. Education and test scores together explain
little more of shared background’s effect in Talent and Kalamazoo than
education alone. Nor is the pattern very different when we look only at
demographic background than when we consider all aspects of shared
background.

Education explains only a quarter of shared background’s effect on
brothers” earnings, compared to almost half its effect on occupational
status. Education explains 40 to 50 percent of demographic background’s
effect on earnings, compared to 6o to 70 percent of its effect on occu-
pational status. With education controlled, background’s effect on earn-
ings is about as large as its effect on occupational status.

The role of education in transmitting occupational status cannot be
fully explained by the fact that men who had more education had
unusual cognitive or noncognitive traits before they finished school. In
the Talent sample, for example, adding education to an equation that
controls cognitive and noncognitive traits plus occupational preferences
in eleventh grade lowers the coefficient of background from 0.16 to o.10
in the occupation equations.

Education plays a far smaller role in helping advantaged parents
boost their sons’ earnings than in helping them boost their sons’ occupa-
tional status. The coefficient of background in the Talent hourly earnings
equations is 0.12 with test scores, noncognitive traits, and occupational
preferences controlled. It is still 0.12 with education also controlled. One
finds much the same pattern in the earnings equations from most other
samples. Except in PSID, controlling education as well as test scores
explains only a little more of background’s effect on earnings than con-
trolling test scores alone.

Discrimination. Race, ethnicity, father’s occupation, farm upbringing,
and southern birth affect economic success even with education con-
trolled in both OCG and OCG-II. The effects of farm upbringing and
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southern birth derive largely from their influence on current place of
residence. The effects of race, ethnicity, and father’s occupation require
more careful scrutiny.

Race directly affects occupation and earnings in all our large national
surveys of 25- to 64-year-olds. This is also true in most of the surveys
that control test scores. Talent is the only survey where race has no
independent effect, perhaps because of the high nonresponse rate in
Talent’s nonwhite sample. Of course, none of these surveys controls
every worker characteristic that affects employers’ willingness to hire or
promote whites. These unmeasured worker characteristics could account
for at least part of the white/nonwhite difference. Our data only indi-
cate that economic differences between whites and nonwhites persist
even when they have the same amount of schooling and the same scores
on cognitive tests. Nonetheless, this creates a strong prima facie case
for assuming that on the average, and despite affirmative action, non-
whites suffer from discrimination based on skin color.

Our data do not allow us to analyze the effects of ethnicity in any
detail. Greeley (1977) found that Jews enjoyed occupational statuses
about a third of a standard deviation higher than those of other white
males with the same schooling and parental education, even after taking
account of the fact that they mostly live in the urban North. Among
gentiles in the urban North, white Anglo-Saxon Protestants and German
Catholics ranked about a sixth of a standard deviation above the level
expected on the basis of their demographic background and schooling,
while Italian and “French” (mostly French Canadian) Catholics and
Irish Protestants ranked about a sixth of a standard deviation lower. Most
Catholic ethnic groups earn 10 to 20 percent more than we would expect
on the basis of their background, education, and place of residence.
The same held for Jews.*

Father’s occupation directly affects both occupation and income in
OCG and OCG-II, but its effects are insignificant and occasionally have
the wrong sign in NLS and PSID. The PSID result may reflect the cruder
measurement of the father’s occupation in that survey, but the NLS
measure is identical to OCG’s.

One way in which a father’s status could affect his son’s status inde-
pendent of the son’s schooling or ability would be if sons inherited

* Greeley’s occupational rankings are based on the NORC prestige scale. His in-
come data cover family income, not earnings, and his income equations either have
no controls or control both education and occupation. The statements in the text
are thus approximations.
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farms, small businesses, professional practices, or union memberships
directly from their fathers. To test this hypothesis we reestimated the
1962 OCG equation for a sample that included only sons who worked
in a different Census occupational category from their father. With edu-
cation controlled, this sample change lowered the standardized coeffi-
cient of the father’s occupational status from o0.103 to 0.061 in the oc-
cupation equation and from 0.071 to 0.068 in the income equation.
Direct inheritance of occupations is thus a small part of the story.

The OCG equations do not control test scores, personality traits,
aspirations, or such “skills” as having a middle-class accent.!” With test
scores and aspirations as well as education controlled, a father’s occu-
pational status has virtually no effect on either occupational status or
earnings at age 28 in the Talent sample. But father’s occupation is not
as well measured in Talent as in OCG, and its bivariate relationship
to economic success is weaker in Talent than in an OCG sample of the
same age.'® In the Veterans sample, where father’s occupation is better
measured, its effects persist with both test scores and education con-
trolled. The same is true in the Wisconsin sample (Sewell and Hauser,
1975). All in all, while test scores, personality traits, aspirations, and ed-
ucation may explain the apparent effects of father’s occupation, we can-
not rule out the possibility that employers discriminate on the basis of
parental status, or at least on the basis of traits that serve as proxies for
parental status, such as speech patterns.

Unmeasured family characteristics also exert substantial effects on
sons’ occupations and earnings with both test scores and education
controlled. This is true even in the NORC and Kalamazoo samples,
where demographic background has no effect on earnings with test
scores and education controlled. It is tempting to suppose that these
unmeasured characteristics are unmeasured aspects of socioeconomic
status. But the unmeasured family characteristics that affect a son’s
earnings with cognitive skills controlled are completely uncorrelated with
the family characteristics that affect cognitive skills.* Likewise, the fam-
ily characteristics that affect earnings with education controlled are not
the same as the family characteristics that affect education itself. In-
deed, they are not even consistently correlated with the factors that

® In figure 3.1, rrq.uy = —0.018 in Kalamazoo and -0.085 in Talent. If we extend
figure 3.1 to include education as well as test scores, and redefine Hy as the weighted
sum of the family characteristics that influence earnings independently of both test
scores and education, rrqny = —0.213 in Kalamazoo and —0.016 in Talent. These low
correlations are not a methodological artifact. If, for example, one performs the same
calculations using occupational status rather than earnings as the dependent variable,

rro,ny = 0.575 and 0.602 for the two-variable model and 0.379 and 0.607 in the three-
variable model for Kalamazoo and Talent respectively.
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make brothers alike on occupational status.* Thus, while we cannot
identify the unmeasured family characteristics that affect sons’ earnings,
we can reject candidates that would affect a wide range of outcomes
rather than just affecting earnings.

CONCLUSIONS

We began this chapter by asking how much effect family background
had on economic success. After allowing for differences between men
with brothers and men in general, and after correcting for random
measurement error, we concluded that family background as a whole
explained about 48 percent of the variance in occupational status and
15 to 35 percent of the variance in earnings among men aged 25 to 64
in the early 1970s. These estimates imply that those who do well eco-
nomically typically owe almost half of their occupational advantage and
55 to 85 percent of their earnings advantage to family background.

We investigated thirteen demographic characteristics that explained
at least two-thirds of the overall impact of family background on both
occupational status and earnings. Other unmeasured background char-
acteristics that vary among families with similar demographic profiles
seem to account for significant amounts of variance in occupational status
and earnings. These unmeasured characteristics differ from most conven-
tional measures of socioeconomic status in that we cannot classify them
as “advantages” or “disadvantages” for a wide range of purposes. Rather,
they seem to be “advantages” for one purpose (e.g., earnings) but not for

* If one substitutes education (U) for test scores (Q) in figure 3.1, rruny = 0.409
in Kalamazoo, 0.085 in Talent, —0.179 in NORC, 0.382 for Taubman’s DZ twins, and
0.497 for Taubman’s MZ twins. For occupational status (D), the analogous values are
0.587 for Kalamazoo, 0.657 for Talent, and o0.701 for NORC. In the three-variable
model, rnu,ax = 0.286 in Kalamazoo and — 0.097 in Talent, while ruv.up = 0.489 in
Kalamazoo and 0.522 in Talent. In a three-variable model that treats education and
occupational status as intervening variables between family background and earnings,
rap.uy = 0.367 in Kalamazoo, —0.685 in Talent, and 0.872 in NORC. These estimates
have very large sampling errors, so there is no necessary inconsistency between samples.

} If we express all values as deviations from the mean, the fraction of the average
individual’s earnings advantage or disadvantage attributable to family background is
the expected ratio of an individual’s actual advantage or disadvantage (Y) to the ad-
vantage or disadvantage expected on the basis of an individual’s background (¥).
If Y explains 48 percent of the variance in Y, then rvy = Sy/ST = 0.48"% = 0.69. The
expected value oiP ¥ for g given value of Y is equal to the regression coefficient of Y in
an equation predicting Y, ie., (1f%)(S%/Sx) = 0.48.
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others (e.g., test performance). These family characteristics could be
genetic. Alternatively, they could involve subtle differences in the habits
and values that parents inculcate in their children. Or they could involve
local differences in intellectual or economic opportunity. Or brothers
could influence each other on some outcomes but not others.

The fact that demographic background affects cognitive skills and
educational attainment explains more than half its effect on occupational
status and earnings in recent surveys (PSID and OCG-II). The un-
measured background characteristics that make brothers’ earnings more
alike than we would expect on the basis of their common demographic
background do not seem to exert as much of their influence via test
scores and education as demographic traits do. Only a quarter of the
overall impact of shared background on earnings is traceable to its impact
on test scores and education.

The fact that demographic background affects personality traits and
occupational aspirations in high school also explains some of its effect
on the economic success of Talent 28-year-olds. We could not assess the
contribution of such traits to economic resemblance between brothers.

Southern and farm upbringing depress a man’s chances of economic
success, largely because they often affect where he lives as an adult.
Father’s occupation usually affects economic success even with education
controlled. This effect is reduced but not eliminated when we eliminate
men who work in precisely the same occupation as their father. We
cannot say for sure whether it would persist with test scores, personality
traits, and aspirations controlled. Race has a large effect on both occupa-
tional status and earnings with everything else controlled.

If we define “equal opportunity” as a situation in which sons born
into different families have the same chances of success, our data show
that America comes nowhere near achieving it. If, for example, an om-
niscient social scientist were to predict the economic standing of sons
from different families, he would find that sons from the most favored
fitth of all families had predicted Duncan scores of about 64, while sons
from the least favored fifth of all families have predicted scores of about
16.* This is the difference between a social worker or the manager of a
hardware store (both 64) and a construction painter (16), a farmer
(14), or an auto mechanic (19). If we rerank families in terms of their
sons” predicted earnings, the sons of the most advantaged fifth could

® If family background explains 48 percent of the true variance, Duncan scores
have a mean of 40 with an SD of 25, and the extreme quintiles average 1.4 SD’s from
the mean, their predicted scores are 40 = (1.4)(25)(0.48)"*= 40 = 24 points. This

calculation assumes that the predicted values are normally distributed. The observed
values are skewed, with a long tail to the right.
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expect to earn 150 to 186 percent of the national average, while the
sons of the least advantaged fifth could expect to earn 56 to 67 percent
of the national average.*

But relatively few people seem to care whether sons born into differ-
ent families have different chances of success. This becomes an issue only
if the reasons for such differences are judged “unfair” or “unjust.” At
least in contemporary America, this means that inequality between fam-
ilies or individuals is acceptable so long as it derives from “merit” of
some sort. We doubt that merit runs in families to anything like the ex-
tent necessary to reconcile our results with “meritocracy.” But our data
do not speak to this issue directly.

We have shown, for example, that a nontrivial fraction of background’s
effect on success derives from the fact that background affects cognitive
skills. But it is not clear that cognitive skills are, or should be, synony-
mous with “merit.” A large vocabulary seems to help a man ggt through
school, and getting through school clearly helps him enter a high-status
occupation and earn more money than most men do. But this does not
prove that a man “needs” a large vocabulary in order to perform com-
petently in most highly paid jobs. Furthermore, even if such jobs do
demand a large vocabulary, it does not follow that this is either tech-
nically inevitable or morally desirable. The same logic applies to edu-
cational attainment. Educational credentials are essential for obtaining
some lucrative jobs. But it does not follow that educational credentials
ought to be essential for these jobs. If what we want is competence,
for example, we might be better off dispensing with academic creden-
tials and setting up on-the-job selection procedures for identifying in-
competents. We cannot draw any firm moral or political conclusions
about the legitimacy or inevitability of the processes by which parents
enhance or diminish their children’s life chances simply by knowing
that they depend on test scores or educational attainment.

We cannot even draw clear moral or political conclusions from the fact
that family background affects life chances independent of test scores
and education. Elitists have traditionally argued, for example, that family
background affects economic success partly because those who are “prop-
erly” brought up have the “right” attitudes and values for top jobs. Our
surveys do not measure these attitudes or values. But even if attitudes
and values were to explain the “direct” effects of family background on

® These estimates assume that the SD of In earnings is 0.75, that the top and bot-
tom quintiles average 1.4 SD’s from the mean, that family background explains 15 to
35 percent of the variance in In earnings, and that the distribution of predicted values
for In earnings is normal.
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economic success, what would we conclude? The answer would depend
on whether the attitudes or values that explained the success of men
from privileged backgrounds were ones that we thought essential to
maintaining the overall quality of life, or whether they were simply the
hallmarks of some clubby snobbery. Without evidence on this, our data
constitute neither an indictment nor an endorsement of the status quo.




CHAPTER 4

The Effects of
Academic Abilaty

Men who score well on cognitive tests usually obtain higher-status jobs
and earn more money than lower-scoring men.! Nonetheless, policy
analysts of different political persuasions interpret the relationship of
test performance to adult success quite differently.? Liberal interpre-
tations stress that low test scores often result from poor schooling. They
also stress that the tests themselves measure assimilation of “middle-
class” culture and are therefore more difficult for children from working-
class or lower-class backgrounds. Conservative interpretations stress that
school failure may result from poor heredity, and that one cannot have
a technically advanced society without “middle-class” skills and values.
Our results do not speak directly to these interpretations, but they do
bear on the social and economic significance of test performance. In
brief, our findings are as follows:

1. Tests of academic ability predict economic success better than
other tests. Tests that do not correlate highly with academic ability cor-
relate poorly both with one another and with later educational and
economic success. Tests covering a wide range of academic abilities pre-
dict economic success better than tests covering a single ability.

2. Tests given as early as sixth grade appear to predict educational

James Crouse wrote this chapter. Lee Cronbach, Arthur Hoerl, Arthur Jensen, An-

drew Kohen, Jon Magoon, Victor Martuza, Robert Stump, and Paul Taubman made
critical comments on earlier drafts.
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attainment, occupational status, and earnings as well as tests given later.
This suggests that it is not cognitive skill per se that affects later suc-
cess. Rather, the stable motivations and aptitudes that lead to the de-
velopment of cognitive skills also affect later success. A test’s predictive
power appears to derive in large part from its relationship to these stable
underlying factors.

3. The correlation of test scores with educational attainment, occu-
pational status, and earnings appears to have remained fairly stable in
the United States since shortly after the turn of the century. If test
scores measure “merit,” our data offer no evidence that the U.S. has
grown more “meritocratic.”

4. The apparent economic benefits of ability exceed the actual bene-
fits. Adolescents with more ability are successful partly because they
possess family advantages that affect both their ability and their adult
success. Some of these advantages are probably genetic.

5. Adolescents with greater academic ability succeed economically
to a considerable degree because they are selectively encouraged to
have higher aspirations and to attend school longer. This may be because
they learn more in school, because they possess other characteristics that
lead to educational success, or because they benefit from irrational prej-
udices on the part of teachers and employers.

6. Even among men whose background, personality, and schooling
do not differ, those with high test scores are worth somewhat more to
employers who hire, fire, and pay them. This may be because they are
more productive or because employers prefer workers with high scores
for noneconomic reasons and are willing to pay modest amounts to in-
dulge this prejudice.

This chapter is divided into six sections. The first section describes
the relative importance of different cognitive abilities and skills and
describes the tests used in the later sections. Section 2 looks at changes
in the relationship between ability and adult success when ability is
measured at different ages, while section 3 examines historical trends in
the association between test scores and success. Section 4 estimates the
effect of adolescent cognitive skills on education with family background
controlled and analyzes some of the mechanisms by which cognitive
skills affect educational attainment. Sections 5 and 6 investigate the ef-
fects of adolescent cognitive skills on occupational status and earnings.
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1. THE RELATIVE IMPORTANCE OF DIFFERENT SKILLS

Project Talent is the only national sample that provides data on the
relationship of many different adolescent abilities to subsequent edu-
cation, occupation, and earnings. Talent gave a two-day battery of 60
tests to high school students in 1960. The Talent tests covered a wide
range of information and skills. Our data come from 839 male Talent
students who were tested in eleventh grade. Talent ascertained their
education, occupation, and earnings in September 1972, when they were
about 28 years old.

One problem is how to classify these tests. One common approach is to
assume that if two tests are highly correlated they measure similar abil-
ities. But this is not necessarily so. Knowledge of Latin and knowledge of
geometry have no logical relationship to one another, for example, yet
because of the way American high schools are organized, students who
have studied Latin are also likely to have studied geometry. As a result,
knowledge of the two subjects is likely to be highly correlated, at least
among American high school seniors. Rather than grouping tests on the
basis of their intercorrelations, we therefore began by grouping them on
the basis of what they purported to measure.

We divided the tests into four a priori categories: academic subjects,
nonacademic subjects, aptitude and ability, and rote memory. The classi-
fication is based on the subject matter of the tests. It is not meant to
suggest that performance on the “academic subject matter” tests is in-
dependent of ability or rote memory, or even that the “aptitude and
ability” tests measure aptitude better than other tests. Nor is the “aptitude
and ability” label meant to imply that either of these tests measure stable
traits or that a student’s performance on these tests is unaffected by the
kind of school he attends or by kinds of formal instruction he gets. A test
of “reading comprehension,” for example, presumably measures a student’s
ability to read and understand English prose. Most students acquire this
ability in school and lose it if they do not use it. To call it an “ability” is
not to say that its development depends on factors that are fundamentally
different from the factors affecting, say, knowledge of English literature.

Table 4.1 shows correlations between thirty different Talent tests and
later success. Information in academic areas predicts success better than
information in nonacademic areas, but the differences are not large. The
differences disappear almost entirely when the correlations are corrected
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for unreliability.® As we shall see, students who are informed in academic
areas tend to be informed in nonacademic ones as well. But the correla-
tion between academic and nonacademic performance is far from perfect.

The aptitude and ability tests differ considerably in their prediction
of success. The reading comprehension and vocabulary tests correlate as
highly with success as any academic subjects. But skills like table read-
ing, clerical checking, and object inspection, in which schools seem to
have little interest, have almost no correlation with success.

Tests like “memory for sentences” and “memory for words” have some-
times been considered measures of an individual’s “learning quotient.” ®
But rote memory does not predict later success at all well, even after
correction for attenuation. This suggests that a student’s “learning quo-
tient” is of little economic importance. Insofar as these tests measure
rote memory, the small correlations with educational attainment are also
hard to reconcile with critiques of schooling that claim schools only
reward rote memory.

In order to get a better sense of the relative importance of the Talent
tests, we factor analyzed the tests covering academic subjects and used
the first principal component as an index of academic ability. We did
the same thing for tests that had a “verbal” label, a “quantitative” label,
and a label stressing rote memory. The first principal components account
for between 63.0 and 76.4 percent of the variance in these four groups
of tests. Part of the variance that is not explained by the first principal
components is due to random measurement error. In order to estimate
the percent of stable nonerror variance explained by the factors, we
corrected the correlations for test reliability and recomputed each
factor analysis. When this is done, each of the four factors explains 8o
to 95 percent of the stable nonerror variance in the tests used to construct
it. The four factors therefore seem to capture the skills measured by
these thirty tests quite adequately.}

The academic ability factor explains 34.2 percent of the variance in

® Computed as russ = 1ys/ (140 )%, where rus. is the corrected correlation between test
performance and success, rqs is the observed correlation, and rq, is the estimate of re-
liability in table 4.1. We did not attempt to correct the measures of success for
measurement error.

t “Memory for sentences” and “memory for words” together explain only 7.2 per-
cent of the variance in Talent respondents’ average grades in English, history and
social studies, math, science, and foreign language courses.

1 We corrected the correlations by assuming raisaex= ryugs/ (Yqraireze)?, where raisqes
is the corrected correlation between the two tests, rqqe is the observed correlation, and
o and re are the reliabilities for the two tests. The reliabilities were taken from
table 4.1. We corrected the diagonal elements of each correlation matrix by inserting
the test reliabilities. This obviously introduces some random error, since the reliabilities
were not estimated from the present sample. Table A4.1 summarizes our results.
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education. In a multiple regression equation that weights the thirty
separate tests so as to maximize their capacity to predict education, in-
stead of weighting them on the basis of their correlations with one
another, they explain 37.1 percent of the variance in education. This
suggests that the first principal component is a fairly good proxy for the
separate tests. The analogous figures are 24.0 vs. 27.0 percent for oc-
cupational status, 4.4 vs. 4.8 percent for hourly earnings, and 4.2 vs. 5.1
percent for In hourly earnings. No single test predicts success quite this
well. This suggests that the tests typically used in survey research some-
what underestimate the relationship between test performance and adult
status.

The academic ability factor predicts men’s education, occupation, and
earnings better than do any of the other tests, factors, or composites.
Verbal and quantitative factors are next in importance. There is no strik-
ing evidence that one is more important than the other.* Rote-memory
tests are again the least important predictors of later success. Talent
also computed a priori academic, verbal, and quantitative composites.
The correlations of these composites with success are similar to the cor-
relations of the analogous factors with success.

The academic, verbal, and quantitative factors have an average inter-
correlation of 0.915. Rote memory correlates poorly with these abilities
and with later success. In general, tests that do not correlate well with
each other do not predict economic success very well. Such tests also
measure traits in which schools take little formal interest.” These results
suggest that academic, verbal, and quantitative ability predict educa-
tional and economic success better than other kinds of information or
cognitive skills. Academic, verbal, and quantitative skills are highly cor-
related. Common sense suggests, however, that they are quite different.
Having a large vocabulary is different from being able to solve quadratic
equations. The three kinds of tests presumably correlate because they
have common causes. They also seem to have similar effects, at least
on economic success. For studies of stratification, then, they are inter-
changeable.

Our findings suggest that academic ability is largely but not entirely
one-dimensional, at least for the purpose of predicting life chances.
“Nonacademic” tests seem to predict success only insofar as they corre-
late with academic tests. This does not mean that all academic skills are
the same, or that they all correlate equally well with all outcomes that
one might conceivably measure. It means only that their effects on
socioeconomic status are similar. This is probably because they share
common causes.

91



WHO GETS AHEAD?

We also investigated nonlinearities in the relationship of test scores
to success. We regressed education, occupation, hourly earnings, and
In hourly earnings on each of the thirty tests in table 4.1 and then added
a test score? term to each regression. The test score? term had different
signs with different tests and outcomes. It only increased R2 by more
than o.02 for “table reading” and “clerical checking.” Unlike the other
twenty-eight tests, these two tests had seriously skewed distributions.
We conclude that test scores’ nonlinear effects on life chances are not
important so long as the original scores are more or less symmetrically
distributed. This conclusion could be wrong if the test score distributions
are truncated and mask nonlinearities at the very top or bottom of the
ability distribution. Since our Talent sample includes only those who
reached eleventh grade, it cannot tell us much about the effects of
very low scores. Eliminating such men led us to expect some positive
skew in the Talent distributions. However, about two-thirds of the tests
show both negative skewness and kurtosis. The degree of nonnormality
is seldom large, although it reaches statistical significance in some
instances.

The fact that two-thirds of the Talent tests have negatively skewed
distributions suggests that ceiling effects may have truncated the upper
end of some distributions. Very few individuals got every item right,
however. This suggests that ceiling effects were not produced by a ceil-
ing on the number of items students could possibly get correct. Rather,
the tests must have contained enough very difficult items to impose an
artificial ceiling above which even the most clever students seldom rose.
Jencks and Brown (1975) reached a similar conclusion from their exam-
ination of longitudinal changes between ninth and twelfth grade for
the Talent tests.

Deviations from normality therefore do not appear to be substantial
for most Talent tests and probably can be traced to the joint effects of
sample restrictions and ceiling effects. But because the range of all dis-
tributions is restricted at the lower end, and some may be restricted at
the upper end, the conclusion that nonlinearities are small must be
tentative.

In the analyses that follow we will use data from nine longitudinal
surveys to look at the effects of test performance. Table 4.2 describes
the surveys and some of their characteristics. The surveys used seven
tests, all but one of which were administered to groups rather than
individually. Five were administered to adolescents. Adolescents taking
a given test were all enrolled in the same grade. Two of the tests were
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administered to adults with different amounts of formal education. The
tests are as follows.

1. The Project Talent Academic Composite. This measure is the un-
equally weighted sum of a respondent’s correct answers on tests of
“vocabulary,” “reading comprehension,” “mathematics,” “English,” “ab-
stract reasoning,” and “creativity.” Talent based its weighting scheme
on a priori reasoning, not factor analysis, and this lowered the com-
posite’s predictive power slightly.® It would have been better to use
the principal component of the academic ability tests, but this was not
available when we initiated the analyses that follow. Since the a priori
composite and the principal component correlate 0.95, the difference is
minor. Scores on the Academic Composite have a roughly normal dis-
tribution. We rescaled them to a mean of 100 and a standard deviation
of 15 for those who reached eleventh grade. The Talent staff estimates
the reliability of this composite as greater than o0.97.

2. The Henmon-Nelson Test of Mental Ability. This test was given
to Wisconsin eleventh graders in Sewell and Hauser’s sample. The scores
are standardized to a mean of 100 and a standard deviation of 15 for
all Wisconsin high school juniors. Hauser estimates the reliability of this
test to be between 0.92 and 0.95.7

3. The EEO Test of Academic Aptitude. This twenty-item test gives
approximately equal weight to vocabulary and arithmetic reasoning.
The test was designed for maximum discrimination between the sixth
and eighth deciles of an unselected twelfth-grade population. Conse-
quently, the mean was only 7.81 for the tenth graders in the EEO sample.
Stice and Ekstrom (1964:10) estimate the reliability at 0.82 for a twelfth-
grade sample. Unlike Alexander, Eckland, and Griffin (1975), we stan-
dardized the test to a mean of 100 and standard deviation of 15.

4. The Terman or Otis Intelligence Test. One or the other of these
tests is available for all Kalamazoo sixth graders. They are primarily
verbal rather than quantitative in character, and they consist of multiple-
choice items. The two tests were not standardized to the same mean and
variance. Olneck equalized the means, but not the variances, in his
Kalamazoo sample. The two tests’ correlations with other variables are
similar. Their reported reliabilities range from 0.85 to 0.97. Both tests
correlated 0.85 with overall scores on the Metropolitan Achievement
Test in tenth grade in the Kalamazoo sample 