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1 Introduction

In addition to being studied by life scientists, learning is studied by engineers and computer scientists interested in developing useful devices and programs. The study of synthetic learning has produced an extensive collection of methods and mathematical theories pertaining to such tasks as pattern classification, prediction, and the adaptive control of dynamical systems. Within these theories learning is usually formulated as a search conducted in an abstractly defined space, and a large collection of mathematical concepts can be brought to bear on the problems of understanding and designing procedures, or algorithms, for enabling a device or program to improve its performance over time. What is the nature of the correspondence, if there is any, between the behavior of an animal in a classical conditioning experiment and the mathematical theories and computational procedures developed for synthetic learning? Is this behavior trivial from a computational perspective, or is it complex and subtle? The answers to these questions that we attempt to justify in this chapter are that the behavior observed in classical conditioning experiments is far from computationally trivial; its strongest ties are to mathematical theories and computational procedures that are exceedingly useful in practice and surprisingly complex. By relating the behavior of an animal undergoing classical conditioning to perspectives developed for understanding synthetic learning systems, we hope to provide a framework that may lead to increased understanding of animal behavior and to novel computational procedures for practical tasks.

Our analysis is based on the temporal-difference (TD) model of classical conditioning described by Sutton and Barto in chapter 12 of the present
volume and in their 1987 paper. In this chapter we view the TD model as a computational method that can be useful in solving engineering problems. Sutton (1988) has shown how computational methods making use of "temporal differences," including the TD model of conditioning, are useful for adaptive prediction, and other publications illustrate how TD methods can be used as components of synthetic learning systems (Anderson 1987; Barto et al. 1983; Sutton 1984). Here, we restrict our attention to a slightly simplified version of the TD model, which we call the TD procedure. We show how the TD procedure is related to theoretical principles which serve both to explain the operation of TD methods and to connect them to existing theories of prediction, control, and learning. Some of the observations we make are further elaborated in Sutton 1988 and in Watkins 1989, and some of the connections to existing theory were previously described in Werbos 1977 and in Werbos 1987.

We show how a TD method can be understood as the synthesis of concepts from two existing theoretical frameworks: the theory of stochastic dynamic programming, which addresses sequential decision tasks in which both short-term and long-term consequences of decisions must be considered, and the theory of parameter estimation, which provides the appropriate context for studying learning rules in the form of equations for updating associative strengths in behavioral models, or connection weights in connectionist networks. Although a clear explanation of how the relevant theoretical ideas fit together requires a certain amount of mathematical notation, it is not our purpose to present a mathematically rigorous account of these ideas, and there are many issues that we do not pursue very deeply or do not discuss at all. Our goals are to explain the main ideas clearly and to provide some access to the large body of relevant theoretical literature.¹

¹ Drawing precise parallels between behavioral models and computational procedures facilitates the exchange of ideas between researchers studying natural learning and those studying synthetic learning. Sutton and Barto (1981) pointed out that the Rescorla-Wagner (1972) model of classical conditioning is identical (with some minor caveats) to the equation presented by Widrow and Hoff (1960) as a procedure for approximating solutions of systems of linear equations. As a behavioral model, this equation provides a remarkably simple account of a range of stimulus context effects in classical conditioning; as a computational procedure, it has proved exceedingly useful in technological applications, where it is called the LMS (least mean squares) algorithm. This and closely related algorithms are widely used in the fields of signal processing and pattern classification, and are playing a major role in the emerging field of connectionist modeling (Anderson and Rosenfeld 1988; Hinton and Anderson 1981; McClelland and Rumelhart 1986; Rumelhart and McClelland 1986). The connection
between the experimental and computational literatures due to the parallel
between the Rescorla-Wagner model and the LMS algorithm has allowed
a fruitful exchange between researchers having widely differing ranges of
expertise. In this chapter we hope to expand this basis for exchange by
extending the parallels pointed out in Sutton and Barto 1981. Within the
framework adopted here, the Rescorla-Wagner model—and hence also the
LMS algorithm—appears as a specialization of the TD procedure.

The relationship between the TD procedure and dynamic programming
outlined in this chapter also has the potential for fostering communication
between animal learning theorists and behavioral ecologists. Dynamic pro-
gramming has been used extensively in behavioral ecology for the analysis
of animal behavior (Krebs et al. 1978; Houston et al. 1988; Mangel and
Clark 1988). In these studies, dynamic programming is used to determine
decision strategies meeting certain definitions of optimality to which ani-
mal behavior is compared. Behavioral ecologists do not suggest that the
animals themselves perform dynamic programming—indeed, most of the
forms of behavior studied are regarded as innate, and dynamic program-
ming would appear to provide a poor model of learning. In a sense that will
be made clear below, dynamic programming methods work backward,
from the end of a decision task to its beginning, calculating information
pertinent to decision making at each stage on the basis of information
previously calculated from that stage to the task's end. As a result of this
back-to-front processing, it is difficult to see how dynamic programming
can be related to learning processes that operate in real time as a system
interacts with its environment. However, we show how the TD procedure
can accomplish much the same result as a dynamic programming method
by repeated forward passes through a decision task (that is, through re-
peated trials) instead of by explicit back-to-front computation. This rela-
tionship of the TD procedure to dynamic programming suggests a range
of research questions involving links between animal behavior in carefully
controlled learning experiments and the less restricted forms of behavior
studied by behavioral ecologists.

Sections 2 and 5 present the basic ideas of stochastic dynamic pro-
gramming. Section 2 describes, in both informal and mathematical terms, a
general class of tasks, known as stochastic sequential decision tasks, to which
the methods of stochastic dynamic programming apply; section 5 describes
some of these methods. This material is tutorial in nature and is based on
the formulation of Ross (1983). Section 6 is a tutorial on parameter estima-
tion based on the view taken in the field of adaptive control as described
by Goodwin and Sin (1984). Some of this material also appears in Barto (in
press). Section 7 shows how the TD procedure emerges as a synthesis of
the ideas from dynamic programming and parameter estimation covered in
the aforementioned sections. Here we also show how the TD procedure
can be used in conjunction with another procedure and applied to stochastic sequential decision tasks to produce an analogue of instrumental learning. The combination of these two procedures corresponds to the use of the "adaptive critic element" and the "associative search element" in the pole balancer of Barto et al. (1983). The framework of stochastic sequential-decision theory helps explain the interaction of these two procedures and suggests other learning methods for this and related tasks. We conclude with a discussion of what the theoretical basis of the TD procedure suggests about animal learning and of some directions that can be taken in extending this approach.

2. Sequential Decision Tasks

Animals face many situations in which they have to make sequences of actions to bring about circumstances favorable for their survival. We are interested in tasks in which the consequences of an action can emerge at a multitude of times after the action is taken, and we shall be concerned with strategies for selecting actions on the basis of both their short-term and their long-term consequences. Tasks of this kind can be formulated in terms of a dynamical system whose behavior unfolds over time under the influence of a decision maker's actions.

Modeling the behavior of such a system is greatly simplified by the concept of state. The state of a system at a particular time is a description of the condition of the system at that time that it is sufficient to determine all aspects of the future behavior of the system when combined with knowledge of the system's future input. Whatever happened to the system in the past that is relevant to its future behavior is summed up in its current state—future behavior does not depend on how the system arrived at its current state, a property sometimes called "path independence" of the system description. The concept of state is also useful in describing systems which operate according to probabilistic rules. In this case, the system state and future input determine the probabilities of all aspects of the future behavior of the system independently of how the state was reached. This is the Markov property of a stochastic dynamical system.

Consider a decision-making agent, which we simply call an agent, facing the following task: The agent interacts with a system in such a way that at the beginning of each of a series of discrete time periods it observes the system and is able to determine the system state at that time. On the basis of observed state, the agent performs an action, thereby causing the system to deliver to the agent a "payoff," which we think of as a number whose value depends on the system state, on the agent's action, and possibly on random disturbances. The system then makes a transition to a new state determined by its current state, by the agent's action, and possibly by
random disturbances. Upon observing the new state, the agent performs another action and receives another payoff, and the system changes state again. This cycle of state observation, action, payoff, and state change repeats for a sequence of time periods. The agent's task, described mathematically in section 4, is to select the actions that maximize the total, or cumulative, amount of payoff it receives over time. This is more difficult than merely trying to maximize each individual payoff. Some actions may be useful in producing a high immediate payoff, but these same actions may cause the system to enter states from which later high payoffs are unlikely or impossible. Hence, performing these actions would result in a smaller total amount of payoff than might be possible otherwise. Conversely, some actions that may produce low payoff in the short term are necessary to set the stage for greater payoff in the future. The agent's decision-making method must somehow account for both the short-term and the long-term consequences of actions.

The total amount of payoff received by the agent over many time periods depends on the number of time periods over which this total is determined, on the sequences of actions and states that occur over these time periods, and on the outcomes of whatever random factors influence the payoffs and the state transitions. The number of time periods over which the total amount of payoff is determined is called the horizon of the decision task. If the horizon is finite, the total amount of payoff is simply the sum of the individual payoffs received at each time period until the task's horizon is reached. If the horizon is infinite, however, this sum may not be finite—a difficulty that is remedied by introducing a discount factor that allows payoffs to be weighted according to when they occur. In this case, what we mean by the total amount of payoff over an infinite number of time periods is a weighted sum of the infinite number of individual payoffs received, where the weights decrease with increasing temporal remoteness of the payoffs (we define this precisely in section 4). If the discount factor is chosen appropriately, then this weighted sum will always have a finite value despite its dependence on an infinite number of payoffs. In chapter 12, Sutton and Barto refer to this as imminence weighting. In this chapter, we restrict our attention to infinite-horizon tasks where a discount factor is used in determining the relevant measure of the total amount of payoff.

Describing a decision task in terms of system states permits one to make a relatively simple statement of how action and state sequences determine the total amount of payoff an agent receives. Suppose the agent uses a rule to select action depending on system state. This rule, called the agent's decision policy, or simply its policy, associates an action with each system state. The agent's action upon observing a state is the action associated with that state by the policy. If no random factors are involved in the task,
then the sequences of actions and states depend only on the agent’s policy and on the system at the beginning of the task (i.e., the task’s initial state). Consequently, the total amount of payoff received until the task’s horizon is reached (where the total amount is determined by discounting if the task has an infinite horizon) also depends only on the agent’s policy and on the task’s initial state. By a policy’s return for a given system state we mean the total amount of payoff the agent receives until the task’s horizon is reached, assuming that the task’s initial state is the given state and the agent uses the given policy. For infinite-horizon tasks where a discount factor is used, a policy’s return for a state is the weighted sum (where the weights depend on the discount factor) of the payoffs the agent would receive over an infinite number of time periods for the given initial state if the agent were to use the given policy to select an infinite sequence of actions. Thus, when no random factors are involved in a sequential decision task, the payoff for a system state depends on a single action of the agent, but the return for a state depends on the consequences of the agent’s decisions as specified by its policy for the duration of the task.

When a decision task involves random factors, a policy’s return for each system state is a random variable. In this case, one can define the expected return for each policy and system state. For the infinite-horizon case with discounting, which is our concern here, the expected return for a policy and a system state is the mathematical expectation, or mean, of the random variable giving the return for that policy and state. The expected return depends on the distribution functions of all the random factors influencing the task and can be thought of as the average of an infinite number of instances of the decision task, where the agent uses the same policy and the system starts in the same initial state in each instance. As formulated here, the objective of a sequential decision task is defined in terms of expected return: The objective is to find a policy that maximizes the expected return for all possible initial system states. Such a policy is called an optimal policy.

Although we discuss tasks requiring maximizing expected return, this class includes as special cases tasks in which the objective is to obtain any payoff at all. For example, suppose that for all but one system state the payoffs received by the agent are zero no matter what action the agent selects. Also suppose that the task ends when a nonzero payoff is obtained. One can think of the state from which nonzero payoff is available as the goal state. In this case, a policy’s return for each initial state is zero unless its use by the agent brings about the goal state. Hence, in this case, selecting actions to maximize return is the same as selecting actions that cause the system to enter the goal state. If a discount factor is used, it turns out that the return is maximized by selecting actions that bring about the goal state in the fewest time periods. Tasks such as this, in which the objective is to reach a designated goal, are included in the theory we
describe, and the example used throughout this chapter is an instance of this type of task.

There are numerous examples of sequential decision tasks, many of which have great practical significance. The task of finding the least costly route from one place to another is perhaps the most generic example. Choice points along a route correspond to the states of the system, actions determine what place is reached next, and the magnitude of the payoff received in response to an action is inversely related to the cost of the path traveled (so that by maximizing the total amount of payoff, one minimizes the total cost of the path). More complex tasks involving resource allocation, investment, gambling, and foraging for food are also examples of sequential decision tasks. Most of the planning and problem-solving tasks studied by artificial intelligence researchers are sequential decision tasks. Other examples are studied by control engineers, such as the problem of placing a spacecraft into a desired orbit using the least amount of fuel. In some sequential decision tasks, the distinction between the agent and the system underlying the decision task may not be as clear-cut as our discussion would lead one to believe. For example, in a foraging model in behavioral ecology, the state of the system may be the forager's energy reserves (Mangel and Clark 1988), a quantity apparently describing an aspect of the agent itself instead an external system. It can be misleading to identify an agent with an entire organism.

We use a simple route-finding task to illustrate the concepts and methods described in this chapter. This is merely an example; these concepts and methods are applicable to tasks that are much more complex.

Example
Figure 1 shows a grid representing a region of space. Each intersection of the grid lines is a "location," and the region contains a C-shaped barrier and a goal location. For the 8-by-12 grid shown, there are 96 locations. Two locations are adjacent if they are connected by a grid line that does not pass through any other locations. A path is a set of line segments tracing a route through the region, where each segment connects two adjacent locations in the region. The length of a path is the number of distinct line segments it contains. The task we consider is to find, for each location, a path to the goal that begins at the given location, does not cross the barrier, and has the smallest possible length. Each such shortest path is an optimal path.

We can formulate this task as a sequential decision task by considering an agent that can move from its current location to an adjacent location in each time period. The spatial environment defines the system underlying the decision task. For each time period, the state of the system is the current location of the agent, and the state at the next time period—the new location of the agent—is determined by the the current location of the
agent and by the action chosen. We let the agent choose any one of the four actions North (N), South (S), East (E), and West (W) at each time period. The effect of an action depends on the current system state, i.e., the current location of the agent. For most locations, the action causes the agent to move to the location adjacent to its current location in the direction indicated by the action. However, for locations from which a move is blocked by a barrier or would take the agent out of bounds, the effect of any “disallowed” action is to leave the agent’s location unchanged. If the agent is located at the goal, it stays there no matter what action it performs. Thus, the set of actions available to the agent is always the same, but actions can have differing consequences depending on the agent’s locations.³

A policy, in this example, is a rule that assigns an action to each location. One could think of a policy as one of the many possible patterns of placing at each location a signpost (indicating N, S, E, or W) which the agent is compelled to follow. The objective of the task is to form a policy (i.e., to place a pattern of 96 signposts) that directs the agent from each location to the goal in the fewest possible time periods—that is, that directs the agent along an optimal path. To formulate this as the problem of finding a policy that maximizes expected return, we effectively punish the agent every time period in which it is not at the goal. The agent always receives a payoff of −1 unless the agent is located at the goal, in which case it receives a payoff of 0 for any action. Therefore, the sum of payoffs over a path from a starting location to the goal, i.e., the return produced over the path, is the negative of the number of time periods taken to reach the goal (assuming no discounting). Selecting actions to maximize return therefore minimizes the number of time periods taken to reach the goal. An optimal policy directs the agent along an optimal path from each location.
In what follows, we discuss several versions of this task that differ in terms of the amount of knowledge we assume for the agent. Although all these tasks are relatively easy instances of the tasks encompassed by the theory, some of the sources of additional complexity can be appreciated clearly by means of the route-finding example. For example, the payoff received for a move need not always be $-1$ but can instead reflect the distance of a path, or the degree of difficulty encountered in traversing it. Additionally, the payoffs and the state transitions need not be deterministic. Actions may only influence the probabilities that specific places are reached. Finally, additional complexity, which we do not address at all in what follows, occurs if the agent does not have access to complete state information—a situation that would appear in the route-finding example when the agent is unable to distinguish all possible locations.

Before discussing solution methods for sequential decision tasks, we make several observations about the theoretical framework implied by this class of tasks. All these observations are reminders that it can be misleading to take the abstractions involved in this framework too literally.

- **Discrete time.** What do the discrete time periods of a decision task mean in terms of real time? In the kinds of discrete-time models to which we restrict our attention, these time periods are called *time steps* and are merely *computational instants* that may correspond to instants of real time separated by some interval, or to separate collections of events (such as trials). In modeling conditioning behavior, for example, a time step may represent some small interval of real time, as in the TD model presented by Sutton and Barto in this volume. Alternatively, each time step might be an entire conditioning trial, as in a trial-level model such as that of Rescorla and Wagner (1972). In the discussion to follow, a time step merely refers to a time period of an abstract sequential decision task.

- **Receiving payoff.** The framework described above is sometimes interpreted to mean that payoffs are delivered to the agent as if there were a single sensory pathway dedicated to this function. If one identifies the agent with an entire animal (which can be misleading, as we emphasized above), this view suggests that an animal has a single sensory input dedicated to the function of receiving all primary reinforcement, which is obviously not the case. It is better to think of the payoff at each time period as a concise way of summarizing the affective significance of the immediate consequences of performing an action. Because the immediate payoff and the system’s next state are both functions of the current action and the system’s current state, it is a special case to regard each payoff simply as a function of the system’s current state. One can think of this function as being computed by the agent itself and not by the system underlying the decision task.
• Complete state information. The assumption is made that at each time step a complete description of the state of the system underlying the task is available to the agent. Clearly, this is a strong assumption. Although the consequences of weakening this assumption are theoretically significant and relevant to the study of natural learning, they are complex and beyond the scope of the present chapter. However, it is important to keep in mind the following two observations. First, one need not think of the current system state as something that must be read directly from the agent's sense organs. More generally, the state of the system can be provided through the aid of complex world models and memories of past sensations and behavior. The theory requires the availability of state information, but it is not sensitive to how this information is obtained. Second, knowing the current state of the system underlying a decision task is not the same as knowing beforehand how the system will behave in response to actions; that is, it is not the same as having an accurate model of the decision task.

• Optimality. The objective of a decision task considered here is to find an optimal decision policy—a policy that maximizes the expectation of the discounted sum of future payoffs. Some theories of animal behavior invoking optimality principles are "molar" optimality theories which propose that behavior can be understood in terms of optimization, but they do not specify mechanistic computational procedures by which the conditions of optimality can be achieved. "Molecular" optimization theories, on the other hand, specify procedures that operate from moment to moment but which only approximate optimal solutions in most tasks (see, for example, Rachlin et al. 1981 and Staddon 1980). Although here it is not our goal to provide a theory of animal behavior, we can describe the kind of theory with which the perspective taken in this chapter is consistent. The framework of sequential decision theory adopted here provides a molar view of behavior involving a specific optimality criterion, and the temporal-difference and policy-adjustment procedures we describe provide molecular accounts of how optimal behavior might be approximated. Because these procedures usually only approximate optimal policies, they do not imply that optimal behavior will be achieved. The performance of these procedures in specific decision tasks depends on the specification of many details, such as the manner of representing system states. Choices made in specifying these details strongly influence the degree of optimality achievable.

3 Solving Sequential Decision Tasks

Because so many problems of practical interest can be formulated as sequential decision tasks, there is an extensive literature devoted to the study of solution methods for this type of task, the large majority of which
require the agent to have a complete model of the decision task. Even if one has a complete model of the decision task, which means knowing all the state-transition and payoff probabilities of the system underlying the task, determining the best policy can require an extremely large amount of computation because it effectively requires a search through the set of all possible state sequences generated by all possible sequences of actions. Except for very specialized tasks in which analytical methods can be used instead of search, the required amount of computation increases so rapidly with increases in a task's size (as determined by its horizon, its number of states, and its number of actions) that it is not feasible to perform this search for large tasks. Dynamic programming, a term introduced by R. E. Bellman (1957), consists of particular methods for organizing the search under the assumption that a complete model of the decision task is available. Although these methods are much more efficient than explicit exhaustive search of all possible state sequences, the amount of computation still grows so rapidly with the size of the task that large tasks remain intractable. Search methods specialized to take advantage of specific kinds of "heuristic" knowledge can be applied to some types of larger tasks, but these methods also require a complete model of the decision tasks and can still require prohibitive amounts of computation.

Methods for estimating optimal policies in the absence of a complete model of the decision task are known as adaptive or learning methods. Because the most difficult aspect of applying dynamic programming is often the accurate modeling of the decision task, adaptive methods have great practical importance. In addition, if an adaptive method can improve a decision policy sufficiently rapidly, the amount of computation required may be less than would be required by an explicit solution via dynamic programming. How can an optimal policy be constructed when a complete model of the decision task is not available? Instead of being able to generate a solution by manipulating a task model, it is necessary to learn about the system underlying the task while interacting with it. Two general approaches are possible. The one that has been much more widely studied is the model-based approach, which requires constructing a model of the decision task in the form of estimates of state-transition and payoff probabilities. These probabilities can be estimated by keeping track of the frequencies with which the various state transitions and payoffs occur while interacting with the system underlying the decision task. Assuming that these estimates constitute an accurate model of the decision task, one can then apply a computational technique for finding an optimal policy, such as a dynamic programming technique, which requires an accurate model of the decision task.

In this chapter our concern is with other approaches to learning how to solve sequential decision tasks, which we call direct approaches. Instead of
learning a model of the decision task (that is, instead of estimating state-transition and payoff probabilities), a direct method adjusts the policy as a result of its observed consequences. Actions cannot be evaluated unless they are actually performed. The agent has to try out a variety of decisions, observe their consequences, and adjust its policy in order to improve performance. We call this process reinforcement learning after Mendel and McLaren (1970), who describe its relevance to adaptive control. To facilitate the direct learning of a policy, it is possible to adaptively improve the criteria for evaluating actions so that the long-term consequences of actions become reflected in evaluations that are available immediately after an action is performed. The TD procedure is a method for accomplishing this.

In terms of theories of animal learning, a policy is a stimulus-response (S-R) rule, and the payoffs delivered to the agent at each stage of the decision task correspond to primary reinforcement. The TD procedure provides a gradient of secondary reinforcement by anticipating events that provide primary reinforcement. According to this view, secondary reinforcement is defined in terms of estimates of the expected sum of future primary reinforcement (possibly discounted). In subsection 7.2 we describe a direct method for adjusting policies on the basis of primary and secondary reinforcement, but it is not our aim to propose this method as a model of animal learning in instrumental tasks. Such learning probably involves more than can be accounted for by this kind of S-R model (see, for example, Dickinson 1980 and Rescorla 1987). Combining the TD procedure with model-based methods may provide a more satisfactory account of animal behavior in instrumental conditioning tasks. Watkins (1989) discusses some of the issues that arise in combining direct and model-based learning methods.

4 Mathematical Framework

4.1 Systems and Policies
We assume that the system underlying the decision task is a discrete-time dynamical system with a finite set of states, X. At any time step \( t = 0, 1, 2, \ldots \), the system can be in a state \( x \in X \). After observing the system state at time step \( t \), the agent selects (and performs) an action from a finite set, \( A \), of possible actions. Suppose that at time step \( t \), the agent observes state \( x \) and selects action \( a \). Then, independent of its history, the system makes a transition from state \( x \) to state \( y \) with a probability that depends on the action \( a \). We denote this probability \( P_x(a) \). When this state transition occurs, the agent receives a payoff, denoted \( r \), which is determined randomly in a manner depending on \( x \) and \( a \). This sequence of events repeats for an indefinite number of time steps. Because we shall be concerned only
with the expectation of the total amount of payoff accumulated over time, it is not necessary to specify the details of the probabilistic process by which a payoff depends on states and actions. It suffices to specify only how the expected value of a payoff depends on actions and states. We let $R(x, a)$ denote the expected value of a payoff received as a consequence of performing action $a$ when observing state $x$. We assume that the payoff whose expected value depends on the system's state and on the agent's action at time step $t$ is received by the agent at the next time step: $t + 1$. Although this formalism can be modified to let the set of actions available to the agent depend on the system's state, for simplicity we have chosen to let the set of actions, $A$, be the same for each state.

The objective of the decision task is to find a policy for selecting actions that is optimal in some well-defined sense. In general, the action specified by the agent's policy at a time step can depend on the entire history of the system. Here we restrict attention to stationary policies, which specify actions entirely on the basis of the current state of the system. A stationary policy can be represented by a mapping, denoted $\pi$, that assigns an action to each state. The action specified by policy $\pi$ when the system is in state $x$ is denoted $\pi(x)$. For the route-finding example, a policy specifies what direction to move from any location. In subsection 7.2, we consider policies that specify actions probabilistically based on the current state of the system.

Letting $x_t$ denote the system state at time step $t$, if the agent is using policy $\pi$ then the action it takes at step $t$ is $a_t = \pi(x_t)$. The system state changes according to

$$
\text{Prob}\{x_{t+1} = y | x_0, a_0, x_1, a_1, \ldots, x_t = x, a_t = a\}
= \text{Prob}\{x_{t+1} = y | x_t = x, a_t = a\} = P_{xy}(a).
$$

Letting $r_{t+1}$ denote the payoff received by the agent at time step $t + 1$, we have

$$
E[r_{t+1} | x_t, a_t] = R(x_t, a_t),
$$

(1)

where $E$ indicates expected value. Figure 2 illustrates this formulation by showing when the relevant quantities are available to the agent, how they change over time, and on what information they depend. Because we assume the policy $\pi$ is stationary, the sequence of states forms a Markov chain with transition probabilities $P_{xy} = P_{xy}(\pi(x))$. For this reason, decision tasks of this kind are called Markov decision tasks.

For the route-finding example, the state set, $X$, consists of the 96 different locations, one of which is the goal; the action set, $A$, is $\{N, S, E, W\}$; $R(x, a) = -1$ for all states $x$ and actions $a$, except for the goal state, $g$, for which $R(g, a) = 0$ for all actions $a$. Because the system in this example is
Figure 2
How the state, the action, and the payoffs change over time in a sequential decision task. The computation of the action, the state, and the payoff are shown for three successive time steps. The squares labeled \( \pi \), \( P \), and \( R \) respectively represent the decision policy, the state-transition computation, and the payoff computation. The stochastic aspects of the system are illustrated as disturbances influencing the latter two computations. In "spacetime" diagrams of this type, several of which appear below, the quantities between two bold vertical lines are labeled with the same time subscript (exceptions to this which occur below are explained in the text). The repetition of a rectangle representing a system component indicates the same component viewed at different times.

deterministic, \( R(x, a) \) is the actual payoff received by the agent for performing action \( a \) in location \( x \), and the transition probabilities equal either 1 or 0: \( P_{y}(a) = 1 \) if action \( a \) moves the agent from location \( x \) to location \( y \), and is zero otherwise.

4.2 Return and Evaluation Function
It is now possible to define a policy's return, which for our purposes will be the infinite-horizon discounted return. Suppose an agent begins interacting with a system at time step \( t = 0 \) and is able to continue for an infinite number of time steps. Using discount factor \( \gamma \), the measure of the total amount of payoff that the agent will receive over this infinite time period is

\[
r_t + \gamma r_{t+1} + \gamma^2 r_{t+2} + \cdots + \gamma^n r_{t+n} + \cdots.
\]

When \( 0 < \gamma < 1 \), the powers of \( \gamma \) weighting the payoffs form a decreasing sequence so that later payoffs are weighted less than earlier ones, with payoffs in the far distant future contributing negligibly to the return. If \( \gamma = 0 \), the sum in expression 2 is simply the immediate payoff, \( r_t \), due to the first action, \( a_0 \); if \( \gamma = 1 \), it is the sum of all the payoffs received and it generally is not finite. The discount factor adjusts the degree to which the long-term consequences of actions must be accounted for in a decision task and influences the rate at which learning occurs. Although we do not
discuss the problem of determining what discount factor is appropriate for a particular application, it is clear that a value close to 1 is appropriate when there is a high degree of certainty about how the system will evolve over time. One would want to sacrifice short-term return only for long-term return that is highly certain. We also do not discuss procedures for dynamically adjusting $\gamma$ with experience, even though this would be useful in many applications.

In addition to depending on the system underlying the decision task, the initial system state, and the decision policy used by the agent, the sum given by expression 2 depends on unknown or random factors influencing the state transitions and the payoffs. The expected value of this sum over all possible decision tasks starting with initial state $x$ when the agent uses policy $\pi$ is

$$E_x \left[ \sum_{t=0}^{\infty} \gamma^t r_{t+1} \mid x_0 = x \right].$$

where $E_x$ indicates that the expected value is taken under the assumption that policy $\pi$ is used to select actions. We can think of this quantity as the value of a function, denoted $V^*$, assigning an expected return to each system state $x$:

$$V^*(x) = E_x \left[ \sum_{t=0}^{\infty} \gamma^t r_{t+1} \mid x_0 = x \right].$$

This function is the evaluation function for policy $\pi$. For each state $x$, $V^*(x)$ is the expected return over the infinite number of time steps beginning at $t = 0$ under the conditions that the system begins in state $x$ and the agent uses policy $\pi$, where it is understood that the discount factor, $\gamma$, has some specified value. We call $V^*(x)$ the evaluation of state $x$.

Because a system state has the property that the future behavior of the system does not depend on how or when the system arrives at a state, the evaluation of a state is in fact the expected return over an infinite number of time steps beginning whenever the system enters that state under the condition that the agent continues to use policy $\pi$ thereafter. The evaluation of a state is a prediction of the return that will accrue throughout the future whenever this state is encountered. If one can determine the evaluation of a state merely from observing the system when it is in that state, then this prediction is effectively available immediately when the system enters that state, even though the prediction contains information about the entire future.

For the route-finding example, the evaluation of location $x$ for policy $\pi$ depends on the expected number of time steps the agent takes to reach the goal from location $x$ using policy $\pi$. If $\pi$ always brings the agent to the goal
in, say, \( n \) time steps from a location \( x \), then

\[
V^*(x) = -1 - \gamma - \gamma^2 - \cdots - \gamma^{n-1}.
\]

The series has \( n \) terms because the payoff is 0 for all time steps after the goal is reached. When \( \gamma = 1 \), this series sums to \(-n\), and as \( \gamma \) decreases, the sum becomes less negative, approaching \(-1\) as \( \gamma \) approaches 0. The evaluation of the goal, \( V^*(g) \), is 0 for any policy. In this task, because a location’s evaluation is directly related (depending on \( \gamma \)) to the negative of the number of time steps to the goal, the larger a location’s evaluation for policy \( \pi \), the fewer time steps are required to move from it to the goal using \( \pi \). If \( \pi \) does not generate a path from \( x \) to the goal in any finite number of steps, which can happen if \( \pi \) produces a looped path, then

\[
V^*(x) = -\sum_{t=0}^{\infty} \gamma^t,
\]

which converges to

\[
-1/(1 - \gamma) \leq -1
\]

if \( 0 \leq \gamma < 1 \).

### 4.3 Optimality

Let \( \pi \) and \( \pi' \) be any two policies. Policy \( \pi' \) is an improvement over policy \( \pi \) if the expected return for \( \pi' \) is no smaller than that for \( \pi \) for any state, and is larger for at least one state. More precisely, \( \pi' \) is an improvement over \( \pi \) if \( V^*(x) \geq V^*(x) \) for all states \( x \), with strict inequality holding for at least one state. A policy is an optimal policy, which we denote \( \pi^* \), if no policy is an improvement over it. Because the optimality of policies depends on the discount factor, technically we should refer to \( \gamma \)-optimal policies. As \( \gamma \) changes, different policies become optimal because a policy best for short-term versions of a task will generally not be best for long-term versions. However, for simplicity, we omit reference to \( \gamma \) if no confusion is likely to result, and we assume that whenever policies are compared they are compared according to expected returns defined for the same \( \gamma \). In the route-finding example, recalling that a location’s evaluation is directly related to the negative of the number of time steps to the goal, an optimal policy takes the agent from any location to the goal in the fewest possible time steps.

There can be many optimal policies for a given decision task. For example, in the route-finding illustration, there are several different ways to move from most locations to the goal in the minimum number of time steps. However, the evaluation functions for any two optimal policies must be identical. In the route-finding example, this corresponds to the simple observation that all the minimum-time paths from any location to the goal
must be traversable in the same number of time steps. We can therefore define the unique \textit{optimal evaluation function} (which we denote $V^*$) for a given decision task as the evaluation function for any optimal policy. For any optimal policy $\pi^*$,

$$V^*(x) = V^*(\pi^*)$$

for all states $x$. An agent using an optimal policy will maximize the expected return from any system state. The object of a sequential decision task is to find one of the optimal policies.

5 \textit{Stochastic Dynamic Programming}

The definition of the evaluation function for a given policy given by equation 4 does not immediately suggest how the values of this function can be computed. For policy $\pi$, the evaluation of a state depends on \textit{all possible} state sequences that can occur when policy $\pi$ is used, and on the probabilities that these sequences occur. Even if one knows all the transition probabilities and the expected values of all payoffs, it is not immediately obvious how one can compute the evaluations of states. Similarly, it is not obvious how to determine the optimal evaluation function or an optimal policy. Stochastic dynamic programming provides methods for computing the evaluations of states, or for approximating their evaluations as closely as desired, as well as for approximating the optimal evaluation function and an optimal policy, under the assumption that one has an accurate model of the decision task. Having an accurate model of the decision task means knowing the payoff expectations, $R(x, a)$, and state-transition probabilities, $P_{xy}(a)$, for all states $x$ and $y$ and all actions $a$.

We first describe a dynamic programming method for finding the evaluations of states for a given policy, $\pi$, under the assumption that we have an accurate model of the decision task. Then we describe dynamic programming methods for finding the optimal evaluation function and an optimal policy, again assuming an accurate model of the decision task. Consequently, in this section we discuss the \textit{computation} of these various functions given that we have all the relevant knowledge about the decision task. These computational methods provide the background for understanding how these various functions can be \textit{learned} without assuming this kind of knowledge using the methods presented in subsections 7.1 and 7.2.

5.1 \textit{Computing State Evaluations for a Given Policy}

The evaluation of state $x$ for policy $\pi$, $V^*(x)$, gives the expected return if policy $\pi$ is used throughout an infinite-horizon decision task beginning in state $x$. One method for determining a state's evaluation is to approximate it as the evaluation for a finite-horizon version of the task with a horizon...
chosen large enough to produce an approximation of sufficient accuracy. As the horizon of this finite-horizon task increases, the approximation approaches the state's true evaluation. This is a simple method of successive approximations, although it can be computationally costly if there is a large number of states.

If the agent interacts with the system by using policy $\pi$ for some finite number of time steps, $n$, then we can consider the expected return for this finite-horizon task. This $n$-step expected return for state $x$, denoted $V^*_n(x)$, is the expected value of the sum of the first $n$ terms of expression 2. We call this the $n$-step evaluation of state $x$. The successive approximations method begins with $n = 1$. It is easy to find the one-step evaluation of state $x$, $V^*_1(x)$. This is the expected value of the payoff the agent will receive by using policy $\pi$ for one step starting in state $x$. According to the framework described in section 4, we know that the action the agent will make is determined by applying policy $\pi$ to the state $x$. This action is $a = \pi(x)$. We also know from equation 1 that the expected value of the payoff as a result of performing action $a$ from state $x$ is $R(x, a)$. Then we have

$$V^*_1(x) = R(x, a) = R(x, \pi(x)).$$

Applying this equation to all system states completely determines the one-step evaluation function, $V^*_1$, for policy $\pi$.

Suppose this has been accomplished so that $V^*_1$ is known, and now suppose that the agent faces the two-step task starting in state $x$. After the agent performs action $a = \pi(x)$, it receives payoff with expected value $R(x, a)$, and the next system state is $y$ with probability $P_{xy}(a)$. If we call the actual next state $y$, then the agent faces the one-step task from state $y$, and it already knows that the expected return for using policy $\pi$ for one step beginning in state $y$ is the one-step evaluation of $y$, $V^*_1(y)$. Thus, if the next system state is $y$, the two-step evaluation of $x$ (i.e., the two-step expected return for state $x$) will be the expected value of the immediate payoff, $R(x, a)$, plus the one-step evaluation, discounted by $\gamma$, of $y$, which is $\gamma V^*_1(y)$. However, in general, the transition to a next state, $y$, occurs with probability $P_{xy}(a)$. Thus, instead of using the one-step evaluation of the actual next state, one must use the expectation over all possible next states of the one-step evaluations of these states, which is

$$\sum_y P_{xy}(a) V^*_1(y).$$

We therefore have

$$V^*_2(x) = R(x, a) + \gamma \sum_{y \neq x} P_{xy}(a) V^*_1(y) \quad (5)$$
for all states \( x \), where \( a = \pi(x) \). In a similar manner we can determine \( V_3^* \) from \( V_2^* \), \( V_4^* \) from \( V_3^* \), and so on. The general rule for determining \( V_n^* \) in terms of \( V_{n-1}^* \) is a basic equation of stochastic dynamic programming:

\[
V_n^*(x) = R(x, \pi(x)) + \gamma \sum_{y \in X} P_{xy}(\pi(x)) V_{n-1}^*(y)
\]  

for all system states \( x \).

This iterative process for computing the evaluations of system states makes it clear why dynamic programming methods are said to proceed from a task's end to its beginning. Computing \( V_1^* \) can be viewed as considering the decision task when one step remains before the horizon is reached; computing \( V_2^* \) can be viewed as considering the decision task when two steps remain before the horizon is reached; and so on. For an infinite-horizon task, which is our major concern here, it turns out that the desired evaluation function is the unique limiting function generated by continued successive application of equation 6 (provided \( \gamma < 1 \)) and, further, this evaluation function is the unique function, \( V^* \), satisfying the following equation for each state \( x \):

\[
V^*(x) = R(x, \pi(x)) + \gamma \sum_{y \in X} P_{xy}(\pi(x)) V^*(y).
\]

In fact, the function \( V^* \) satisfying this equation is the unique limiting function generated by successive application of equation 6 beginning with an arbitrary real-valued function of system states, and not just with \( V_1^* \). Because of the discount factor, the influence of the initial function on \( V_n^* \) decreases with repeated applications of equation 6. However, choosing the initial function to be a good approximation of the desired evaluation function can considerably reduce the number of iterations required to achieve a given degree of accuracy, as can reducing \( \gamma \).

The successive application of equation 6 can be illustrated with the route-finding example. First, we know from the description of the task in section 2 that \( V_1^*(x) = -1 \) for all locations \( x \) except the goal, where it is 0. Now apply equation 6 with \( n = 2 \) to determine \( V_2^*(x) \) for each location \( x \). To do this, note that, because the task is deterministic, for any location \( x \), \( P_{xy}(\pi(x)) = 1 \) only for the one location \( y \) (say \( y = x' \)) that is always reached from \( x \) by performing action \( \pi(x) \). Therefore,

\[
\sum_y P_{xy}(\pi(x)) V_1^*(y) = V_1^*(x').
\]

So we need only consider in turn each location, \( x \), and its immediate sequel, \( x' \), determined by the action \( \pi(x) \). Applying equation 6 with \( n = 2 \), if neither \( x \) nor \( x' \) is the goal, \( g \), we have

\[
V_2^*(x) = -1 + \gamma \times (-1) = -1 - \gamma;
\]
if $x \neq g$ but $x' = g$, then
$$V_3^*(x) = -1 + \gamma \times 0 = -1;$$
and if $x = g$ then it must be that $x' = g$ and
$$V_3^*(x) = 0 + \gamma \times 0 = 0.$$
We can now apply equation 6 with $n = 3$ to each location to determine $V_3^*$. Again consider in turn each location, $x$, and its immediate sequel, $x'$, determined by the action $\pi(x)$. Applying equation 6 with $n = 3$, if neither $x$ nor $x'$ is the goal, we have
$$V_3^*(x) = -1 + \gamma \times (-1 - \gamma) = -1 - \gamma - \gamma^2;$$
if $x \neq g$ but $x' = g$, then
$$V_3^*(x) = -1 + \gamma \times 0 = -1;$$
and if $x = g$ then it must be that $x' = g$ and
$$V_3^*(x) = 0 + \gamma \times 0 = 0.$$
Continuing the application of equation 6 eventually produces the location (or state) evaluations given in subsection 4.2.

5.2 Computing an Optimal Policy

We now discuss two methods for finding a policy that maximizes expected return under the assumption that a complete and accurate model of the decision task is available. Consequently, we assume that $R(x, a)$ and $P_{xy}(a)$ are known for all actions $a$ and for all states $x$ and $y$. Recall that an optimal policy is a policy that cannot be improved upon in terms of expected return—that is, in terms of the expected total amount of payoff (suitably discounted and summed) it produces over the course of the decision task. The optimal evaluation function is the evaluation function corresponding to an optimal policy. Although there can be many optimal policies, there is only one optimal evaluation function.

If we know the optimal evaluation function, $V^*$, it is relatively easy to form an optimal policy. The optimal action when the system is in state $x$ is the action, $a$, that maximizes
$$R(x, a) + \gamma \sum_{y \in \mathcal{X}} P_{xy}(a) V^*(y).$$
(8)

This is the sum of the expected value of the immediate payoff, $R(x, a)$, and the expected value, taken over the states that can be reached in one step, of the infinite-horizon evaluations of possible next states, discounted by $\gamma$, under the assumption that an optimal policy is used throughout the future. Selecting an action that maximizes expression 8 effectively answers the
question “What action is best to perform now, on the assumption that an optimal policy will be followed in selecting all the future actions?” If we know $V^*$, it is relatively easy to select an action that maximizes the quantity given by expression 8. We need only examine the consequences of applying action sequences of length 1, because the consequences of all the longer action sequences are summarized in the known optimal evaluation function, $V^*$. Because we are assuming a complete model of the decision task and knowledge of $V^*$, all the quantities involved in expression 8 are known. Hence, we can find an optimal action for state $x$ by calculating expression 8 for $x$ and each action, $a$, and selecting the action that produces the largest result. Doing this for all system states $x$ produces an optimal policy. For a discount factor close to 0, the optimal action for each state is most strongly influenced by the expected value of the immediate payoff, $R(x, a)$; for a discount factor equal to 1, on the other hand, the estimated total amount of payoff that will be accumulated throughout the future, given by

$$\sum_{y \in \mathbb{Y}} P_{xy}(a)V^*(y),$$

is given a weight nearly equal to that of immediate payoff. Therefore the discount factor can be regarded as determining how the agent trades off an estimate of future return with an estimate—which is usually more accurate—of immediate payoff.

According to the above analysis, for an infinite-horizon task, finding an optimal policy can be reduced to the task of finding the optimal evaluation function. The optimal evaluation function can be approximated by a method of successive approximations similar to the one described above for approximating the evaluation function for a given policy (equation 6). Here, however, it is necessary to determine the maximum expected return at each step. Let $V^*_n(x)$ denote the optimal evaluation function for the first $n$ steps of the infinite-horizon decision task; that is, $V^*_n(x)$ is the maximum expected return if the decision task is terminated $n$ steps after starting in state $x$. For $n = 1$, the maximum expected return is just the maximum of the expected values for the immediate payoff:

$$V^*_1(x) = \max_{a \in \mathcal{A}} R(x, a).$$

(9)

Suppose, then, that we know $V^*_1$, and the agent now faces the two-step task starting in state $x$. If the agent performs an action $a$ (whatever it may be), it will receive a payoff with expected value $R(x, a)$, and the next state of the system will be $y$ with probability $P_{xy}(a)$. If we call the actual next state $y$, then the agent faces the one-step task from state $y$, and we already know that the maximum expected return for this one-step task is $V^*_1(y)$. Thus, if the next system state is $y$, the maximum expected return for
two steps starting in state $x$ is obtained by performing the action that maximizes the sum of the expected value of the immediate payoff, $R(x, a)$, and the one-step optimal evaluation, discounted by the factor $\gamma$, of $y$, which is $\gamma V_1^*(y)$. However, because the transition to the next state, $y$, occurs with probability $P_{xy}(a)$, instead of using the one-step optimal evaluation of the actual next state, one must use the expectation over all possible next states of the one-step optimal evaluations of these states, which is

$$\sum_y P_{xy}(a) V_1^*(y).$$

We therefore have

$$V_2^*(x) = \max_{a \in A} \left[ R(x, a) + \gamma \sum_{y \in X} P_{xy}(a) V_1^*(y) \right]$$

(10)

for all states $x$. In a similar manner we can determine $V_3^*$ from $V_2^*$, $V_4^*$ from $V_3^*$, and so on. The rule for determining a $V_n^*$ in terms of $V_{n-1}^*$ is

$$V_n^*(x) = \max_{a \in A} \left[ R(x, a) + \gamma \sum_{y \in X} P_{xy}(a) V_{n-1}^*(y) \right]$$

(11)

for all states $x$ (cf. equation 6).

The limiting values obtained by the repeated application of equation 11 are the values of the desired optimal evaluation function, $V^*$. Moreover, this function is the unique function that satisfies the following equation, which is another basic equation of stochastic dynamic programming (cf. equation 7):

$$V^*(x) = \max_{a \in A} \left[ R(x, a) + \gamma \sum_{y \in X} P_{xy}(a) V^*(y) \right]$$

(12)

for all states $x$. The repeated application of equation 11 is a method of successive approximations, called value iteration, for computing the optimal evaluation function. Here too, it is not necessary to begin the process with $V_1^*$; one can begin with an arbitrary real-valued function of the system state. Choosing this function to be a good approximation of the optimal evaluation function can reduce the number of iterations required to achieve a given degree of accuracy.

In order to find an optimal policy, then, one first approximates the optimal evaluation function, $V^*$, by value iteration (repeated applications of equation 11) and then determines an optimal policy, $\pi^*$, by defining it to select an action that maximizes expression 8 for each state $x$. If more than one action maximizes equation 8, it does not matter which one is selected. If $V^*$ is computed with sufficient accuracy, this process produces a policy (there may be others) that maximizes the expected return given by equation 4.
To make value iteration more concrete, consider how it applies to the route-finding task. Assuming that we have no better approximation for the optimal evaluation function, we begin by determining the one-step optimal evaluation function using equation 9. For the one-step task, no matter what action is chosen from any non-goal location, the one-step return is $-1$. Hence, $V_1^*(x) = -1$ for all locations $x \neq g$, and clearly $V_1^*(g) = 0$. Applying equation 11 with $n = 2$ to find the optimal two-step evaluation function can be visualized as follows. For each location $x$, determine the result of applying each of the four actions in terms of the sum of the immediate payoff and the discounted evaluation, $\gamma V_1^*$, of the location that results from the action. The maximum of these four sums is $V_2^*(x)$. In this case, $V_2^*(x) = -1 - \gamma$ for all locations $x$ except the goal, $g$, and those locations immediately adjacent to $g$: $g$ retains an evaluation of 0, and locations adjacent to $g$ retain the evaluation $-1$. In a similar manner, one can see that $V_3^*(x) = 0$ for $x = g$; it is $-1$ for locations immediately adjacent to $g$, it is $-1 - \gamma$ for locations two steps away from $g$, and it is $-1 - \gamma - \gamma^2$ for all other locations. As this computation is repeated, the evaluations of locations stabilize from the goal outward until the evaluations of all locations are determined. In the route-finding task this happens in a finite number of applications of equation 11, because all optimal paths must reach the goal, after which payoff no longer accumulates. An optimal policy always moves the agent to the adjacent location that has the largest evaluation according to the optimal evaluation function. If two or more adjacent locations have this maximum evaluation, it does not matter which one is chosen.

We now describe a different method of successive approximations for constructing an optimal policy that is more closely related to the learning method we describe in section 7 than is value iteration. This method is called the policy-improvement method, or policy iteration (Howard 1960; Ross 1983), because it generates a sequence of policies, each of which is an improvement over its predecessor.

Although one needs to know the optimal evaluation function in order to define an optimal policy, the policy-improvement method is based on the observation that all one need know in order to improve a given policy is the evaluation function for that given policy. Suppose that the current policy is $\pi$ and that we have constructed the evaluation function, $V^*$, for this policy. Further, suppose that $\pi'$ is some proposed policy, and that we wish to see if $\pi'$ is an improvement over $\pi$. Recall that a policy $\pi'$ is an improvement over $\pi$ if $V^*(x) \geq V^*(x)$ for all system states $x$, with strict inequality holding for at least one state, where $V^*$ and $V^*$ are the evaluation functions, respectively, for policies $\pi'$ and $\pi$. Thus, one way to determine if $\pi'$ is an improvement over $\pi$ would be to compute $V^*(x)$ and to compare it with $V^*(x)$ for every state $x$. However, there is a much simpler way to do this that does not require constructing $V^*$. Consider the ex-
expected return, starting in state $x$, that would result from using policy $\pi'$ for one step and then using policy $\pi$ thereafter. The expected return for this composite policy is

$$R(x, \pi'(x)) + \gamma \sum_{y \in X} P_{xy}(\pi(x)) V^*(y).$$

(13)

If this quantity is greater than or equal to $V^*(x)$ for all states $x$, and strictly greater for at least one state, then it can be shown that $\pi'$ is an improvement over $\pi$.

Instead of using expression 13 just to check if a proposed policy is an improvement over the current policy, one can use it to define a new policy that improves over the current one. Define a new policy to be the one that for each state, $x$, specifies the action, $\pi'(x)$, that maximizes expression 13. Thus, the new policy is an optimal policy with respect to the evaluation function of the current policy, $V^*$. It can be shown that either this new policy is an improvement over the current policy or else both the current policy and the new policy are optimal (Ross 1983). Because we are assuming that we know the evaluation function for the current policy, determining the new policy by maximizing expression 13 requires looking only one step ahead from every state.

The policy-improvement method is based on the foregoing ideas and works as follows. First select an arbitrary initial policy; call it $\pi_0$. Then compute the evaluation function, $V^{*\pi_0}$, for $\pi_0$ by solving the system of equations defined by equation 7 by the repeated application of equation 6 or some other means. Given $V^{*\pi_0}$, determine a policy which is optimal with respect to it by defining that policy to select for each state, $x$, an action, $a$, that maximizes

$$R(x, a) + \gamma \sum_{y \in X} P_{xy}(a) V^{*\pi_0}(y).$$

Call the resulting policy $\pi_1$. Either $\pi_1$ is an improvement over $\pi_0$ or else they are both optimal. If they are not optimal, the next step is to compute the evaluation function, $V^{*\pi_1}$, for policy $\pi_1$, and then define a policy that is optimal with respect to it. Call this policy $\pi_2$. It will be an improvement over $\pi_1$, or else both $\pi_1$ and $\pi_2$ are optimal. The method continues in this way; policies are formed, evaluation functions corresponding to them are computed, and then new, improved policies are formed. If the state set, $X$, of the system underlying the decision task is finite, this method will produce an optimal policy after some finite number of iterations.

This completes our exposition of the basic concepts and computational methods of stochastic dynamic programming, all of which are well known to control and decision theorists. In addition to requiring a complete and accurate model of the decision task in the form of knowledge of all the state-transition and payoff probabilities, the procedures described
above for approximating the evaluation function for a given policy, the
optimal evaluation function, and an optimal policy can require considerable
amounts of computation. The concepts and methods of stochastic dynamic
programming permit clear statements of some of the most important things
we would like an agent to learn from its experiences interacting with a
dynamical system, but they do not provide more than hints about how to
device learning methods that can operate in real time and that do not
require a complete model of the decision task. For this we have to turn to
another body of theory, also well known within mathematical and engi-
neering disciplines, that concerns techniques for estimating parameter
values. We shall see in section 7 that the temporal-difference procedure is a
method for estimating the parameters specifying the evaluation function
for a given policy in the absence of a model of the decision task. We shall
also describe how the TD procedure can be incorporated into real-time
procedures for improving decision policies.

6 Parameter Estimation

The TD procedure is a method for estimating an evaluation function by
means of parameter estimation. Methods for parameter estimation are central
to the fields of pattern classification (Duda and Hart 1973; Sklansky and
Wassel 1981), adaptive signal processing (Widrow and Stearns 1985), and
adaptive control (Goodwin and Sin 1984), as well as to the field of con-
nectionist modeling (Anderson and Rosenfeld 1988; Hinton and Anderson
1981; McClelland and Rumelhart 1986; Rumelhart and McClelland 1986).
For example, one way to construct a useful pattern classifier is to assume
that the classification rule, or decision rule, is a member of a specific class
of rules, where each rule in the class is specified by selecting values for a set
of parameters. The problem of constructing a useful decision rule is there-
fore reduced to the problem of finding parameter values that specify a
useful decision rule. The latter problem is usually formulated as one of
estimating the parameter values that are optimal according to some pre-
defined measure of decision-rule performance.

In signal processing and control, one is often seeking mathematical
formulas capable of producing numerical values that match values mea-
sured from some physical system. One may wish, for example, to have a
formula giving a patient's blood pressure as a function of the amount of a
drug administered (Widrow and Stearns 1985). Such a formula constitutes
a model of a functional relationship implemented by the physical system,
and it can be used for a variety of prediction and control purposes. We call
this functional relationship the modeled function. Given an encoding of
some input information (e.g., the amount of a drug administered), the
model output should match the output of the modeled function for that same input (e.g., the patient's resulting blood pressure).

Among the most important elements in formulating a parameter-estimation task is the selection of a method for representing the physical aspects of the problem as signals that act as input and output of the decision rule or model. What aspects of objects, inputs, states, etc. should be measured to provide data for decision making or modeling? If basic physical variables (e.g., blood pressure) are obvious candidates, should they be represented simply as real-valued measurements, or should they be coded in some other way? Similarly, how is the output of the decision rule or model to be interpreted? There is little useful theory to guide these aspects of formulating a parameter-estimation task.

Another aspect of formulating parameter-estimation tasks for which there is little theory is the selection of the parameterized class of decision rules or models, a choice that includes deciding how many parameters to use and how their values define the rule or model. Generally, one must make a compromise between the complexity of a rule or a model and its adequacy for the application. In this chapter, we restrict our attention to one of the simplest classes of models and use a very simple representation for the route-finding example, but we indicate how more complex choices can be accommodated.

Other important elements in formulating a parameter-estimation task are the choice of a performance measure and the type of estimation algorithm most appropriate. Estimating parameters depends on comparing the performance of the different decision rules or models specified by different parameter values. The best measure of performance might evaluate the overall, final performance of the system that makes use of the decision rule or model. However, in practice one has to devise simpler criteria that are closely correlated with overall performance and yet can be measured easily and quickly. It is common to measure performance by the average of the squared error between the output of the decision rule or model and some target values.

Parameter-estimation methods are classified as either off-line or on-line methods. Off-line methods operate when all the information relevant to measuring the performance of a decision rule or model is available at one time. This information is collected before the analysis that determines suitable parameter values is performed. On-line methods, on the other hand, process information as it becomes available over time. Because on-line methods of parameter estimation incrementally adjust parameter values while a decision rule or model is in use, they are often regarded as learning methods, and the information they use to adjust parameter values is called training information. For applying on-line methods to classification tasks, training information takes the form of a collection of training
patterns together with their correct classifications, which are assumed to be supplied by a "teacher." For modeling tasks, training information consists of examples of how the modeled function behaves for a variety of inputs. In this case, the role of the teacher is played by the modeled function.

We shall be concerned exclusively with on-line methods of parameter estimation in this chapter. Nearly all the learning methods for connectionist networks are on-line parameter-estimation methods in which the form of the decision rule or model is determined by the structure of the network (which includes the types of units, how many of them there are, and how they are interconnected). The parameter values correspond to the synaptic weights. Similarly, many models of animal learning, such as the Rescorla-Wagner model and the TD model discussed by Sutton and Barto in this volume, can be regarded as on-line parameter-estimation methods in which the parameter values correspond to the associative strengths of the components of stimuli.

Viewing a learning process as on-line parameter estimation does not imply a tabula rasa view of that process. Prior knowledge is incorporated in the task representation, in the class of decision rules or models, in the initial parameter values, and in the constraints enforced among parameter values during learning. Using increased levels of prior knowledge in selecting these aspects of a task can both accelerate the learning process and improve the utility of the solutions achieved. The roles played by prior knowledge in parameter estimation may correspond to the roles played in animal learning by genetically specified mechanisms and behavior.

6.1 Feature Vectors, Decision Rules, and Models

The framework in which parameter-estimation techniques are applied is essentially the same for classification tasks and tasks requiring the modeling of functional relationships. For a classification task, let \( x \) denote any one of the objects we wish to classify. For a function-modeling task, let \( x \) denote any of the collections of data that can be provided as input to the modeled function. In what follows we will call all such collections of data patterns, even though this is not the usual term in many function-modeling tasks. Suppose that a set of measurements can be made of pattern \( x \) to produce a description in the form of a list of attribute or feature values. If there are \( n \) measurements, let \( \phi_i \) \((i = 1, \ldots, n)\) denote the "measuring instruments." If we assume that the measurements are real numbers, as is usual, each \( \phi_i \) is a function from the set of possible patterns to the real numbers.\(^{13}\) With \( \phi_i(x) \) denoting the value of the \( i \)th measurement of \( x \),

\[
\phi(x) = (\phi_1(x), \ldots, \phi_n(x))^T
\]

is the feature-vector description of \( x \). (We assume here that vectors are column vectors, so the superscript \( T \) indicates that the row form shown is
For a classification task, suppose that each decision rule among the rules to be considered is defined by a vector of \( n + 1 \) parameters, 

\[ v = (v_1, \ldots, v_{n+1})^T, \]

where each \( v_i \) (\( i = 1, \ldots, n + 1 \)) is a real number. For example, one might assume that the decision is made by weighting each feature value \( \phi_i(x) \) by \( v_i \) and comparing the weighted sum to a threshold given by \(-v_{n+1}\) (the minus sign is present for a technical reason to be made clear below). The object is in class 1 if the weighted sum exceeds 0; it is in class 2 if the weighted sum is less than 0. Each decision rule of this type has the form

\[
\begin{align*}
\text{class 1} & \quad \text{if } v_1 \phi_1(x) + \cdots + v_n \phi_n(x) > -v_{n+1} \\
\text{class 2} & \quad \text{if } v_1 \phi_1(x) + \cdots + v_n \phi_n(x) < -v_{n+1}
\end{align*}
\]

for some parameter vector \( v \). This is the linear threshold rule often used in connectionist networks, where it is implemented by an abstraction of a neuron. The parameter values (synaptic weights) specifying the best approximation to the desired decision rule are initially unknown and are estimated through the use of a parameter-estimation method.

In a modeling task, one of the simplest classes of models consists of linear models defined by weighted sums of \( n \) feature values, plus the parameter \( v_{n+1} \):

\[ v_1 \phi_1(x) + \cdots + v_n \phi_n(x) + v_{n+1}. \]

This sum is the output of the model specified by the parameter vector \( v \) for input \( x \). Although the development of efficient parameter-estimation methods for nonlinear models is important for the utility of the methods discussed in this chapter, the issues we address here are very different, and for simplicity we assume the use of linear models. It should be clear, however, that the learning procedures we discuss can be extended to nonlinear cases (Anderson 1986, 1987).

Two conventions are usually followed when decision rules or models in the form of expressions 14 and 15 are used. First, to the list of \( n \) functions \( \phi_i \), one adds an \((n + 1)\)st, which is always 1; that is, for any pattern \( x \), \( \phi_{n+1}(x) = 1 \). This makes it possible to write the decision rule given by expression 14 as follows:

\[
\begin{align*}
\text{class 1} & \quad \text{if } v^T \phi(x) > 0 \\
\text{class 2} & \quad \text{if } v^T \phi(x) < 0.
\end{align*}
\]

where \( v^T \phi(x) = v_1 \phi_1(x) + \cdots + v_{n+1} \phi_{n+1}(x) \) is the inner product, or scalar product, of the vectors \( v \) and \( \phi(x) \). Similarly, the parameterized linear model
given by expression 15 can be written as

$$v^T \phi(x).$$  \hfill (17)

A second useful convention is to refer to the time at which pattern $x$ appears for classification, or as input to the modeled function, instead of referring directly to $x$. Let $\phi$ and $v$ respectively denote the feature vector and the parameter vector at time $t$. The set of values that the time variable, $t$, can take depends on whether one considers continuous or discrete-time parameter estimation. We restrict attention to discrete-time methods, so $t$ is a non-negative integer.

6.2 Parameter-Estimation Methods

The methods for parameter estimation that we consider are error-correction methods because they adjust parameters on the basis of errors between actual and desired outputs of the decision rule or model. Error-correction methods operate by receiving sequences of training pairs, each pair consisting of a feature vector and the output desired of the decision rule or model when it is presented with that feature vector as input. The collection of all training pairs that are available constitutes the training data for the parameter-estimation task. This paradigm is known as “supervised learning” or “learning with a teacher.” In the classification task a “teacher” provides the correct object classifications, whereas in the modeling task the modeled function acts as a teacher. In what follows, we discuss parameter estimation in the context of modeling a functional relationship instead of forming a decision rule, because the TD procedure can be best understood in this context. Parameter estimation applied to forming a decision rule becomes relevant in subsection 7.2, where we discuss the estimation of optimal policies.

An on-line estimation method operates as follows (see figure 3). At time step $t$, there is a current estimate, $v_t$, for the unknown parameter vector that specifies the best model within the class of models under consideration. There is also available a feature vector, $\phi_t$, describing the current input, $x_t$, to the modeled function (so that $\phi_t$ is a simpler way to write $\phi(x_t)$). The feature vector is used as input to the model specified by the parameter estimate $v_t$, and the resulting output of this model is an estimate for the output of the modeled function given input $x_t$. For the linear model given by expression 17, this estimate is $v_t^T \phi_t$. This estimate is then compared with the actual output of the modeled function, which we assume becomes available at the next time step, $t + 1$. This actual output, denoted $y_{t+1}$, can be thought of as the “target” value for the estimated output $v_t^T \phi_t$, and the estimation error is the scalar

$$e_{t+1} = y_{t+1} - v_t^T \phi_t.$$

\hfill (18)
On-line parameter estimation for modeling a functional relationship. The error, \( \epsilon_{t+1} \), resulting from comparing the output of the modeled function, \( y_{t+1} \), with the model's estimate of this output, \( \hat{y}_{t+1} \), is used to update the parameter vector, \( \theta_t \). The input to the model is the feature vector, \( \Phi_t = \Phi(x_t) \), determined from the input to the modeled function, \( x_t \), by the box labeled "Representation." The output of the modeled function is assumed to be a linear function of the feature vectors. The circle labeled "\( \Sigma \)" in this and following figures is a summation unit, with the signs of the summed quantities labeling each input. Error updates parameter vector.

In the most widely used methods, a new parameter vector, \( \theta_{t+1} \), is determined from the current vector, \( \theta_t \), as follows:

\[
\theta_{t+1} = \theta_t + M_t \epsilon_{t+1} \Phi_t,
\]

where \( M_t \) is sometimes called the algorithm "gain" at step \( t \). A number of on-line methods for parameter estimation follow the form of equation 19 but differ in what \( M_t \) is and in how it is computed. In some methods, \( M_t \) is an \((n+1) \times (n+1)\) matrix computed in an iterative manner on the basis of the training data (Goodwin and Sin 1984). Here we restrict our attention to the simplest case, in which \( M_t \) is replaced by a positive constant, \( \beta \), which, together with the magnitude of the error, determines the magnitude of changes in parameter values from one step to the next. In this case we can write the following parameter-update rule:

\[
\theta_{t+1} = \theta_t + \beta \epsilon_{t+1} \Phi_t.
\]

Figure 4 is an elaboration of figure 3 showing how the various quantities involved in on-line parameter estimation change over time and showing on what quantities their successive values depend. It shows these quantities for two successive time steps. The box labeled "Update Parameters" implements a parameter-update rule such as the one given by equation 20. The inputs to this box correspond to the variables on the right-hand side of equation 20.

Because we express parameter-update rules in the vector notation of equation 20 throughout this chapter, it is important to understand how an equation written in this form specifies how the value of each parameter
making up the parameter vector is updated. In equation 20, \( \beta \) and \( \phi_{t+1} \) are single numbers (scalars) and \( v_t \) and \( \phi_t \) are vectors having the same number of components. Hence, this equation indicates that at time step \( t \) one adds \( \beta\phi_{t+1} \) times the feature vector \( \phi_t \) to the parameter vector \( v_t \) to form the next parameter vector, \( v_{t+1} \). This means that the value of the \( i \)th parameter at step \( t + 1 \) is its old value plus \( \beta \phi_{t+1} \) times the value of the \( i \)th feature at step \( t \).

If the parameterized linear model given by expression 17 is assumed, then equation 20 can be expanded via equation 18 to yield

\[
u_{t+1} = v_t + \beta(y_{t+1} - v_t^T \phi_t)\phi_t.
\] (21)

This estimation method, presented by Widrow and Hoff (1960) and also known as the LMS rule, is essentially the same as the Rescorla-Wagner model of classical conditioning (Rescorla and Wagner 1972; Sutton and Barto 1981).^{16}

Some on-line estimation procedures, such as the LMS rule, can be understood as gradient-descent procedures, which are methods for finding a local minimum of a surface by moving down the slope, or gradient, of the surface.\(^{17} \) According to this view, there is a surface, defined over the space of parameter vectors, whose height at each parameter vector gives a measure of the error over all patterns of the model specified by that parameter vector. The task is to search for a parameter vector at which this surface is minimal. Updating estimates according to equation 19 tends to form new estimates that are steps down on this error surface. The gain
matrix, \( M \), which in the LMS rule (equation 21) is equal to the constant \( \beta \), adjusts the direction and size of the step on the error surface. For the LMS rule, the error measure is the mean value of the squared error of the model over all patterns (hence its name).\(^1\)

We briefly discuss how the LMS rule is derived in terms of gradient descent because the derivation requires a step similar to one we use in explaining the TD procedure. The objective is to adjust the parameter values of the linear model in order to minimize a measure of model error over all patterns. Letting \( \varepsilon_{t+1} = y_{t+1} - \phi_t^T \theta \), as above, one wants to minimize \( E[\varepsilon_t^2] \) where \( E \) is the expectation over all patterns and where the error is squared to produce a quantity that is always positive. This quantity—the mean square error—depends on the parameter values. At each step of the estimation process, one would like to adjust the parameter values in such a way that the mean square error is reduced. Because the mathematical expression defining this error measure is known, it is possible to pre-compute the gradient of the error measure as a function of the parameter values. The result of this computation specifies that one has to add to the current parameter vector, \( \theta_t \), a vector proportional to

\[
E[\varepsilon_{t+1} \phi_t]
\]

where, again \( E \) is the expectation over all possible patterns.

Unfortunately, in an on-line procedure one cannot determine at each time step the quantity given by expression 22, because it depends on how well the current parameter values work for all possible patterns. Therefore, the crucial step in deriving the LMS rule is to assume that \( \varepsilon_{t+1} \phi_t \) for just the current feature vector, \( \phi_t \), is a good estimate of the quantity given by expression 22. This assumption yields the parameter-update equation of the LMS rule given above (equation 21). Because the expected value of \( \varepsilon_{t+1} \phi_t \) over all patterns is the gradient of the error measure that is to be minimized (expression 22), \( \varepsilon_{t+1} \phi_t \) is an unbiased estimate of this gradient. For the class of parameterized linear models defined by expression 17, the LMS rule can be shown to minimize the mean square error over all patterns under appropriate conditions, with certain caveats that need not concern us here (Widrow and Stearns 1985).

The theory of the LMS rule, and of the parameter-estimation methods, is very well-developed but is beyond the scope to the present chapter. Theoretical treatments of parameter estimation can be found in the following references: Duda and Hart 1973; Goodwin and Sin 1984; Ljung and Söderstrom 1983; Sklansky and Wassel 1981; Widrow and Stearns 1985. This theory specifies conditions under which a parameter-estimation method converges to a final estimate and what criterion of best fit the final estimate satisfies. To obtain some of these theoretical results, one must assume that
the manner of presenting training data to the algorithm satisfies certain properties. For modeling tasks, for example, the output of the modeled function has to be observed for a sequence of inputs that are sufficiently varied to reveal the function's form. Theoretical results concerning parameter estimation for classification tasks similarly require a training regime that repeats the training pairs sufficiently often or uses as training data a sufficiently large sample of the set of possible patterns.

7 Learning and Sequential Decision Tasks

We are now in a position to combine the concepts from stochastic dynamic programming described in section 5 with those just described concerning parameter estimation. We address tasks that require learning evaluation functions and optimal decision policies in the absence of the knowledge necessary to apply the dynamic programming techniques presented in section 5. Although these dynamic programming techniques are therefore not applicable, the principles they involve can be applied to the design of learning methods. In subsection 7.1 we consider the problem of learning the evaluation function for a given decision policy. The TD procedure (equation 29) emerges from this analysis as an on-line method for this task. Although a method for learning an evaluation function for a given policy does not itself improve a policy in terms of expected return, the evaluation-function estimates that result from applying such a method have great utility for improving policies. An evaluation function provides an immediately accessible prediction of the long-term return a policy will achieve. This information can be used in adjusting policies so that decisions are not dominated by the short-term consequences of behavior. In subsection 7.2 we consider learning the optimal evaluation function and an optimal decision policy by a method that takes advantage of evaluation-function estimates produced by the TD procedure.

For all these learning tasks, we must assume that the agent has the opportunity to interact with the system underlying the task in a manner sufficient to produce good parameter estimates. How this requirement can be met generally depends on details of the system, and the issues that arise are beyond the scope of the present chapter. Here it suffices to assume that the system underlying the decision task is set to a randomly chosen state, either periodically or when certain conditions are met. For example, in the route-finding task we place the agent at a randomly chosen location and let it interact with the system (i.e., move around) while updating its parameter values for a given number of time steps or until it reaches the goal. This constitutes a trial. We run a sequence of trials until some performance criterion is satisfied or a time limit is reached.
7.1 Learning an Evaluation Function

Here we consider the problem of learning an evaluation function for a given policy in a sequential decision task. The learning system is given the opportunity to interact for a sequence of trials with the system underlying the decision task. A fixed policy, \( \pi \), is used throughout the sequence of trials. We wish to form the evaluation function, \( V^* \), for policy \( \pi \) without having prior knowledge of the quantities \( R(x,a) \) and \( P_{xy}(a) \), for system states \( x \) and \( y \) and action \( a \). Recall that \( V^* \) assigns to each state, \( x \), its evaluation, which is the expected infinite-horizon discounted return if policy \( \pi \) is used to select actions after the system enters state \( x \) (equation 4).

We formulate the problem of learning an evaluation function as a parameter-estimation task. A set of features for representing system states must be selected. Let \( \phi(x) \) denote the feature vector representing state \( x \). A parameterized class of models for the evaluation function is then selected, and the task is to adjust the parameter values in order to best approximate the true evaluation function according to a measure of how closely the model's evaluations match the true evaluations of states.\(^{19}\) Here, for simplicity, we select the class of linear models given by expression 15 or 17 and consider models that assign to each state, \( x \), the evaluation estimate

\[
v_t \phi_1(x) + \cdots + v_n \phi_n(x) + v_{n+1} = v^T \phi(x)
\]

(23)

for parameter vector \( v = (v_1, \ldots, v_{n+1})^T \). Expression 23 is a linear model of the evaluation function \( V^* \).

Because we are seeking an on-line estimation method, we refer to evaluation estimates, parameter vectors, and feature vectors by the times at which they occur. We let \( V_t \) denote the estimate at time step \( t \) for the evaluation function \( V^* \). Letting \( v_t \) denote the parameter vector at time step \( t \), the estimate at time step \( t \) for \( V^*(x) \) is

\[
V_t(x) = v_t^T \phi(x).
\]

(24)

If we were to follow the general form for parameter estimation described in subsection 6.2, given the current system state \( x_t \), an error, \( e_{t+1} \), would be determined by comparing \( V_t(x_t) \), the estimated evaluation of \( x_t \), with \( V^*(x_t) \), the actual evaluation of \( x_t \) for policy \( \pi \):

\[
e_{t+1} = V^*(x_t) - V_t(x_t).
\]

(25)

Unfortunately, because we do not know the true evaluation function \( V^* \), we do not know \( V^*(x_t) \). What quantity can be used as a target to define error useful for parameter estimation?

The true evaluation of state \( x_t \) is the expected infinite-horizon discounted return if policy \( \pi \) is used to select actions after the system enters state \( x_t \). Therefore, although it is obviously not practical, we might consider \( \text{waiting forever} \) and using as a target the actual infinite-horizon discounted return
that would accrue while policy \( \pi \) is used from time step \( t \) onward. Because the expected value of this actual return would be the true evaluation of \( x_t \), this actual return would be an unbiased estimate of the true evaluation and could serve as a useful target. More practically, we could wait \( n \) time steps and use what Watkins (1989) calls the \textit{n-step truncated return} as a target:

\[
rt_{t+1} + \gamma rt_{t+2} + \gamma^2 rt_{t+3} + \cdots + \gamma^{n-1} rt_{t+n}.
\]  

(26)

Depending on \( \gamma \), one can choose an \( n \) large enough to make the \( n \)-step truncated return suitably approximate the actual return. As \( \gamma \) decreases toward zero, truncated returns more closely approximate actual returns.

However, it is possible to define a better target than the \( n \)-step truncated return by using the current parameter vector, \( \theta_t \), to determine a "correction" to the \( n \)-step truncated return. That is, one can use as a target what Watkins (1989) calls the \textit{corrected n-step truncated return}:

\[
rt_{t+1} + \gamma rt_{t+2} + \gamma^2 rt_{t+3} + \cdots + \gamma^{n-1} rt_{t+n} + \gamma^n V_t(x_{t+n}).
\]  

(27)

where \( V_t(x_{t+n}) \) is the estimated evaluation of state \( x_{t+n} \) using the parameter vector \( \theta_t \). Because \( V_t(x_{t+n}) \) is an estimate of the expected return that would accrue while policy \( \pi \) is used from time step \( t + n \) onward, \( \gamma^{n-1} V_t(x_{t+n}) \) is an estimate of the sum of the terms of the actual return (expression 26) that are not present in the \( n \)-step truncated return (expression 27). To see this, note that \( \gamma^{n-1} V_t(x_{t+n}) \) is an estimate of the expected value of

\[
\gamma^n [rt_{t+n+1} + \gamma rt_{t+n+2} + \gamma^2 rt_{t+n+3} + \cdots].
\]

Multiplying through by \( \gamma^n \), this equals

\[
\gamma^n [rt_{t+n+1} + \gamma^{n+1} rt_{t+n+2} + \cdots],
\]

which is the part of the actual return not included in the \( n \)-step truncated return. Therefore, to the extent that the correction term \( \gamma^{n-1} V_t(x_{t+n}) \) is a good estimate for this truncated part of the actual return, the corrected \( n \)-step truncated return will be a good estimate of the expected infinite-horizon discounted return.

But why would one expect this correction term, which is based on the estimated evaluation function \( V_t \), to be a good estimate for the truncated part of the actual return when it is \( V_t \) itself that we are attempting to estimate? The key observation (Watkins 1989) is that if the parameterized class of models chosen for modeling the evaluation function is adequate, then the corrected \( n \)-step truncated return starting in state \( x_t \) is always a better estimate of the true evaluation \( V^*(x_t) \) than is \( V_t(x_t) \). Intuitively, this is true because the corrected \( n \)-step truncated return is based on more data than is \( V_t(x_t) \)—namely, the payoffs \( r_{t+k} \), where \( k = 1, \ldots, n \). Hence, even if \( V_t \) is a poor estimate for the evaluation function, the estimated evaluation
$V_i(x_i)$ can be improved by adjusting the parameter vector to make $V_i(x_i)$ more closely match the corrected $n$-step truncated return for state $x_i$.

On the basis of the argument outlined above, one can approximate the error given by equation 25 by using the corrected $n$-step truncated return as a target. In particular, one can use the corrected one-step truncated return as a target to define what we call the TD error:

$$
\tilde{e}_{t+1} = [r_{t+1} + \gamma V_i(x_{t+1})] - V_i(x_t). \quad (28)
$$

Substituting this error into the equation for an on-line estimation method (equation 20) yields the TD procedure:

$$
v_{t+1} = v_t + \beta [r_{t+1} + \gamma V_i(x_{t+1})] - V_i(x_t)]. \quad (29)
$$

This is identical to a special case of the TD model of classical conditioning (Sutton and Barto, this volume) obtained by setting the parameters $\delta$ of that model to 1 and the parameter $\delta$ to 0. If $\delta$ were present within the framework developed here, setting it to a nonzero value would have the effect of replacing $\phi_i$ in equation 29 with $\phi_i$ plus a weighted sum of the feature vectors representing states through which the system passed in time steps preceding step $t$. Using such a stimulus trace in the TD procedure can accelerate the learning process (Sutton 1988), and this kind of stimulus trace can be viewed within the framework of dynamic programming (Watkins 1989).

Additional insight into the TD procedure can be gained by relating the TD error (equation 28) to one of the basic equations of stochastic dynamic programming. According to the discussion of stochastic dynamic programming in section 5, we know that the evaluation function $V^*$ must satisfy equation 7 for each state $x$. In particular, we know that

$$
V^*(x_i) = R(x_i, a_i) + \gamma \sum_{y \in X} P_{x_i,y}(a_i) V^*(y),
$$

and we can define an error on the basis of how much the current estimate for the evaluation function depends from this condition for state $x_i$:

$$
\left[ R(x_i, a_i) + \gamma \sum_{y \in X} P_{x_i,y}(a_i) V_i(y) \right] - V_i(x_i). \quad (30)
$$

If it were possible to adjust the parameter vector $v_i$ to reduce this error, the new evaluation function estimate would tend to be closer to the actual evaluation function. Updating the parameter vector this way would be similar to applying a step of the successive-approximation method specified by equation 6, but only to state $x_i$. The quantity

$$
R(x_i, a_i) + \gamma \sum_{y \in X} P_{x_i,y}(a_i) V_i(y)
$$

...
is likely to be a better estimate for $V^*(x_i)$ than is $V_i(x_i)$, because it takes into account the expected consequences of performing action $a_i$ when the system is in state $x_i$, whereas $V_i(x_i)$ does not.

However, it is not possible to determine the error given by expression 30 in an on-line estimation method, because it depends on the unknown payoff expectations, $R(x_i, a_i)$, and the unknown transition probabilities, $P_{x,y}(a_i)$, for $a_i$, $x_i$, and all state $y$. The TD error (equation 28) can be regarded as the result replacing these unknown quantities with approximations that are available during on-line learning. First, the payoff actually received at step $t + 1$, which is $r_{t+1}$, is substituted for the expected value of this payoff, $R(x_i, a_i)$. Because $E[r_{t+1}|x_i, a_i] = R(x_i, a_i)$ (equation 1), $r_{t+1}$ is an unbiased estimate of $R(x_i, a_i)$. Second, the current evaluation estimate of the state actually reached in one step is substituted for the expectation of the evaluation estimates over the states reachable in one step. That is, $V_i(x_{t+1})$ is used in place of $\sum_y P_{x,y}(a_i) V_i(y)$ in equation 30. $V_i(x_{t+1}) = v_i \phi_{t+1}$ is the evaluation estimate of the next system state using the current parameter values. These substitutions yield the TD error given by equation 28, which involves only quantities available at time step $t + 1$.

This substitution of quantities available at each time step for unknown expected values is similar to a step taken in deriving the LMS rule as a gradient-descent procedure, as discussed in subsection 6.2. The LMS rule is a consequence of assuming that the error in responding to a single training pattern can be used to approximate the model's expected error over all patterns. Similarly, the TD procedure is a consequence of assuming that the payoff actually received at a time step is a good estimate for the expected value of the payoff at that step, and that the evaluation estimate of the next state is a good estimate of the expected value of the evaluations of the possible next states.

Despite this similarity to the LMS rule, the situation is considerably more complex for the TD procedure, and it is not as easy to interpret the TD procedure in terms of gradient descent. For example, if the objective were to minimize the expected value of the square of the error given by expression 30 over all states by gradient descent, one would arrive at a parameter-update rule that would differ slightly from the TD procedure and would not perform as well in practice. A source of complexity is that the training examples experienced by the TD procedure can be influenced by the agent's actions so as to bias the estimate of $\sum_y P_{x,y}(a_i) V_i(y)$. Sutton (1988) has been able to prove that, under certain conditions, the TD procedure given by equation 29 converges to form the desired evaluation function with repeated trials, each consisting of a finite number of time steps. Among the conditions required for convergence is that the parameter values are not updated during a trial. The parameter adjustments determined by the TD procedure are accumulated during each
trial, and are used to update the parameter values only at the end of that trial. In practice, however, it is often adequate to update parameter values at each time step.

It is beyond the scope of this chapter to discuss the more theoretical aspects of the TD procedure. The theory of the TD procedure is neither as simple nor as fully developed as the theory of the LMS rule. However, it is noteworthy that a special case of the TD procedure is thoroughly understood because it is the LMS rule. When $\gamma$ is set equal to 0 in equation 29, the result is

$$u_{t+1} = u_t + \beta [r_{t+1} - V_t(x_t)] \phi_t,$$

which is exactly the LMS rule give by equation 21. We can think of the LMS rule used in this way as a one-step-ahead adaptive predictor, which is a standard application of the LMS rule (Widrow and Stearns 1985). Applied to a sequential decision task, this rule adjusts the parameter values so that $V_t(x_t)$, the evaluation estimate of the state at time step $t$, predicts the payoff to be received at the next time step: $r_{t+1}$. Setting $\gamma$ equal to 0 in equation 29 therefore renders the TD procedure capable of estimating only the most "short-sighted" evaluation function.

Let us summarize the application of the TD procedure given by equation 29. Figure 5 shows two successive time steps of the application of the TD procedure. This figure is a combination of the diagram of the system underlying the decision task shown in figure 2 (appearing at the top of figure 5, although here the "disturbances" shown in figure 2 are omitted to simplify the figure) with the diagram of on-line parameter estimation shown in figure 4, where the latter has been modified according to the special features of the TD procedure.

An agent employing the TD procedure interacts with a dynamical system that can be in any one of a number of states at each time step. The agent uses some fixed policy, $\pi$, for selecting its actions, which influence the behavior of the system. At present, it does not matter what this policy is; it could be a good policy or a bad one in terms of its expected return for system states. The agent is attempting to estimate the function that associates to each state an estimate for the expected return of policy $\pi$.

Although the expected return depends on the current state of the system, the agent does not necessarily receive enough information to accurately determine the state. At time step $t$, the agent has access to the feature vector $\phi_t = \phi(x_t)$, determined from state $x_t$ by the box labeled "Representation" in figure 5. One can think of this feature vector as a pattern of sensory stimulation produced by the current state of the system, or as a representation provided by some mechanism (not discussed here) that estimates the system's state. Although states with different evaluations may give rise to the same feature vector, and states with similar evaluations
may give rise to different feature vectors, it is obviously better if the representation assigns similar feature vectors to states with similar evaluations. Better estimates and faster learning are possible if the representation is suited to the task. Ideally, one would like features that are highly correlated with the evaluations of the states. For example, a wind-blown odor may be strongly correlated with high return if the policy is to travel upwind. In any case, assume that the representation is given as well as the parameterized class of models for the evaluation function. In this chapter we consider only linear models for the evaluation function; that is, we assume that the evaluation function is a weighted sum of the feature values. The agent’s task is to find values of these weights to produce a good estimate of the actual evaluation function.

Upon receiving the feature vector $\phi_t$, the agent determines its estimate for the expected return using its current parameter vector, $\eta_t$. This is the
evaluation estimate of state \( x_t \) given by \( V_t(x_t) = v_t^T \phi_t \). It is computed by the rightmost box labeled "Evaluation Function Model" within the time = \( t \) part of figure 5. (At this point, the leftmost box labeled "Evaluation Function Model" within the \( t \) part of the figure has already been used to provide information for updating \( v_{t-1} \) to form the current parameter vector \( v_t \), a process we explain below in terms of time step \( t + 1 \)). Policy \( \pi \) is used to select an action on the basis of the current system state, \( x_t \). After the action is performed at step \( t \), the system makes a transition to a new state, \( x_{t+1} \), and the agent receives another feature vector, \( \phi_{t+1} \), and a payoff, \( r_{t+1} \).

Refer now to the \( t + 1 \) part of figure 5. Using parameter vector \( v_t \) (which has not been updated yet), the agent computes an estimate for the return expected from time step \( t + 1 \) onward. This is

\[
V_t(x_{t+1}) = v_t^T \phi_{t+1},
\]

which is computed by the leftmost box labeled "Evaluation Function Model" within the \( t + 1 \) part of figure 5. Now, if the linear model of the evaluation function is adequate and the parameter vector is correct, then on the average it should be true that the evaluation estimate of the state at time \( t \),

\[
V_t(x_t) = v_t^T \phi_t,
\]
equals \( r_{t+1} \) plus \( \gamma \) times the evaluation estimate of the state at time \( t + 1 \); that is, \( V_t(x_t) \) should, on the average, equal \( r_{t+1} + \gamma V_t(x_{t+1}) \). The discrepancy between these estimates is the error, \( \tilde{e}_{t+1} \) (determined by the summation unit on the left-hand side of the \( t + 1 \) part of figure 5), which is used to update the parameter vector \( v_t \). This update process is shown in figure 5 as the box in the \( t + 1 \) area labeled "Update Eval Parameters," which implements equation 29 to produce the parameter vector \( v_{t+1} \). Using this parameter vector, state \( x_{t+1} \) is reevaluated by the rightmost box labeled "Evaluation Function Model" in figure 5, and the result is available at time step \( t + 2 \) for a repeat of the steps described above.\(^{21}\)

Figure 5 makes a subtlety of the TD procedure clear: At each time step, two estimates of the evaluation of the system state are computed—the first using the parameter vector before it is updated and the second using the parameter vector after it has been updated. This is why there are two boxes labeled "Evaluation Function Model" for each time step (although, of course, one can think of the computation for each time step as using the same box twice, with a different parameter vector each time).\(^{22}\)

The Route-Finding Example To illustrate the application of the TD procedure to the route-finding example, we use one of the simplest state representations possible. We assume that the 96 states (spatial locations) are numbered 1 to 96, and we represent each state, \( x \), by a feature vector of 96
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components:

\[ \phi(x) = (\phi_1(x), \ldots, \phi_{96}(x))^T, \]

where

\[ \phi_i(x) = \begin{cases} 1 & \text{if } x = i \\ 0 & \text{otherwise} \end{cases} \quad (32) \]

The feature vector \( \phi(x) \) therefore is a list of zeros with a single one in the position corresponding to state \( x \). With this set of features, the linear model of \( V^* \) given by equation 23 takes the simple form

\[ v_1 \phi_1(x) + \cdots + v_{96} \phi_{96}(x) + v_{97} = v_x + v_{97} \]

for parameter vector \( (v_1, \ldots, v_x, \ldots, v_{97})^T \), where \( v_x \) is the parameter, or weight, associated with state \( x \). For simplicity, we let \( v_{97} = 0 \) and we let \( v_x \) denote the value at time step \( t \) of the parameter associated with state \( x \). Thus, the estimate at time step \( t \) for the evaluation of state \( x \) is simply

\[ V_t(x) = v_x. \quad (33) \]

Whereas \( V_t(x) \) denotes the estimate at time step \( t \) of the evaluation of state \( x \), it is not necessarily the case that \( x \) is the system state at time step \( t \).

Suppose the agent uses a fixed policy to decide how to move around the space. Assume that it moves from location \( x \) at time step \( t \) to location \( y \) at step \( t + 1 \). If \( x \) is not the goal, then a payoff of \( -1 \) is received. Applying the TD procedure in the form it takes given the simple way we represent locations, only the parameter \( v_x \), which is the current estimate of the evaluation of location \( x \), is updated after the agent makes this move. This evaluation estimate, \( v_x \), is adjusted by adding to it \( \beta(-1 + \gamma v_y - v_x) \). To simplify things even more, let us assume that \( \gamma = 1 \) and \( \beta = 1 \). Then the new evaluation estimate of \( x \), i.e., the new value of the parameter \( v_x \), is

\[ v_x + [-1 + v_y - v_x] = -1 + v_y. \]

Given the foregoing manner of representing states and evaluation estimates of states, adjusting parameter \( v_x \) directly adjusts the evaluation estimate of state, or location, \( x \). A feature vector can be thought of as indexing into a lookup table that lists the evaluation estimates of all the locations. Because \( \phi(x) \) contains a single 1 in the position corresponding to state \( x \), and appears multiplicatively on the right-hand side of equation 29, at each time step, the TD procedure updates only the evaluation estimate of the agent's current location. We use feature vectors defined by equation 32 because they make the application of the TD procedure easy to understand, and they allow us to represent an arbitrary evaluation function using a linear model. However, this is a very special case of the range of possibilities encompassed within the theoretical framework pre-
sented here, and many interesting phenomena involving the transfer of evaluation information among the states do not appear if one uses the feature vectors defined by equation 32.25

Normally, one would begin the process of estimating the evaluation function for a given decision policy by setting the parameters to provide as good an approximation to the true evaluation function as is possible. For simplicity, however, suppose we begin by setting all the parameters to 0 and then run a series of trials, beginning each trial by placing the agent in a randomly chosen location and letting it take some reasonably large number of steps. As the agent moves in the first trial, it will leave a trail of $-1$s in its wake as the parameters that correspond to each location visited are updated. If it reaches the goal, the parameter determining the goal's evaluation, $v_g$, will remain 0. On the second trial, the same thing will happen except when the agent's path joins and moves along a path taken in a previous trial (once the agent's path intersects a path previously traversed, it will always follow that path if the decision policy is deterministic). The parameter for each location visited one step before visiting a location already assigned a $-1$ will be set to $-2$. If the goal is reached, the location visited one step earlier will remain at $-1$. On the third trial, some locations will be assigned $-1$, some will be assigned $-2$ (as in trial 2), and some will be assigned $-3$ (if the next place visited had been assigned $-2$ in the second trial).

Notice what happens if, in this third trial, the agent approaches the goal on a path traveled in both preceding trials. It will reach a location (call it $x$) assigned an evaluation estimate of $-2$, then move to a location assigned an evaluation estimate of $-1$ (call it $y$), and then reach the goal, $g$, which still has an evaluation estimate equal to 0. Moving from $x$ to $y$ generates a payoff of $-1$, and the TD rule will update $v_x$ to produce the new evaluation estimate

$$-1 + v_y = -1 - 1 = -2,$$

which is the same as its previous value. Similarly, $v_y$ will not change when $g$ is reached, because its current evaluation estimate already equals the payoff received upon moving to the goal, $-1$, plus the goal's evaluation, 0. As various paths are followed on subsequent trials, evaluation estimates stabilize in a similar fashion, from the goal outward, to minus the number of steps required to reach the goal using the given decision policy. If the policy prevents the goal from being reached from some location, then the evaluation estimate of that location can become more negative with each trial, being decremented by the TD rule each time the location is visited. With an unbounded number of trials, evaluation estimates for such locations grow negative without bound, which is correct (since the number of steps to the goal using the policy is indeed infinite) but which may be
considered an undesirable form of instability. The use of a discount factor with a value less than 1 eliminates the possibility that evaluation estimates can grow without bound.

7.2 Learning an Optimal Decision Policy

Subsection 7.1 addressed the problem of learning the evaluation function for a fixed policy in the absence of a model of the decision task. The TD procedure is a parameter-estimation method for estimating such evaluation functions. Here we consider one way of using the TD procedure to facilitate the approximation of an optimal policy, again in the absence of a model of the decision task. Although the resulting method is not guaranteed to converge to an optimal policy in all tasks, it is relatively simple and is closely related to traditional views of animal learning. Throughout the present subsection we will assume that we do not know the quantities $R(x, a)$ and $P_{xy}(a)$, for system states $x$ and $y$ and actions $a$, which are required for the application of dynamic programming methods.

The approach described here for learning an optimal policy is related to the policy-improvement method described in subsection 5.2. In the policy-improvement method, one computes the evaluation function for some initial policy and then defines a new policy that specifies the actions that maximize expected return as measured by that evaluation function. One then computes the evaluation function for this new policy, defines another policy so as to maximize the expected return as measured by this second evaluation function, computes another evaluation function, and so on. The policies defined in this sequence keep improving until an optimal policy is obtained. The method for forming an optimal policy described below can be thought of as combining, on a step-by-step basis, the process of forming an evaluation function with the process of forming a new policy. Whereas the policy-improvement method computes a complete evaluation function for a given policy (that is, it computes the evaluation of all states for that policy, and then uses these evaluations to define an improved policy), the method described below performs one step of an on-line procedure for estimating an evaluation function for a given policy and at the same time performs one step of an on-line procedure for improving that policy. Consequently, both the current evaluation-function estimate and the current policy change at each time step while the agent interacts with the system underlying the decision task. Because each policy adjustment is based on an estimate of the evaluation function for the current policy, the policy will not necessarily improve at each step, as it does in the policy-improvement method. However, because the evaluation estimates improve over time, the policy also tends to improve.

Two on-line procedures are therefore required for the approach to learning an optimal policy considered here. The procedure for estimating the
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evaluation function is the TD procedure, and the procedure for improving
the decision policy is an example of a reinforcement learning procedure
(see section 3). Because our goal in this chapter is to describe the computa-
tional aspects of the TD procedure, we do not provide a detailed exposi-
tion of reinforcement learning. Instead, we describe the general characteris-
tics of these methods and discuss a specific example as it applies to the
route-finding task. The processes involved are diagrammed in figure 6, to
which we will refer throughout this subsection. This figure is an expansion
of figure 5. Whereas in figure 5 the fixed policy is represented by the boxes
labeled \( \pi \), in figure 6 the policy is adjusted by the procedure diagrammed
in the top part of the figure. The bottom part of figure 6 shows the
operation of the TD procedure and is identical to figure 5.

In subsection 7.1 the TD procedure was developed as an on-line
parameter-estimation method for estimating an evaluation function. Simi-
larly, the procedure for improving policies that we describe is an on-line
parameter-estimation method. Referring to the concept of a parameterized
model described in section 6, each policy available to the agent is assumed
to be given by some parameterized model, called the policy model. Select-
ing specific values for the parameters, which we call the policy parameters,
determines a specific policy. Policy parameters are adjusted in an attempt
to improve the policy they specify (accomplished by the boxes labeled
“Update Policy Parameters” in figure 6). At the same time that the policy
parameters are adjusted, the TD procedure adjusts different parameters
specifying the evaluation-function model.

At time step \( t \), the state of the system underlying the decision task is
represented by the feature vector \( \phi_i = \phi(x_i) \), which acts as input to the
model of the evaluation function. In figure 6, this representation is pro-
duced by the box labeled “Representation A” in the \( \phi \) portion of the figure.
Another feature vector representing the state at step \( t \) acts as input to the
model of the policy. This feature vector is denoted \( \phi' \) and is shown in
figure 6 as the output of the box labeled “Representation B” in the \( \phi \) portion
of the figure. Although it may be not always necessary to use different
feature vectors for the evaluation-function model and the policy models,
in general these two models do not place equal demands on state rep-
resentations. However, two different parameter vectors are necessary: the
parameter vector \( v \), which specifies the evaluation function as described
in subsection 7.1, and the vector \( w \), which specifies the policy. For simplic-
ity, we consider only linear models for evaluation functions and decision
policies.

As the agent interacts with the system, it senses the feature vectors of
successive states and receives a payoff at each time step. The TD procedure
(equation 29) is applied exactly as described in subsection 7.1 to update the
parameter vector \( v \). Here, however, the policy changes over time as the
Figure 6
An elaboration of figure 5 showing the operation of an on-line method for adjusting a decision policy. The policy is adjusted through the process diagrammed in the upper part of the figure. The lower part of the figure shows the operation of the TD procedure and is identical to figure 5.
parameter vector \( w \) is adjusted. Let \( \pi_t \) denote the policy used to select the action at time step \( t \). This policy is specified by \( w_t \), the value of the parameter vector \( w \) at time step \( t \) for the policy model. Although at each time step \( t \) the TD procedure is approximating the evaluation function for policy \( \pi_t \), over many time steps it is approximating the policy to which \( \pi_t \) is tending as \( t \) increases. Because under ideal circumstances this limiting policy should approximate an optimal policy, we regard the TD procedure used in this way as approximating the optimal evaluation function.

How does \( w_t \) specify the policy \( \pi_t \), and how is \( w_t \) updated? A policy is a mapping, or function, from system states to actions that can be parameterized in many different ways. If a policy can assign to each system state one of only two possible actions, a policy might be represented as a linear decision rule having the same form used in pattern classification (equation 16). If more than two actions are possible, as in the route-finding example, a more complicated parameterization is required. Several possibilities for parameterizing multi-category decision rules are suggested in the pattern-classification literature (Duda and Hart 1973; Sklansky and Wassel 1981). One method, which we adapt for the route-finding example is to use a separate parameterized function for each possible action. Each of these functions assigns a number to each state. An action is then selected by comparing the numbers produced by these functions for the current state and selecting the action whose number is largest. This is a kind of competition among the actions that can be implemented by connectionist networks with lateral inhibition (Feldman and Ballard 1982).

An additional consideration in parameterizing policies is that some policy-adjustment methods require stochastic policies instead of deterministic policies. In this case, one has to parameterize functions that assign action probabilities, instead of specific actions, to system states. We shall describe an example of a parameterized class of multi-action stochastic policies in the context of the route-finding example. In the meantime, however, it is not misleading to think in terms of the simpler case of deterministic, two-action policies, the simplest example being policies defined by the linear threshold rule given by expression 16.

If it were possible to know what action is desired for each state, it would be possible to adjust the policy parameters by applying a parameter-estimation method, such as the LMS rule given by equation 21, using the supervised learning paradigm. If we knew the expected values, \( R(x_t, a) \), of all the payoffs and transition probabilities, \( P_{x_t,y}(a) \), for the current system state, \( x_t \), and all possible next states \( y \) under all the actions \( a \), then we could use the current evaluation function, \( V_t \), to select the desired action. It would be the action, \( a \), that maximizes

\[
R(x_t, a) + \gamma \sum_{y \in X} P_{x_t,y}(a)V_t(y).
\] (34)
A policy selecting this action for state $x_t$, and otherwise following policy $\pi_n$, either improves policy $\pi_n$ or leaves its performance unchanged, under the assumption that the estimate of the current evaluation function, $V_t$, is an accurate estimate of the true evaluation function for policy $\pi_n$. Unfortunately, lacking knowledge of the expected payoff and transition probabilities that appear in expression 34, and also lacking estimates for these quantities, we cannot directly specify a desired action. Therefore, we cannot update the current policy using a rule for supervised learning, such as the LMS rule, which requires a known desired response for each input vector. It is necessary to employ a method that is capable of learning to perform the desired actions (here, the actions that maximize expression 34) when these actions are not known by a “teacher.” In order to do this, we use a reinforcement learning method instead of a supervised learning method.

The agent might overcome the unavailability of a teacher capable of providing desired responses by forming estimates of the quantities in expression 34 while it interacts with the system underlying the decision task. This means that it would effectively have to construct a model of the decision task. However, reinforcement learning is possible without such a model: Think of the agent as beginning an instrumental conditioning trial at each time step. At time step $t$, it emits an action, $a_t$, based on a policy that shows some form of variation. At time step $t + 1$, it receives payoff $r_{t+1}$ and estimates the evaluation of the state reached at $t + 1$ by applying the evaluation-function estimate specified by the parameter vector $\theta_t$ (see equation 24). This evaluation estimate, $V_t(x_{t+1}) = \theta_t^T \phi_{t+1}$, which is an estimate of expected return, is added to the immediate payoff $r_{t+1}$, after discounting by $\gamma$, to produce a measure of the utility of emitting $a_t$, i.e., a measure of how useful $a_t$ is in causing high return. This utility measure is

$$r_{t+1} + \gamma V_t(x_{t+1}). \tag{35}$$

This measure, which is identical to the sum of the first two terms of the TD error $\tilde{e}_{t+1}$ (equation 28), can be used to alter the strength of the associative link between the feature vector $\phi_t$ and $a_t$ in order to change the probability that $a_t$ will be performed whenever state $x_t$, or a state represented by a feature vector similar to $\phi_t$, is encountered in the future. The expected value of the measure given by expression 35 is largest for the action that, if performed at time step $t$, would be the best action for improving policy $\pi_n$ under the assumption that $V_t$ is an accurate estimate of the evaluation function for the current policy. We need a learning rule that increases the probability of performing action $a_t$ when the utility measure given by expression 35 is large, and that decreases this probability when it is small.
But what values of this utility measure should be considered “large” or “small”? How can a measure of the utility of an action, such as that given by expression 35, be translated into a quantity that can be used effectively as a “reinforcement factor” to adjust action probabilities? If one had access to the expected value of the utility measure over all actions performed when the system is in a given state, it would make sense to treat measures larger than this expected value as indicating performance improvements and to treat measures smaller than this expected value as indicating performance decrements. According to this approach, a reinforcement factor would be obtained by subtracting the expected value of the utility measure, or an estimate of this expected value, from the actual utility measure obtained for a given action. Using this reinforcement factor, a learning rule could favor actions leading to better-than-expected performance while selecting against actions leading to worse-than-expected performance.

Conveniently, within the framework described here, for each system state we already have an estimate for the expected value of the utility measure given by expression 35 over actions performed in that state: We can use the evaluation estimate of a state given at time step \( t \) by the evaluation function estimate \( V_t \) (equation 24). To see why the evaluation estimate of a state can serve this purpose, consider what happens to the TD error

\[
\delta_{t+1} = r_{t+1} + \gamma V_t(x_{t+1}) - V_t(x_t)
\]

(equation 28) as the TD procedure adjusts the parameter vector, \( \theta \), defining \( V_t \): The expected value (over system states) of \( \delta_{t+1} \) should tend to 0, and we would expect \( V_t(x_t) \) to approach the expected value of \( r_{t+1} + \gamma V_t(x_{t+1}) \), which is the utility measure of performing action \( a_t \) given by expression 35. Consequently, a reinforcement factor can be formed by subtracting this evaluation estimate, \( V_t(x_t) \), from \( r_{t+1} + \gamma V_t(x_{t+1}) \). The result is just the TD error itself (equation 28), repeated here for emphasis:

\[
\delta_{t+1} = [r_{t+1} + \gamma V_t(x_{t+1})] - V_t(x_t). \tag{36}
\]

The TD error, \( \delta_{t+1} \), therefore provides information about how good action \( a_t \) is in comparison with how good previous actions taken in response to \( \phi_t \) (see figure 6) have been “on the average.” If \( \delta_{t+1} \) is positive, then \( a_t \) is better than average and should be made to occur more frequently in response to \( \phi_t \) in the future; if \( \delta_{t+1} \) is negative, then \( a_t \) is worse than average and should be made to occur less frequently in response to \( \phi_t \). It is relatively easy to use a quantity having these properties as a reinforcement factor for adjusting the policy parameters. This is accomplished by the component labeled “Update Policy Parameters” in figure 6, which receives the TD error as one of its inputs.
Several types of rules have been studied for adjusting a policy on the basis of a reinforcement factor, such as $\delta_{t+1}$, instead of direct specifications of desired actions required for supervised learning. In order for these reinforcement learning rules to work effectively, different actions must be performed in response to each system state so that the relative merits of performing different actions can be assessed. One way to maintain the necessary variability in activity is to let the agent "explore" by using and improving stochastic policies. It is beyond the scope of this chapter to describe stochastic reinforcement learning in detail, but we can give an example of this approach in the context of the route-finding example.27

The Route-Finding Example A deterministic policy for this task assigns to each location one of the four actions N, S, E, W. Although we would like to end up with a deterministic policy selecting a shortest path to the goal from each location, the learning process we describe modifies a stochastic policy. A stochastic policy selects actions probabilistically, so that over time many actions are tried from each location. This exploratory behavior is refined as learning continues, favoring the actions appearing to yield the highest return. In other words, the stochastic policy is adjusted, by modifying the parameters specifying it, so that for each location the probability of one action (which should be the optimal action) approaches 1, while the probabilities of the other actions approach 0.

Of the many different ways to define stochastic policies for the route-finding example, we used the following. The set of policy parameters, i.e., the parameters defining a stochastic policy, consists of a separate parameter for each location, $x$, and each action, $a \in \{N, S, E, W\}$. We let $w(x, a)$ denote the value of the parameter for location $x$ and action $a$. This value can be an arbitrary real number. The probability that any one of the actions is emitted when the agent visits location $x$ is determined by the parameters corresponding to location $x$: $w(x, N)$, $w(x, S)$, $w(x, E)$, and $w(x, W)$. Actions are selected by means of the following probabilistic competitive process. At each time step $t$, four positive random numbers are drawn from an exponential distribution so that smaller values are more probable than larger values. If the agent is positioned at location $x$, a different one of these random numbers is added to each of $w(x, N)$, $w(x, S)$, $w(x, E)$, and $w(x, W)$, and the action for which this sum is the largest is performed by the agent, which moves to a new location and receives payoff $r_{t+1}$. In other words, the action, $a_t$, performed at time step $t$ is the action $a$ such that $w(x, a) + \eta_a$ is largest, where $\eta_a$ is the random number drawn for $a$. The parameter values $w(x, a)$ are not altered in this selection process. Selecting actions using this competitive process has the advantage that no special
precautions have to be taken to ensure that valid action probabilities are maintained throughout learning.

Now, the parameter value \( w(x_t, a_t) \), corresponding to the action actually selected, \( a_t \), is updated so that the new value is

\[
w(x_t, a_t) + \rho \bar{e}_{t+1},
\]

where \( x_t \) is the agent's location at time step \( t \), \( \rho \) is a positive constant, and \( \bar{e}_{t+1} \) is the reinforcement factor (equation 36) corresponding to performing action \( a_t \) when the system state is \( x_t \). Thus, if \( \bar{e}_{t+1} \) is positive, the move that was taken from location \( x_t \) will be chosen with a higher probability when location \( x_t \) is visited again. If \( \bar{e}_{t+1} \) is negative, \( a_t \) will be less likely to be chosen from location \( x_t \). The parameters corresponding to the actions not selected are not changed, although the probabilities of these actions being selected are changed as a result of the change in the values \( w(x_t, a_t) \) and the competitive action-selection process described above. As the parameter values, \( w(x_t, a_t) \), for the various places visited and actions selected change according to expression 37, the decision policy changes, becoming more deterministic as specific actions become selected with higher probabilities. At the same time that the parameter values \( w(x_t, a_t) \) are updated, the TD procedure (equation 29) is applied to adjust the values of the parameters specifying the evaluation function.

Because the reinforcement factor, \( \bar{e}_{t+1} \), used to adjust the policy parameters according to expression 37 is the same as the error used by the TD procedure (equation 29), \( w(x_t, a_t) \) is updated in exactly the same way that the TD procedure updates the parameter \( w \), specifying the evaluation estimate of state \( x_t \). Indeed, there is only one difference between the TD procedure and the rule used to update the policy parameters. Whereas the TD procedure updates the evaluation-function parameters in a manner that is insensitive to the action chosen at time step \( t \), the rule given by expression 37 updates only those policy parameters corresponding to the action chosen at step \( t \). More generally, if the decision policy is represented in a manner more complicated than the one illustrated here—for example, if actions are represented as patterns of activity over a set of connectionist units—then the updating of policy parameters is modulated by the representation of the chosen action so as to appropriately influence the action probabilities. In figure 6, notice that the component “Update Policy Parameters” receives actions as input, whereas the component “Update Eval Parameters” does not. Aside from this dependence of the policy-update procedure on the action performed, and possibly different values for the constants \( \beta \) in equation 29 and \( \rho \) in equation 37, the parameter-update procedures for evaluation estimation and policy improvement are exactly the same.
Figure 7
Estimates of the optimal evaluation function for the route-finding examples. Surface A: after 50 trials. Surface B: after 500 trials. Surface C: after 5000 trials. The surface height at each location is the estimate of the minimum number of steps to the goal from that location (and hence is the graph of the negative of the corresponding estimate of the optimal evaluation function). Because surface C corresponds to the optimal evaluation, an optimal policy is any policy selecting the actions leading most steeply down this surface, with the exception, of course, of the actions blocked by the barrier (see figure 1 for the position of the barrier).

Figure 7 shows the estimates for the optimal evaluation function for the route-finding example after various numbers of trials in which both the TD procedure and the policy-update procedure just described were applied at each time step. A trial begins when the agent is placed at a randomly chosen location and ends when the agent reaches the goal. Each evaluation-function estimate is shown as a surface whose height at each location is the estimate of the minimum number of steps to the goal from that location. Since evaluation functions in this task give the negative of the number of steps to the goal, each surface shown in figure 7 is actually a graph of the negation of an estimate of the optimal evaluation function. The goal is marked on each surface, and the reader should refer to figure 1 for the position of the barrier. If a surface corresponds to the optimal evaluation function, as can be shown for surface C in figure 7, then an optimal policy is any policy selecting the actions leading most steeply down the surface (with the exception, of course, of the actions blocked by the barrier). By the definition of the optimal evaluation function, the surface corresponding to the optimal evaluation function can have no local minimum that is not at the goal.
Surface A is the result after 50 trials. Surfaces B and C show the results after 500 and 5000 trials, respectively. Examination of surface C reveals that it is a close approximation of the (negated) optimal evaluation function for this task. Additionally, the agent's policy improves over trials until it becomes an optimal policy with a slight degree of nondeterminism. The average over 100 trials of the number of steps required to reach the goal before learning was 2690 steps per trial. After 50 learning trials the average over 100 non-learning trials was 41; after 500 trials it was 9.14; after 5000 trials it was 6, which is near the minimum possible for this task. From these data one can see that, although many trials were required to optimize performance, rapid initial improvement occurred. This improvement would not have occurred if the agent had spent these trials estimating only state-transition and payoff probabilities.

Although the route-finding example illustrates many of the properties of the learning methods we have described, it is too simple to illustrate others. For example, the applicability of the methods to stochastic decision tasks is not illustrated. In the example, an action performed in a given location always causes the same payoff and the same state transition. This determinism in the state-transition and payoff processes makes the application of the TD procedure and policy learning procedure easier to understand, but it does not test the ability of this learning method to estimate an optimal evaluation function and improve a decision policy in the presence of uncertainty. Sutton (1988) and Watkins (1989) present examples of the TD procedure applied to stochastic tasks. Another simplification present in the route-finding example is due to the particular representation used. The estimates of the optimal evaluation function and the optimal policy are represented in the form of a lookup table, with a separate set of parameters for each system state. As was mentioned in subsection 7.1, this representation prevents generalization: the agent must visit a location in order to update the estimates associated with that location.

The method described in this section for improving a policy consists of two concurrent adaptive processes: evaluation estimation and policy adjustment. The agent continually estimates an evaluation function for its current policy, and also uses its current evaluation function to improve the policy. To improve its policy, the agent must experiment with different actions; in the course of its visits to each state, the agent must repeatedly try out all the actions possible at that state to establish which action is best. In the learning method described here, the agent's current policy is stochastic; thus, the agent will try a variety of actions at each state while following its policy. As time goes on, the stochastic policy is adjusted so that in each state the probabilities that less-than-optimal actions are chosen should, under ideal circumstances, decrease toward zero.
Methods such as the one described in this section involve a tradeoff between acquiring information to aid decision making in the future and using the information already acquired in the attempt to select optimal actions. Always performing actions that appear optimal on the basis of current estimates (of evaluation functions, etc.) can prevent the experimentation required to improve these estimates. Although adjusting a stochastic policy is one way to decrease the severity of this problem, it is not easy to design methods that work well in all decision tasks. The amount of experimentation that an agent using a stochastic policy can do is limited by the degree of randomness of the policy. In the later stages of learning, the policy becomes almost deterministic, and the rate of experimentation (and, hence, the rate of policy improvement) becomes very low. At intermediate stages of learning, the policy may become less than optimal and almost deterministic for some states. Because experimentation for these states is conducted at such a low rate, changes in the policy for these states may be very slow. Although the method of adjusting a stochastic policy while estimating an evaluation function described in this section does perform effectively in a variety of tasks, especially if learning involves a series of trials with random starting states, we know of no one who has worked out conditions under which it always converges to an optimal policy.

Watkins (1989) has suggested a general approach to minimizing the difficulties caused by the tradeoff between estimation and control. The idea is to separate exploration from evaluation estimation by letting the agent deviate from the policy for which it is estimating an evaluation function—its estimation policy—as long as it switches off its evaluation-estimation procedure when such a deviation is made. The agent may do anything it likes, as long as it does not modify its estimate of the evaluation function on the basis of information acquired when it deviates from its estimation policy. The agent is only correct to use its experience to estimate the evaluation function for the estimation policy when it is actually following that policy; however, it can adjust its estimation policy all the time, whether it is following it or not. This enables an agent to experiment while maintaining the integrity of its current estimation policy and its current evaluation-function estimate. The agent might choose experiments with more randomness than is specified by its estimation policy; it might have specific innate curiosities that lead it to try certain actions in certain circumstances; or it might imitate the actions of others. Beneficial outcomes of any of these experiments can be incorporated into the estimation policy.

8 Conclusion
We have shown how the temporal-difference procedure emerges as a combination of techniques from stochastic dynamic programming and
parameter estimation. Embedding the TD procedure within these theoretical frameworks connects it with very rich traditions of theoretical research and helps explain what kinds of computational tasks it can help solve. Placing the TD procedure in this computational perspective suggests how this procedure might be applied to practical engineering problems as well as how it might help explain aspects of animal behavior.

We think the best way to relate the sequential-decision framework and the TD procedure to a real-time view of classical conditioning is as follows. Think of the process of updating, an evaluation-function estimate as occurring continuously throughout each trial in response to continuously varying stimulus patterns and reinforcement values. The stimulus patterns provide information (possibly incomplete) about how the state of some underlying system is changing continuously over time, where the dynamics of this system are determined by the experimental procedure. The application of the TD procedure at discrete time intervals is a discrete-time simulation of a process having no explicitly demarcated steps. According to this view, the learning mechanisms that play the major role in classical conditioning construct a gradient of secondary reinforcement by facilitating connections from stimuli, and perhaps from internally stored representations, that are predictive cues for events that provide primary reinforcement. The values \( r_{t+1} \) and \( \gamma V_t(x_{t+1}) - V_t(x_t) \) respectively correspond to the primary and the secondary reinforcement received at time \( t + 1 \), with the total reinforcement being the sum of these given by the TD error, \( \delta_{t+1} \). The evaluation \( V_t(x_t) \) is an estimate of the expected discounted sum of future primary reinforcement available after time \( t \). On this interpretation, a secondary reinforcer is any stimulus that causes a change in the prediction of cumulative primary reinforcement, a view developed more completely by Sutton and Barto in chapter 12 of this volume.

The task of improving a decision policy within the framework developed here is similar to the task faced by an animal in instrumental conditioning. The amount of payoff the agent receives depends on its actions, and feature vectors representing the states of the system underlying the decision task act as discriminative stimuli. The method of updating a decision policy that we outlined in the context of the route-finding example is a rather straightforward implementation of an S-R view of instrumental conditioning based on the Law of Effect (Thorndike 1911): Actions are selected according to their consequences in producing payoff by altering the strengths of connections between those actions and stimuli present when they were emitted. In the method we described, the consequences of actions are assessed by means of the sum of the immediate primary and secondary reinforcement. Although this role of secondary reinforcement in instrumental learning is also a standard feature of traditional views of animal learning, here we define secondary reinforcement as
the state-to-state change in an estimate of an evaluation function, i.e.,
\[ \gamma V_{t}(x_{t+1}) - V_{t}(x_{t}) \]
where the estimate is updated through time by the TD procedure.

Although learning methods similar to the one we described in subsection 7.2 for improving policies have been studied by means of computer simulation (Anderson 1987; Barto 1985; Barto and Anandan 1985; Sutton 1984), we do not claim that the method we described always produces an optimal policy or that it is a valid model of animal behavior in instrumental conditioning experiments. However, we think it is significant that the procedures constituting this method—one of which updates an evaluation-function estimate (the TD procedure) and other of which updates the decision policy—are almost identical. The same parameter-update rule is used in these procedures, but whereas it is applied uniformly to all the parameters specifying the evaluation function, it is applied to the parameters specifying the decision policy in a fashion that is modulated by a representation of the action that was emitted by the agent.

Whatever method the agent uses to adjust its decision policy, a means for approximating the evaluation function corresponding to a policy, such as the TD procedure, has obvious utility. An evaluation function provides an immediately accessible prediction of the long-term return a policy will achieve throughout the future. This information can be used in adjusting policies so that decisions are not dominated by the short-term consequences of behavior. If the evaluation function for a given policy is available, it is possible to select actions on the basis of their future consequences without waiting for the future to unfold. Because it is unlikely that exact evaluation functions are ever available to a behaving animal, evaluation-function estimates must serve instead. The TD procedure is a simple on-line method for forming these estimates.

We distinguished the TD procedure from model-based methods which use a model of the decision task in the form of estimates for the state-transition and payoff probabilities of the system underlying the decision task. The TD procedure is a direct method for estimating an evaluation function. It does not rely on a model of the decision task. The lack of such a model rules out many alternative strategies for basing decisions on estimates of the long-term consequences of behavior. Without a model of the decision task, it is not possible for the agent to implement conventional dynamic programming methods, such as value or policy iteration, or to perform explicit look-ahead planning of the type widely studied in artificial intelligence. Lacking a model, the agent cannot evaluate actions or action sequences without actually performing them. Model-based methods are more advanced than direct methods and can provide capabilities impossible to obtain with direct methods.
However, the additional capabilities of model-based methods should not diminish the appeal of direct methods as computational procedures and as models of animal learning. Direct methods are not only much simpler than model-based methods, they can be used in natural ways as components of model-based methods. For example, it is as easy to apply the TD procedure to state sequences contemplated with the aid of a task model as to state sequences that are actually experienced. Additionally, direct methods applied to actual experience cannot be misled by modeling inaccuracies in the same way that model-based methods can be. The desired consequences of executing a carefully crafted plan based on an erroneous model of reality can bear little relation to what actually happens. Although direct methods are themselves subject to many sources of inaccuracy, they do not risk the compounding of errors due to applying iterative methods to inaccurate task models. By using, as it were, the real task as its own model, direct methods maintain contact with the actual consequences of behavior.

Although we presented the TD procedure as a synthesis of ideas from stochastic dynamic programming and parameter estimation, the route-finding example used throughout this chapter involves only the simplest elements of these theories. Being a task with very simple, deterministic state-transition and payoff structures, it does not illustrate the generality of the dynamic programming concepts. Similarly, our applications of learning methods to this task do not adequately illustrate the wide range of possibilities for representing evaluation-function estimates and policies. Lookup tables are easy to understand and can be useful in solving some tasks, but the learning procedures presented here apply also when evaluation-function estimates and policies are represented by other means, such as connectionist networks parameterized by connection weights. Indeed, some of the most interesting open questions concerning the learning procedures described in this chapter concern their use with various kinds of state representations and parameterized classes of functions. For example, the kind of generalization produced by a representation can either aid the learning process or hinder it, and methods can be studied for adaptively re-representing functions during learning as proposed by Michie and Chambers (1968) and Riordon (1969). Good features for representing policies will tend to be highly correlated with optimal actions, and good features for representing evaluation functions will tend to provide descriptions of states that are highly correlated with the optimal return available from those states.

In addition to providing a framework in which to understand the operation of the TD procedure, the formalism of sequential decision making provides a framework in which to study a variety of other problems involving learning. Tasks requiring the control of incompletely known dynamical systems are ubiquitous in engineering applications. They are
clearly related to problems that animals routinely solve by means of learning, and they offer a rich set of challenges to designers of learning algorithms. It is our hope that the connections described in this chapter encourage research which brings together ideas from animal learning theory, behavioral ecology, and adaptive-control engineering. As we have attempted to show for the TD procedure, computational methods inspired by biological learning are not necessarily simple special cases of existing methods.
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Notes

1. Because of its connection to theories and computational methods that are in widespread use in many disciplines, it is not possible to describe all the literature relevant to the TD procedure. However, we are not aware that methods are currently in use which combine parameter estimation and dynamic programming in the way they are combined in the TD procedure, although there has been much research on related problems. (Ross 1983 and Dreyfus and Law 1977 provide good expositions of dynamic programming, and notes 5 and 6 provide references to some of the related engineering research on the adaptive control of Markov processes.) To the best of our knowledge, the earliest example of a TD procedure is a technique used by Samuel (1959, 1967) in a checkers-playing program. Samuel’s program used the difference between the evaluation of a board configuration and the evaluation of a likely future board configuration to modify the equation used to evaluate moves. The evaluation equation was adjusted so that its value when applied to the current board configuration came to reflect the utility of configurations that were likely to arise later in the game. Using this method, it was possible to “assign credit” to moves that were instrumental in setting the stage for later moves that directly captured the opponent’s pieces. Minsky (1954, 1961) discussed the credit-assignment problem and methods similar to Samuel’s in terms of connectionist networks and animal learning. Mendel and McLaren (1970) discussed similar methods in the context of control problems, and the learning method of Witten (1977), presented in the context of Markov decision problems, is closely related to the method we describe here. Werbos (1977) independently suggested a class of methods closely related to the TD procedure and was the first, to the best of our knowledge, to explicitly relate them to dynamic programming. Werbos calls these “heuristic dynamic
programming" methods. A similar connection was made recently by Watkins (1989), who uses the term "incremental dynamic programming."

Sutton (1984) developed the "adaptive heuristic critic" algorithm, which is closely related to Samuel's method but is extended, improved, and abstracted away from the domain of game playing. This work began with the interest of Sutton and Barto in classical conditioning and with the exploration of Klopf's (1972, 1982) idea of "generalized reinforcement," which emphasized the importance of sequentiality in a neuronal model of learning. The adaptive heuristic critic algorithm was used (although in slightly different form) in the reinforcement-learning pole balancer of Barto, Sutton, and Anderson (1983), where it was incorporated into a neuron-like unit called the "adaptive critic element." This system, which was inspired by the "BOVES" system of Michie and Chambers (1968), was further studied by Selfridge, Sutton, and Barto (1985) and by Anderson (1986, 1987). Since then, Sutton (1988) has extended the theory and has proved a number of theoretical results. His results suggest the TD procedures can have advantages over other methods for adaptive prediction.

A number of other researchers have independently developed and experimented with methods that use TD principles or closely related ones. The "bucket brigade" algorithm of Holland (1986) is closely related to the TD procedure as discussed by Sutton (1988) and by Liepins, Hilliard, and Palmer (in press). Booker's (1982) learning system employs a TD procedure, as does Hampson's (1983) proposed learning system, which is very similar to the one we discuss here. Other related procedures have been proposed as models of classical conditioning in publications cited in chapter 12 of the present volume.

2. Other formulations of sequential decision tasks result from different definitions of a policy's return. One formulation commonly studied defines a policy's return as the average amount of payoff per time step over a task's duration. Ross (1983) also discusses this formulation.

3. An action in a sequential decision task is not the same as a component of the agent's observable behavior. Observable behavior is a joint consequence of the agent's action and the state of the system underlying the decision task.

4. A large component of artificial intelligence research concerns search strategies of this type, called "heuristic search" strategies, although their objective is usually not to maximize a measure of cumulative payoff. See Pearl 1984.

5. Most of the methods for the adaptive control of Markov processes described in the engineering literature are model-based—see, for examples, Borkar and Varaiya 1979; El-Fattah 1981; Kumar and Lin 1982; Lyubchik and Poznyak 1974; Mandl 1974; Riordon 1969; Sato et al. 1982. Most of these methods apply to the case in which the return is the average payoff per time step and the underlying system is an ergodic Markov chain for each possible policy. They differ in how the policy is adjusted over time on the basis of the current estimates for the transition and payoff probabilities.

6. For examples of various direct methods for learning how to solve sequential-decision tasks, see Lyubchik and Poznyak 1974; Lakshmivarahan 1981; Wheeler and Narendra 1986; Witten 1977. Most of these methods rely on results about the collective behavior of stochastic learning automata and ergodic Markov chains (see also Narendra and Thathachar 1989).

7. One situation in which this sum is finite when \( \gamma = 1 \) is when the structure of the task ensures that all payoffs are 0 after a certain point in the decision task. However, restricting \( \gamma \) to be greater than 0 and strictly less than 1 ensures a finite return under all circumstances (if the payoffs themselves are finite).

8. In this case, it is not necessary to know the transition probabilities and the payoff expectations for state-action pairs that can never occur with the given policy.
9. See Ross 1983 for a detailed discussion and proof of these results. Equation 7 defines a set of simultaneous linear equations, one equation for each system state, which can be solved by matrix inversion. The successive application of equation 6 is an iterative procedure for solving this system of equations. In practice, one continues to apply equation 6 for increasing values of \( n \) until the difference between successive approximations becomes smaller than a predefined amount, or until some time limit is reached. Of course, any resulting function can also be checked via equation 7 to see if it is the desired evaluation function. Although this method of successive approximations generally only approximates the actual evaluation function, in what follows we loosely refer to the result of this computation as the actual evaluation function.

10. See Ross 1983 for a detailed discussion and proof of these results. If there is a finite number of states and actions, as we are assuming throughout this chapter, this method converges after a finite number of iterations.

11. In adaptive control, where the modeling process is called system identification, the functional relationship being modeled is a dynamical system which is usually more complicated than a function from input to output (owing to the influence of internal states—see Goodwin and Sin 1984). For our purposes, however, it suffices to discuss only the modeling of input-output functions.

12. See Goodwin and Sin 1984. Their discussion of these issues forms the basis for our remarks.

13. For some applications, it is common to let some, or all, measurements produce only two values to indicate, for example, whether a logical predicate applied to the object or state is true or false. This is a special case of the framework adopted here.

14. Even in the case of a linear model, the model output can be a nonlinear function of input patterns, because the \( \phi \) functions can be nonlinear functions of the patterns. But because these functions are not parameterized, they do not directly enter into the derivation of a parameter-estimation method.

15. This is the special case in which each entry in \( M \) is equal \( \beta \) for each \( t \).

16. If one replaces the linear model of equation 15 with the linear threshold decision rule given by expression 16, one obtains the perceptron learning rule of Rosenblatt (1961), which is identical to equation 21 except that the weighted sum \( \sum_t \phi \), is replaced by the threshold of the weighted sum as defined by expression 16. These correspondences are explained in more detail in Barto 1985, Duda and Hart 1973, and Sutton and Barto 1981.

17. A function, \( f \), from an \( n \)-dimensional space to the real numbers can be viewed as a surface. If \( x \) is a point in the \( n \)-dimensional space, then the gradient of \( f \) at \( x \) is the vector
\[
\left( \frac{\partial f}{\partial x_1}(x), \ldots, \frac{\partial f}{\partial x_n}(x) \right)^T,
\]
where
\[
\frac{\partial f}{\partial x_i}(x)
\]
is the partial derivative of \( f \) with respect to the \( i \)th dimension evaluated at the point \( x \). This vector points in the direction of the steepest increase of the surface at the point \( x \).

18. The error back-propagation method (Rumelhart et al. 1986) is derived by computing this error gradient for a particular class of models in the form of layered connectionist networks.

19. The model considered here is a model of the evaluation function, not of the decision task; that is, it does not model the state-transition and payoff probabilities of the system underlying the decision task.
20. The resulting parameter update rule would be
\[ u_{t+1} = u_t + \beta (r_{t+1} + \gamma V(x_{t+1}) - V(x_t)) \]
which is obtained by differentiating expression 10 with respect to \( u_t \). See Werbos (in preparation).

21. When \( \gamma = 0 \) (the case of the TD procedure equivalent to a one-step-ahead LMS predictor), the leftmost "Evaluation Function Model" box for each time step becomes disconnected, and the flow of computation is identical to that shown in figure 4 for the task of modeling an unknown function whose true evaluations become available to the estimation process in one time step.

22. The procedure used by Barto et al. (1983) for the "Adaptive Critic Element" in their pole balancer differs from the TD procedure described here in that it computes a single evaluation for each feature vector at each time step. In terms of figure 5, the leftmost "Evaluation Function Model" for each time step is missing and the result of the rightmost computation is fed leftward into the summation unit. If changes in parameter values remain small, this is a reasonable approximation to the TD procedure described here, but it can become unstable if the parameter values change rapidly (Sutton 1984, 1988). The Adaptive Critic Element also uses stimulus traces as in the TD model of conditioning described by Sutton and Barto in chapter 12 of this volume.

23. Setting \( v_{9t} = 0 \) in the linear model does not limit the model's ability to represent arbitrary evaluation functions of the 96 states, but it does prevent a simple form of generalization in which \( v_{9t} \) might be adjusted to equal, for example, the average state evaluation.

24. A lookup-table representation of a function is simply a list of its values. To evaluate the function for a particular item in its domain, one simply accesses the entry in the place in the table corresponding to that item. Here, \( \phi(x) \) can be thought of as accessing the place where \( u_t \) is stored.

25. Much of the study of parameter estimation, especially in the context of connectionist networks, is concerned with the problem of finding representations and classes of models that facilitate useful forms of transfer or extrapolation, often called generalization. See, of example, Anderson and Rosenfeld 1988; Hinton and Anderson 1981; McClelland and Rumelhart 1986; Rumelhart and McClelland 1986. Most of these methods for representation and modeling obviously can be used to advantage with the TD procedure in the route-finding example, but the lookup-table representation allows us to address in a simple form the issues most relevant to the focus of this chapter. Some of the issues that arise when more complicated representations are used in sequential decision tasks are discussed in Sutton 1984, and examples involving other representations are provided by Anderson's (1987) use of layered networks in the pole-balancing problem and Watkin's (1989) use of the representation method proposed by Albus (1979) in a model of the cerebellum.


27. Some of the rules for adjusting stochastic policies have been inspired by the theory of stochastic learning automata developed by cyberneticians and engineers (Narendra and Thathachar 1989; Tsetlin 1973). A precursor of this theory is the statistical learning theory developed by psychologists (Bush and Mosteller 1955; Estes 1950). Barto and Anandan (1985) and Barto (1985, 1989) discuss a learning rule of this kind called the Associative Reward/Penalty (\( \alpha_{p} \)) rule, Sutton (1984), Anderson (1986, 1987), and Gullapalli (1988) describe the results of computer simulations of related methods. Williams (1986, 1987) provides theoretical analysis of a more general class of stochastic learning rules. There are other approaches to reinforcement learning that we do not
address at all in this chapter. These include the estimation of evaluations of state-action pairs instead of just states (Watkins 1989), the computation of evaluation gradients using the model of the evaluation function (Munro 1987; Werbos 1987, 1988; Robinson and Fallside 1987; Williams 1988, and the use of systematic, instead of stochastic, variation in activity.
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