Societal level gender inequalities amplify gender gaps in problem solving more than in academic disciplines
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**ABSTRACT**

Although digital transformations can help narrow existing gender gaps in labour market outcomes, this change depends, among several factors, on the extent to which females have the skills to make the most of new opportunities. An important such skill is problem solving. We examined gender gaps in cognitive and attitudinal dimensions of problem solving and how between-country differences in such gaps are related to societal level gender inequality. This study involved 237,115 students from 42 countries surveyed in the 2012 round of the Programme for Internation Student Assessment (PISA). Analyses revealed that, on average across the countries considered, males outperformed females on cognitive dimensions of problem solving ($d = 0.127$) and held more positive attitudes towards problem solving ($d = 0.193$). However, gender gaps varied across countries. In countries with greater gender inequality, the gender gap in the problem solving performance of 15-year-olds in favour of males was more pronounced than in countries with lower levels of gender inequality ($r = 0.27$). The association between country-level gender inequality and the gender gap in mathematics, reading, and science was $r = 0.20$ for mathematics, $r = 0.22$ for reading, and $r = 0.02$ for science. Males' advantage in problem-solving performance was in addition to any relationship between gender inequality and the gender gap in text comprehension, mathematics, and the country's level of economic development. By contrast, the gender gap in problem solving attitudes in favour of males was smaller in countries with greater gender inequality ($r = -0.42$).

The computerization and automation of routine tasks are reshaping the skills that are needed to participate successfully in the labour market so that there is now a markedly higher share of nonroutine tasks (Autor, Levy, & Murnane, 2003; Ikenaga & Kambayashi, 2010; Spitz-Oener, 2006). These types of tasks require individuals to react to dynamically changing situations and to engage in fast-paced decision-making. Although digital transformations could empower women and help narrow existing gender gaps in labour market outcomes, this change depends, among several factors, on the extent to which girls and women have the skills and competencies to make the most of new opportunities (Black & Spitz-Oener, 2010; Goldin, 2014; Weinberg, 2006).

Proficiency in problem solving is a skill that appears to be essential for success in modern labour markets (Felstead, Gallie, Green, & Inanc, 2013). Problem solving reflects individuals' capacity to deal with problems that they have not previously encountered, consisting of multiple elements tied by connections that are not immediately transparent and that can change due to external interventions or the internal dynamics of the problem situation (Greiff et al., 2014; Greeno, 1978; Jonassen, 2011). In problem solving, the use of prior experience alone is not sufficient, and individuals have to engage in active and strategic exploration to be successful.

Strong stereotypes on the masculine nature of mathematics and numeracy skills and on the feminine nature of literacy and reading skills exist, and such stereotypes permeate how students learn, how teachers teach, and how individuals see themselves and perceive others (see OECD, 2015, for a review of the literature). However, no stereotypes on the feminine/masculine nature of problem solving have been defined. Analysing the competence and attitudes that boys and girls display in problem solving and the extent to which they vary across countries is therefore instructive for two key reasons. First, such analyses help to identify how societies and education systems are helping to widen or narrow gender gaps in new domains that are important in modern labour markets. Second, such analyses can help articulate the importance.
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of stereotypes in shaping the relative cognitive development of boys and girls in different societies.

The aim of our paper is threefold. First, we examine gender disparities in problem solving and how they compare with gender gaps in school subjects such as mathematics and test comprehension in which stereotypes are strongly defined. Second, we identify whether the gender gap in problem solving differs across countries and, in particular, whether between-country differences reflect broad societal-level inequalities between men and women. Finally, we consider whether societal-level gender inequality explains between-country differences in the size of gender gaps in problem solving more than it does in the case of achievement in school subjects.

1. Past research

Knowledge about gender differences in problem solving is scarce, but available studies have suggested that males outperform females (Hyde, 2005; OECD, 2015; Wüstenberg, Greif, Molnár, & Funke, 2014). By contrast, gender differences in some of the prerequisites of successful problem solving have been well researched. For instance, males have been found to have, on average, better spatial and navigation abilities than females (Baron-Cohen, 2004; Courtot et al., 2018; Lawton & Hatcher, 2005; Linn & Petersen, 1985; Reilly & Neumann, 2013), to outperform females in abstract information processing (Halpern & LaMay, 2000), to respond more positively to competitive environments (Niederle & Vesterlund, 2010), to be less risk adverse (Byrnes, Miller, & Schafer, 1999; Fisk, 2018), and to be more proficient in mathematics (see Halpern et al., 2007; Else-Quest, Hyde, & Linn, 2010; Ceci, Ginther, Kahn, & Williams, 2014, for comprehensive reviews).

Several empirical and theoretical studies in economics, psychology, and sociology have investigated the gender achievement gap in mathematics (Ceci et al., 2014; Halpern, 2012; Halpern et al., 2007; Lindberg, Hyde, Petersen, & Linn, 2010; Machin & Pekkarinen, 2008; Miller & Halpern, 2014). Gender differences in favour of males in average mathematics achievement and general achievement among individuals with very high levels of ability decreased during the 1970s and 1980s (Lakin, 2013; Wai, Cacchio, Putallaz, & Makel, 2010). Findings indicate that the gender gap in average mathematics performance is now small or nonexistent in many countries (Miller & Halpern, 2014) although young males continue to outnumber young females among high achievers (OECD, 2015; Wai et al., 2010).

Because the literature on gender gaps in mathematics is large and there is a strong link between some of the cognitive processes that form the basis of mathematical reasoning and proficiency in problem solving, such literature can importantly inform the research on gender gaps in problem solving. Contrary to mathematics, a subject for which strong stereotypes exist on the relative abilities of males and females, no stereotypes exist with respect to domain-general problem solving.

Some researchers have highlighted biological differences between males and females as a source of gender gaps in mathematics and other cognitive abilities such as spatial aptitude. For example, it has been suggested that performance in spatial tasks is influenced by androgen levels in utero and may therefore give males an advantage in domains that rely on such cognitive abilities (see Auyeung, Lombardo, & Baron-Cohen, 2013; Valla & Ceci, 2011; Vuoksimaa et al., 2010). However, females who are exposed to androgen levels that are comparable to those experienced by males do not enjoy similar performance advantages, and gender gaps vary greatly both over time and across cultures, suggesting that biological factors play a limited role (Hines et al., 2003; Vuoksimaa et al., 2010).

1 In this section, the ages of participants varied, so we decided to use the term males for conciseness rather than specifically identifying boys, male adolescents, and men. Similarly, we used the term females rather than specifically identifying girls, female adolescents, and women.

Although gender gaps in early spatial abilities and mathematics are well-documented (Ceci et al., 2014), there is evidence that gender gaps can work to the advantage of males when problems are framed as geometry problems and to the advantage of females when the same tasks are framed as art tasks (Huguet & Regner, 2009). In fact, the literature highlights large variations in the strength of gender gaps in a broad array of cognitive skills depending on how skills are measured, how problems are framed, and the sociocultural experiences children are exposed to (Ceci et al., 2014; Courtot et al., 2018; Eagly & Wood, 1999; Else-Quest et al., 2010; Halpern, 2012; Hedges & Nowell, 1995; Miller & Halpern, 2014; Shih, Pittinsky, & Ambady, 1999).

Furthermore, it has been suggested that females display different levels of performance on mathematics tests depending on the extent to which their gender is made salient (i.e., lower performance is associated with the salience of gender; Steele, 1997). Stereotype threat is a phenomenon by which the members of a social group have an awareness that others expect them to do poorly, and this awareness then leads them to perform below their ability even when they themselves do not endorse such negative expectations (Spencer, Steele, & Quinn, 1999; Steele, 1997). Meta-analytic evidence has suggested that the effect of stereotype threat on the performance of girls in mathematics is small (d = 0.22; Flore & Wicherts, 2015). Stereotypes arise from the observation that objective differences in outcomes exist across groups (Jussim, 2012), but these observations are often turned into culturally and socially transmitted deterministic beliefs that shape expectations and action (Johnson & Wilson, 2019) given specific sociocultural contexts.

Among the sociocultural factors that have been analysed is societal-level gender inequality. Previous research has shown that gender gaps in favour of boys on standardised math tests are larger in countries where women have lower participation in the labour market and are less represented in political institutions (Breda, Jouini, & Napp, 2018; Else-Quest et al., 2010; Guiso, Monter, Sapienza, & Zingales, 2008), although a number of studies have indicated no association between societal-level gender inequality and gender gaps in mathematics achievement (Meisenberg, 2016; Stoe & Geary, 2015). Conceptually, the correlation between societal-level gender inequality and the gender gap in mathematics achievement has been traced to stereotypes of men’s and women’s roles that, in turn, are reflected in societies in which women participate in the labour market at different levels and where women are less represented in political institutions than men.

According to expectancy value theory, the motivation individuals exert when engaging in a task or pursuing an occupation or field of study is a function of their expected performance and the degree to which they value the task (Eccles & Wigfield, 2002). Stereotypes operate at several levels to lower the performance expectancies of males and females in subjects and fields that are counterstereotypical and to lower the value that males and females assign to excelling in fields that are counterstereotypical. First, they reduce incentives for females to invest time and effort in counterstereotypical skills because they will not have adequate returns on such investments in the labour market, thus lowering the value assigned by females to such fields. This is because finding employment in sectors requiring such skills will be more difficult for females because many prospective employers will not expect females to excel in their sectors. Second, in the presence of strong stereotypes, females will be socialised into not valuing mathematics and activities associated with quantitative abilities. Third, stereotypes can lead females to hold lower expectations of their ability to acquire skills that do not conform to stereotypical notions of feminine skills—again reducing their incentives to (and thus they fail to) invest in building such skills. Gender differences in subjective orientations towards mathematics and science are already present at age 5 (Perez-Felkner, McDonald, Schneider, & Grogan, 2012), and by age 15, male students are twice as likely to expect to work in mathematics and engineering careers than female students, although gender gaps in career orientations differ greatly across countries and over time (OECD, 2016).
Fourth, in the presence of strong stereotypes, females might also not receive the support they need to excel in mathematics from their teachers and families (Else-Quest et al., 2010), thus lowering the extent to which their abilities come to fruition given their endowed potential. Fifth, societal-level gender inequality may also influence gender gaps in achievement through stereotype threat. In societies with higher levels of gender inequality, stereotypes on gender differences in aptitudes may be more prevalent (Correll, 2001).

An apparent paradox is that although the literature has revealed large gender gaps in mathematics achievements, gender gaps in mathematics attitudes and self-beliefs are largest in the presence of greater gender equality (Else-Quest et al., 2010; Stoet, Bailey, Moore, & Rindermann, 2007), possibly because of differences in social comparisons for females in such contexts (Guimond et al., 2007). The finding that gender gaps in mathematics attitudes and self-beliefs are strongest in more gender-equal countries mirrors findings on the extent to which gender differences in preferences for risk, degree of competitiveness, trust, altruism, patience, and reciprocity are related to societal-level gender equality (Falk & Hermle, 2018). This finding has been explained by the suggestion that a more egalitarian distribution of material and social resources might enable women and men to express gender-specific preferences.

2. The present study

Because of lack of cross-country comparable data on general problem-solving abilities, so far it has not been possible to test whether societal inequalities influence females’ acquisition of general cognitive skills (rather than just mathematics or other curricular domains such as text comprehension). It has similarly not been possible to determine whether the root of gender disparities in skills lies in broader social influences rather than in the education system.

The focus on mathematics achievement is narrow and mostly driven by the availability of internationally comparable data on math achievement among school-aged males and females. Key explanations for the reason why societal-level gender inequalities shape the emergence and development of gender gaps in achievement rely on the roles that societal norms and attitudes play in shaping and reinforcing gender stereotypes and, by doing so, the opportunities males and females have to develop their skills and the incentives they have to do so. The implication of the focus on mathematics is that societal-level disparities impede females’ abilities in mathematics but not necessarily in other domains and may in fact result in greater segregation and ‘specialisation’ by gender with females doing better in fields that fit stereotypically feminine ideals.

But what if societal-level gender inequalities also hold females back in more general cognitive skills such as problem solving for which strong stereotypes do not exist and for which opportunities and incentives are not yet well-defined? Our work extends recent evidence that gender gaps in navigation abilities are wider in countries with societal-level gender inequalities (Coutrot et al., 2018) and that gender differences in attitudes and preferences depend on societal-level gender inequalities (Falk & Hermle, 2018).

We used data from a large-scale international assessment of 15-year-old students, the Programme for International Student Assessment (PISA), which was administered in 42 countries. We used PISA to identify the gender gap in problem solving, the extent to which the size of the gender gap varies across countries, whether such variation is systematically related to the level of broad societal-level inequality, and how gender gaps in problem solving (and their association with societal-level gender inequalities) compare with gender gaps in academic domains such as mathematics.

Newell and Simon (1972) defined the process of problem solving as: ‘a given state is transformed into a goal state by applying a sequence of consciously selected actions’. According to Mayer and Wittrock (2006), problem solving is a cognitive process that occurs internally within a person’s information-processing system. Therefore, information-processing resources (e.g., attention or the capacity of the human mind to store and manipulate different types of information simultaneously) are important for successful problem solving (Wiley & Jarosz, 2012). Likewise, problem solving is a process that is based on representing and manipulating knowledge structures such that problem solving depends on what people know about a particular problem and can use to solving it (Goede & Beckmann, 2010).

In a comprehensive review of problem solving Greiff and colleagues (2017) indicate how several dimensions differentiate problems and problem-solving processes (VanLehn, 1989). First, problems can be knowledge-lean or knowledge-rich. In knowledge-lean problems, all information that is needed is already included in the description of the problem. Knowledge-rich problems require the problem solver to apply background knowledge or to search for (additional) information that can be used to understand and to solve the problem. Second, some problems can be solved with a single action, whereas others require multiple steps to reach a solution. Third, some problems are static in the sense that the problem state changes only in response to the problem solver’s actions, whereas in dynamic problems, the problem state comprises many factors that change independently of the problem solver’s actions (Funke, 2010). Finally, problems can be well-defined such that there is a well-specified given state, goal state, and set of operators that can be applied to move from the given information to the goal. Alternatively, problems can be ill-defined, in which case these aspects are unknown or ambiguous (Greeno, 1978; Jonassen, 2011). These classifications of problems need to be considered when defining and, in a second step, assessing problem-solving skills.

PISA’s problem-solving assessment, which we used in our analyses, reflects the features of real-world problems that individuals face in their daily lives: They are knowledge-rich, involve multiple steps, and can be both static and dynamic as well as more or less well-defined. More specifically, thanks to the computer-based delivery, around two thirds of the assessment tasks are dynamic, and one third are static.

At the conceptual level, problem solving is defined in PISA as the ‘capacity to engage in cognitive processing to understand and resolve problem situations where a method of solution is not immediately obvious. It includes the willingness to engage with such situations in order to achieve one’s potential’ (OECD, 2014a, p. 30). Thus, there are cognitive and attitudinal dimensions to problem solving. Examples of tasks included in the computer-based test used to derive the cognitive dimension of problem solving are available in the OECD (2014a). Whereas the problem-solving assessments were strongly associated with the other cognitive domains assessed in PISA (among countries in our sample $r = 0.81$ between problem solving and science; $r = 0.84$ between problem solving and mathematics, and $r = 0.77$ between problem solving and reading), these associations were less pronounced than was the case for the other assessment domains ($r = 0.91$ between science and mathematics; $r = 0.89$ between science and reading, and $r = 0.87$ between reading and mathematics). Furthermore, around 32% of the variation in problem solving reflects skills that are uniquely captured by the problem-solving assessment, whereas 68% of the individual variation in problem-solving achievement is shared with the other three assessment domains (OECD, 2014a). These results indicate that whereas the PISA problem-solving assessment may measure a unique set of abilities, it is also highly correlated with other measures of achievement in PISA, thus providing further empirical evidence in support of the homogeneity of cognitive abilities (g-factor; Jensen, 1998; Rindermann, 2007).

To measure attitudes towards problem solving, we used information that PISA participants provided in a background questionnaire. Information was collected on whether a participant assessed him- or herself as someone who can handle a lot of information, is quick to understand things, seeks explanations for things, can easily link facts together, and likes to solve complex problems. Responses consisted of: This person is ‘very much like me’, ‘mostly like me’, ‘somewhat like me’,
‘not much like me’, or ‘not at all like me’. We used self-reports to develop an indicator of openness to problem solving based on self-reports.

3. Method

3.1. Data

We used data from the 2012 cycle of PISA, a large-scale, cross-national assessment of the performance of 15-year-old students. In the 2012 cycle, on top of the core paper-based assessment instruments in mathematics, reading, and science, students in 42 countries were administered a computer-based test in problem solving, and 31 of these countries also administered a computer-based test in reading and mathematics. The problem-solving test was designed to require minimal literacy, numerical, and mathematics abilities.

PISA samples are representative drawn from the population of 15-year-old students in each country. The total sample size in the 42 countries that participated in both the core and the PISA problem-solving assessment was 237,115 students. Sample size was 183,151 in the 31 countries that administering the computer-based reading and mathematics assessment. Within countries, a two-stage sampling procedure selected the participants who took the PISA test. Weighted samples in each country are representative of students who are enrolled in the seventh grade or above and are between 15 years 3 months and 16 years 2 months at the time of the assessment. All variables and cases used in our analyses were derived from the public-use files for the PISA 2012 survey, which can be downloaded from: http://www.oecd.org/pisa/pisaproducts/pisa2012database-downloadeddata.htm

Table 1 presents descriptive statistics for each country included in our analyses. Overall, participants included in our main specification (sample of students in the 42 countries who participated in the problem-solving assessment) consisted of 49.87% female students and 50.13% male students. We excluded 34,208 students who were either foreign born and/or had foreign-born parents because of evidence that these students may be influenced by the social norms of their country of origin as well as their destination country (Nolleberger, Rodríguez-Planas, & Sevilla, 2016) and, thus, might not be well-suited to answer the research questions at hand.

3.2. Materials

Students in all PISA participating countries took a 2-hr paper-based test containing a range of tasks in reading, mathematics, and science and completed a background questionnaire. The PISA assessment tasks were developed by an international consortium in collaboration with multidisciplinary expert groups and under the supervision of the PISA governing board, a body of the OECD composed of representatives of participating countries.

In countries participating in the problem-solving assessment, students who were selected to take the computer-based test were administered an additional 40-min test containing a range of problem-solving tasks in order to cover the cognitive dimension of problem solving. They also answered a range of reading and math questions that were different from the questions administered in the 2-hr paper-based assessment.

Students’ openness to problem solving was evaluated via self-reports. These were part of the main PISA student background questionnaire, a 30-min paper-and-pencil questionnaire administered after the core assessment. The background questionnaire consisted of a set of socioeconomic and demographic questions administered to all students and three sets of additional questions. Each student randomly received a questionnaire containing two out of the three sets of additional questions. The rotation was organised to increase the coverage of information gathered at the population level without increasing the burden for individual respondents. The randomisation process worked as intended, and no differences in background characteristics could be detected between students assigned to any of the three forms (OECD, 2014b).

3.3. Variable descriptions

3.3.1. Dependent variables: problem-solving performance and openness to problem solving

Students’ problem-solving performance scores were derived from a one-parameter IRT model that mapped student responses to their underlying unobserved ability (cognitive dimension). Students’ patterns of responses to specific problem-solving tasks were used to generate plausible value scores of students’ problem-solving performance (OECD, 2014b). Problem-solving performance in PISA is standardised to have a mean of 500 and a standard deviation of 100 across OECD countries. In all our analyses, we report standardised effect sizes by dividing PISA achievement scores by the pooled standard deviation in our sample (SD = 102). This means that whenever we report gender differences, we effectively report Cohen’s d statistics. In all models, gender gaps represent the difference between males and females. Therefore, the difference between our estimates and Cohen’s d is that we interpret estimates with a positive sign to indicate an advantage for males and a negative sign to indicate an advantage for females.

The openness to problem-solving index (attitudinal dimension) was derived using a one-parameter IRT model and was standardised to have a mean of 0 and SD of 1 across OECD countries. The index has a good degree of reliability (Cronbach’s alpha higher than 0.80 in most countries; for details on country-specific reliability indices, see Table A.1). Because the index had a standard deviation of 1, gender differences correspond to Cohen’s d statistics. In all models, gender gaps represent the difference between male and females (positive d estimates indicate an advantage for males and negative d estimates indicate an advantage for females).

3.3.2. Key explanatory variables: gender and country-level gender inequality

Students reported their gender, and the information was verified with sampling forms. Country-level gender inequality was measured with the Gender Inequality Index (GII), a composite index characterising levels of gender inequality across countries. The GII index was developed by the United Nations Development Programme (UNDP). The GII is based on three dimensions: female reproductive health, measured by the maternal mortality ratio and adolescent birth rates; gender empowerment, measured by the relative proportion of parliamentary seats occupied by women and men; and the relative proportion of women and men 25 years of age and older with at least some secondary education, and gender labour market status, measured by the relative labour force participation rate of female and male populations 15 years of age and older (UNDP, 2016). The GII ranges from 0 to 1, where higher values indicate greater gender inequality. To verify the robustness of the findings, the main results, which were based on the composite GII, are accompanied by analyses calculated with the original indicators for each of the three different components. Both the GII and its components were standardised to have a mean of 0 and an SD of 1 so that estimated coefficients could be interpreted in terms of changes in SDs.

3.4. Control variables

In the background questionnaire, students were asked for information on their socioeconomic status. PISA derives an aggregate indicator

2 When referring to the participants of the present study, we decided to use the term males for conciseness rather than male adolescents or male students. Similarly, we used the term females rather than female adolescents or female students.
of socioeconomic status (SES) using information provided by students on parental educational attainment, occupational status, and household resources. The SES indicator is standardised to have a mean of 0 and SD of 1 across OECD countries. The SES values for the females and males in our sample were −0.304 and −0.244, respectively (the values were negative because our sample was not limited to OECD countries). Country-specific summary statistics are reported in Table A.2 in the Appendix.

3.5. Statistical analyses

We followed standard procedures to analyse the PISA data, taking into account plausible values and sampling (OECD, 2014b). Our key dependent variables were students’ problem-solving performance (cognitive dimension) and their reported openness to problem solving (attitudinal dimension).

For each domain, achievement scores were represented in PISA by a set of five plausible values, which are essentially imputed values of proficiency (OECD, 2014b). This means that in each model in which we estimated gender gaps in achievement, we fit five sets of models, one for each plausible value, and then we combined these values using Rubin’s rule as per OECD recommendations (Little & Rubin, 1987; OECD, 2014b). In all models, whether we estimated achievement or attitudes towards problem solving, we calculated robust standard errors to account for the clustering effect of the two-stage sampling in PISA, calculating standard errors using balanced repeated replication (BRR) and students’ final weights. This allowed us to correctly account for the nested structure of the PISA data and the sampling frame used in each participating country (OECD, 2014b). Because we focused on the pooled PISA sample, we used rescaled probability weights (Rutkowski, Gonzalez, Joncas, & von Davier, 2010) so that we could equally weight the extent to which each country contributed to the pooled model. Because we were interested in examining the contribution of country-level factors to the width of gender gaps in problem-solving proficiency and attitudes, and the sampling design in PISA involves sampling students from schools in a specific country, we modeled interactions...
between the gender variable (individual-level predictor) and indices of gender inequality (country-level predictor) by considering clustering via BR3. Our approach resulted in standard errors that were less biased than standard errors estimated with a three-level multilevel model (we also fit three-level hierarchical models, and these results can be requested from the authors).

We present results on gender differences in problem solving both on a bivariate level and after controlling for differences in mathematics and reading performance. We did this by introducing mathematics and reading performance as covariates in regressions where problem-solving performance and problem-solving attitudes were the dependent variables (in all regression models, we matched the first plausible value in problem solving with the first plausible value in mathematics and reading). These analyses allowed us to identify gender differences that were specific to problem-solving performance and attitudes and were not a simple reflection of gender differences in other information processing abilities. The results, which can be requested from the authors, were virtually identical to estimates obtained from an alternative specification in which we accounted for the potential influence of curricular subjects by generating a variable that represented the difference between problem-solving performance and each of the curricular subjects. Furthermore, by examining gender gaps in problem-solving performance and attitudes after controlling for the mathematics and reading, we were able to identify the unique association between gender inequality at a country level and gender gaps in problem solving after accounting for any effect gender inequality may have on gender gaps in mathematics and reading. We present additional results in which we controlled for the socioeconomic status of the students and the schools they attended.

In a subsample of countries (31 out of 42), on top of the core paper-based assessments and the computer-based problem-solving assessment, students also took a computer-based assessment of reading and mathematics. Although the subsample of countries with available data on computer-based reading and mathematics was not random because it was a function of countries’ decision to participate in such additional tests, this decision was primarily driven by cost considerations and interest in having results in such additional domains, given the expected broad transition of all PISA instruments to computer delivery in 2015. As a robustness check, for those students who took the test in countries where the computer-based assessment included computer-based reading and mathematics, when estimating our models, we controlled for students’ performance on the computer-based reading and mathematics tests to ensure that our findings did not reflect gender differences in preferences for computers or in the mode of assessment.

4. Results

Mean comparisons of performance in problem solving across gender revealed that males outperformed females in 19 out of the 42 countries examined, whereas females outperformed males in 4 countries (p ≤ .05). Results that are pooled across all countries with available data are reported in Table 2, whereas country-specific estimates can be found in Tables A.3 and A.4 in the Appendix. The Cohen’s d estimate for gender obtained while not controlling for individual and school-level factors across the 42 countries with available data was d = 0.127, indicating an advantage for males. By comparison, the gender gap in math across the same 42 countries was d = 0.126, and the value was d = −0.310 (in favour of females) in reading. The residual gender gap in problem-solving performance, obtained after accounting for student performance in the paper-based math and reading test was d = 0.123. Accounting for student performance in the computer-based math and reading tests resulted in a gender gap in problem solving of d = 0.146 (results apply to the sample of 31 countries that administered the computer-based assessment). Additionally controlling for individual- and school-level SES did not affect the estimates (d = 0.126). Table 1 shows that the results were consistent and were not very affected by the introduction of covariates and by the estimation method we applied.

Our results revealed a gender gap not only in problem-solving performance but also in attitudes towards problem solving. In fact, gender differences appeared to be particularly large in 15-year-old students’ reports of their openness to problem solving. Males reported greater openness to problem solving than females in 35 of the 42 countries (p ≤ .05), and in no country did females report greater openness to problem solving than males. The gender gap in the openness to problem-solving index was d = 0.193, indicating higher levels for males. Table 2 shows that gender differences in attitudes towards problem solving occurred in addition to any differences between males and females in problem-solving achievement: The gender gap in problem-solving attitudes remained stable when we controlled for problem-solving performance (d = 0.176), problem solving, mathematics, and reading performance (d = 0.181), and when we controlled for performance in the three domains as well as for individual- and school-level SES (d = 0.169).

Although on average males appeared to show better problem-solving performance and more positive attitudes towards problem solving than females did, Fig. 1 reveals heterogeneity in gender gaps across countries with regard to both the cognitive and attitudinal dimensions. The distribution of the gender gap in problem-solving performance (Panel a) was similar to what was observed for mathematics (Panel c), whereas the distribution shifted towards the right and was less dispersed for problem-solving attitudes (Panel b).

Table 3 illustrates country-level associations between gender inequality and the gender gap in problem-solving performance, problem-solving attitudes, as well as the gender gap in the curricular domains of mathematics, reading, and science. Results indicate that at the country level, the association between gender inequality and the gender gap in problem-solving performance was r = 0.27, stronger than the association between gender inequality and the gender gap observed for mathematics (r = 0.20), reading (r = 0.22), and science (r = 0.03). The country-level association between gender inequality and the gender gap in problem-solving attitudes was strong and negative (r = −0.42). This means that in countries with greater gender equality, the gender gap in

Table 2

<table>
<thead>
<tr>
<th>Problem-solving performance (N countries)</th>
<th>Attitudes to problem solving (N countries)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender gap (M-F)</td>
<td>0.127 (42)</td>
</tr>
<tr>
<td>Gender gap (M-F) controlling for paper-based math and reading</td>
<td>0.123 (42)</td>
</tr>
<tr>
<td>Gender gap (M-F) controlling for computer-based math and reading</td>
<td>0.126 (42)</td>
</tr>
<tr>
<td>Gender gap (M-F) controlling for paper-based math and reading, and individual and school SES</td>
<td>0.146 (31)</td>
</tr>
<tr>
<td>Gender gap (M-F) controlling for computer-based math and reading, and individual and school SES</td>
<td>0.193 (42)</td>
</tr>
<tr>
<td>Gender gap (M-F) controlling for PS performance</td>
<td>0.176 (42)</td>
</tr>
<tr>
<td>Gender gap (M-F) controlling for PS performance, paper-based math and reading</td>
<td>0.181 (42)</td>
</tr>
<tr>
<td>Gender gap (M-F) controlling for PS performance, paper-based math and reading, and individual and school SES</td>
<td>0.169 (42)</td>
</tr>
<tr>
<td>Gender gap (M-F) controlling for PS performance, computer-based math and reading</td>
<td>0.163 (31)</td>
</tr>
</tbody>
</table>

Source: PISA 2012 database. M = males; F = females.
favour of males in problem-solving attitudes was more pronounced.

Table 4 presents the results on the associations between gender inequality and the gender gap in problem-solving performance and problem-solving attitudes using individual-level data. We tested the robustness of the associations reported in Table 4 to alternative measures of country-level gender inequality based on the individual items used to derive the gender inequality index, reflecting the three broad areas of female reproductive health (measured by the maternal mortality ratio and teen pregnancy); gender empowerment (measured by the relative proportion of parliamentary seats occupied by women and men and the relative proportion of women and men 25 years of age and older with at least some secondary education); and gender labour market status (measured by the relative labour force participation rate of female and male populations 15 years of age and older). We also tested the robustness of the associations to the introduction of a set of controls at the individual and country levels (performance in academic subjects and GDP per capita).

Table 4 indicates that males tended to exhibit higher performance in problem solving than females but also that, importantly, the performance gap was wider in countries with greater gender inequality. In particular, males’ advantage in problem-solving performance in countries with greater gender inequality was in addition to any relationship gender inequality had with the gender gap in reading, mathematics, and the level of economic development. Results presented in Table 4 indicate that when we estimated the widely researched association of between-country differences in the gender gap in mathematics performance as a function of societal-level gender inequality, our results were in line with recent analyses on this issue in which problem solving was not controlled for (i.e., We found that greater gender inequality was associated with a wider gender gap in math performance in favour of males). The cross-level interaction was not statistically significant at conventional levels because of a large standard error associated with the point estimate. This finding is in line with research based on PISA data indicating that this association was inconsistent over time (Stoet &
also indicates that societal-level gender inequality was as-

When problem-solving performance was controlled for, very different results emerged: Greater country-level gender inequality was associated with a smaller gender gap in math performance in favour of males, rather than a larger gap.

Table 4 also indicates that societal-level gender inequality was associated with overall lower levels of achievement in mathematics irrespective of the set of controls that was introduced.

When controlling for the full set of individual, school, and country-level controls, our estimates indicate that the gender gap in problem solving was smallest in the Netherlands ($d = 0.079$; the least gender unequal country in our sample based on GII) and widest in Colombia ($d = 0.150$; the most gender unequal country). Results were robust to the specific indicator of gender inequality examined.

Table 4 highlights that males had more positive attitudes towards problem solving than females and that the estimated gender gap in students' openness to problem solving was robust to the inclusion of individual-level controls for ability on the PISA problem-solving, mathematics, and reading test. Contrary to the findings estimated for problem-solving performance, the gender gap in problem-solving attitudes appeared to be smaller in countries with greater gender inequality and larger in countries with greater gender equality. These results were similar when different measures of gender inequality were used and no matter whether individual performance and country-level GDP were controlled for or not. For example, the positive main effect of GII and the negative cross-level interaction (between GII and the male identifier) imply that greater gender inequality was associated with overall more positive attitudes towards problem solving, in particular among females.

5. Discussion

We found that gender gaps in cognitive aspects of problem solving tended to be larger in societies with lower levels of gender equality but that gender gaps in attitudinal dimensions of problem solving tended to be smaller in societies with lower levels of gender equality. This finding reflects previous estimates in which country-level gender inequality measures were related to performance in mathematics, attitudes towards mathematics, and mathematics self-beliefs (Else-Quest et al., 2010; Stoet et al., 2016) as well as gender differences in the willingness to take risks, patience, altruism, reciprocity, and trust (Falk & Hermle, 2018). We also found that country-level gender inequality was associated with gender disparities in problem-solving performance on top of and beyond any effect country-level gender inequality has on curricular subjects such as mathematics and text comprehension. In fact, the gender gap in curricular subjects such as mathematics tends to be narrower in countries that are more gender unequal, once differences in problem-solving performance are controlled for.

Problem solving lacks a disciplinary or curricular nature, there are no stereotypes that identify problem solving as an area in which either males or females excel, and problem solving plays no role as a gatekeeper. Therefore, the mechanisms through which gender inequalities shape the gender gap in problem-solving ability and attitudes must differ from those identified for mathematics (Else-Quest et al., 2010) and are not related to occupational aspirations, role modelling, or performance expectations. Furthermore, the fact that gender gaps in problem-solving performance are more strongly associated with societal-level gender inequality than gender gaps in performance in curricular subjects suggests that the school environment and instruction may even play a narrowing role with regard to gender gaps in curricular abilities. This finding stands in marked contrast with hypotheses put forward in the literature on the roles played by course choices, teaching practices, and peer effects in education as determinants of gender gaps and, in turn, on how all these factors are influenced by societal gender norms.

A possible reason that could explain our findings lies in the role social structures have in organising play and children's interactions...
Table 4
Gender inequality and the gender gap in problem-solving performance and attitudes.

<table>
<thead>
<tr>
<th>Controls for</th>
<th>Male</th>
<th>GII</th>
<th>Male-GII interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b</td>
<td>(SE)</td>
<td>b</td>
</tr>
<tr>
<td>Panel A. Dependent variable: Problem solving performance. (N = 218,493)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model A1 Individual and school</td>
<td>0.071⁎⁎⁎</td>
<td>(0.017)</td>
<td>-0.103⁎⁎⁎</td>
</tr>
<tr>
<td>Model A2 Individual, school, math &amp; reading</td>
<td>0.092⁎⁎⁎</td>
<td>(0.014)</td>
<td>0.040⁎</td>
</tr>
<tr>
<td>Model A3 Individual, school, GDP</td>
<td>0.072⁎⁎️</td>
<td>(0.017)</td>
<td>-0.103⁎⁎️</td>
</tr>
<tr>
<td>Model A4 Individual, school, GDP, math and reading</td>
<td>0.082⁎⁎️</td>
<td>(0.013)</td>
<td>0.059⁎️</td>
</tr>
<tr>
<td>Panel B. Dependent variable: Problem solving attitudes. (N = 142,607)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model B1 Individual and school</td>
<td>0.285⁎⁎️</td>
<td>(0.020)</td>
<td>0.237⁎️</td>
</tr>
<tr>
<td>Model B2 Individual, school, problem solving performance</td>
<td>0.268⁎⁎️</td>
<td>(0.020)</td>
<td>0.253⁎️</td>
</tr>
<tr>
<td>Model B3 Individual, school, problem solving, math &amp; reading</td>
<td>0.250⁎️</td>
<td>(0.023)</td>
<td>0.260⁎️</td>
</tr>
<tr>
<td>Model B4 Individual, school, GDP</td>
<td>0.282⁎️</td>
<td>(0.020)</td>
<td>0.229⁎️</td>
</tr>
<tr>
<td>Model B5 Individual, school, GDP, problem solving performance</td>
<td>0.265⁎️</td>
<td>(0.020)</td>
<td>0.245⁎️</td>
</tr>
<tr>
<td>Model B6 Individual, school, GDP, problem solving, math and reading</td>
<td>0.237⁎️</td>
<td>(0.023)</td>
<td>0.290⁎️</td>
</tr>
<tr>
<td>Panel C. Dependent variable: Mathematics performance. (N = 218,493)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model C1 Individual and school</td>
<td>0.099⁎️</td>
<td>(0.015)</td>
<td>-0.190⁎️</td>
</tr>
<tr>
<td>Model C2 Individual, school, problem solving performance</td>
<td>0.046⁎️</td>
<td>(0.012)</td>
<td>-0.114⁎️</td>
</tr>
<tr>
<td>Model C3 Individual, school, problem solving &amp; reading</td>
<td>0.274⁎️</td>
<td>(0.009)</td>
<td>-0.009</td>
</tr>
<tr>
<td>Model C4 Individual, school, GDP</td>
<td>0.104⁎️</td>
<td>(0.015)</td>
<td>-0.211⁎️</td>
</tr>
<tr>
<td>Model C5 Individual, school, GDP, problem solving performance</td>
<td>0.052⁎️</td>
<td>(0.011)</td>
<td>-0.136⁎️</td>
</tr>
<tr>
<td>Model C6 Individual, school, GDP, problem solving and reading</td>
<td>0.028⁎️</td>
<td>(0.003)</td>
<td>-0.105⁎️</td>
</tr>
</tbody>
</table>

Note. Source: PISA 2012 database. Pooled models. Results for individual components of the GII index are available in Tables A.5 and A.6 in the Appendix. Each panel presents the following key results: the standardised gender gap (expressed in terms of the difference in problem-solving performance among males with females being the baseline), the change in problem-solving performance associated with a 1-unit change in the Gender Inequality Index and additional change in problem-solving performance associated with a 1-unit change in the Gender Inequality Index among males. Panel A presents results for problem-solving performance, Panel B presents results for problem-solving attitudes, and Panel C presents results for mathematics performance. Within each panel, each row represents a different model. Each model differs because of the controls that were introduced and that are highlighted in the controls column.

⁎ p < .05.
⁎⁎ p < .01.
⁎⁎⁎ p < .001.

We believe that because societal gender inequalities are less predictive of the size of the gender gap in mathematics than in noncurricular domains such as problem solving, schools should not be considered the primary institutions that contribute to gender inequalities through gender differences in course choices and transitions. Rather, our results suggest that education systems may act in ways that somewhat reduce the influence of societal gender inequalities on skill development and acquisition.
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