Are intelligence tests measurement invariant over time? Investigating the nature of the Flynn effect
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Abstract

The gains of scores on standardized intelligence tests (i.e., Flynn effect) have been the subject of extensive debate concerning their nature, causes, and implications. The aim of the present study is to investigate whether five intelligence tests are measurement invariant with respect to cohort. Measurement invariance implies that gains over the years can be attributed to increases in the latent variables that the tests purport to measure. The studies reported contain original data of Dutch Wechsler Adult Intelligence Scale (WAIS) gains from 1967 to 1999, Dutch Differential Aptitude Test (DAT) gains from 1984 to 1995, gains on a Dutch children intelligence test (RAKIT) from 1982 to 1993, and reanalyses of results from Must, Must, and Raudik [Intelligence 167 (2003) 1–11] and Teasdale and Owen [Intelligence 28 (2000) 115–120]. The results of multigroup confirmatory factor analyses clearly indicate that measurement invariance with respect to cohorts is untenable. Uniform measurement bias is observed in some, but not all subtests. The implications of these findings are discussed.
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1. Introduction

Ever since Flynn (1984, 1987) documented worldwide increases in scores on standardized intelligence tests, there has been extensive debate about the nature, causes, and implications of these increases (e.g., Neisser, 1998). There are several unresolved issues concerning the nature of these increases, now commonly denoted “the Flynn effect.” One issue concerns the exact cognitive abilities that have increased over the years. The rise of scores is usually found to be greater on tests of fluid intelligence (e.g., Raven Progressive Matrices) than on tests of crystallized intelligence, especially on verbal IQ tests (Colom, Andres-Pueyo, & Juan-Espinosa, 1998; Emanualsson, Reuterberg, & Svensson, 1993; Emanualsson & Svensson, 1990; Flynn, 1987, 1998b; Lynn & Hampson, 1986, 1989; Teasdale & Owen, 2000). Differential increases have raised the question whether the gains can be related to an increase in general intelligence, or \( g \) (Colom & García-López, 2003; Colom, Juan Espinosa, & Garcia, 2001; Flynn, 1999a, 1999b, 2000a; Jensen, 1998; Must, Must, & Raudik, 2003; Rushton, 1999, 2000).

A second, more fundamental, issue is whether the increases are genuine increases in cognitive ability, or that they merely reflect measurement artifacts, such as heightened test sophistication or altered test-taking strategies (Brand, 1987; 1990; Brand, Freshwater, & Dockrell, 1989; Flynn, 1990; Jensen, 1996; Rodgers, 1998). The proponents of the view that the intelligence gains are genuine have searched for real-world signs of the increase (e.g., Howard, 1999, 2001). They have offered several explanations, including improved nutrition (Lynn, 1989, 1990; Martorell, 1998), a trend towards smaller families (Zajonc & Mullally, 1997), better education (Hüsén & Tuijnman, 1991; Teasdale & Owen, 1989; Tuddenham, 1948), greater environmental complexity (Schooler, 1998), and heterosis (Mingroni, 2004).

If, on the other hand, the increases are due to a measurement artifact, this obviously complicates the comparison of cohorts with respect to intelligence test scores. In addition, this may possibly have implications for the comparisons of other groups (e.g., Blacks and Whites in the United States). Based on his results, Flynn (1987, p. 189) questioned the validity of IQ tests and suggested that other between-group differences on IQ tests may not reflect true intelligence differences. Furthermore, Flynn (1998a, p. 40) states that “massive IQ gains add viability to an environmental hypothesis about the IQ gap between Black and White Americans.” High heritability estimates of IQ are supposedly incompatible with the hypothesized environmental causes of the secular increases (but see Mingroni, 2004). Dickens and Flynn (2001) have recently proposed a formal model that can account for this paradox. This extensive model offers an explanation of the Flynn effect in the presence of high heritability. However, the model does not address the issue of the nature of the score gain because it is primarily concerned with measured intelligence or IQ.

The purpose of the present paper is to consider the nature of the Flynn effect. Our specific aim is to investigate whether secular gains found on five different multivariate intelligence tests reflect gains in the common factors, or hypothetical constructs, that these tests are supposed to measure. These common factors are typically identified by means of factor analyses of test scores obtained within a group (cohort). To this end, we investigate whether these tests are factorially invariant with respect to cohort. Factorial invariance implies that the same constructs are measured in different cohorts and that the observed gains in scores can be accounted for by gains on these latent constructs (Lubke, Dolan, Kelderman, & Mellenbergh, 2003; Meredith, 1993). In addition, factorial invariance implies measurement invariance with respect to cohort (Meredith, 1993), which, in turn, means that the
intelligence test is unbiased with respect to cohort (Mellenbergh, 1989). We use multigroup confirmatory factor analysis (MGCFA) to investigate factorial invariance between cohorts. An explicit technical discussion of this approach may be found in Meredith (1993). Discussions in more conceptual and applied terms are provided by Lubke et al. (2003) and Little (1997). MGCFA addresses within- (i.e., the covariances between cognitive subtests within a cohort) and between-group differences (i.e., the mean difference between cohorts on these tests) simultaneously. If factorial invariance is tenable, this supports the notion that (within group) individual and cohort (between group) differences are differences on the same underlying constructs (Lubke et al., 2003). Conversely, if factorial invariance is untenable, the between-group differences cannot be interpreted in terms of differences in the latent factors supposed to underlie the scores within a group or cohort. This implies that the intelligence test does not measure the same constructs in the two cohorts, or stated otherwise, that the test is biased with respect to cohort. If factorial invariance is not tenable, this does not necessarily mean that all the constituent IQ subtests are biased. MGCFA provides detailed results concerning the individual subtests and allows one to consider partial factorial invariance (Byrne, Shavelson, & Muthen, 1989). Measurement bias between cohorts could be due to a variety of factors, which require further research to identify (Lubke et al., 2003).

Several studies have addressed the issue whether differential gains on intelligence subtests are positively correlated with the \( g \) loadings of these subtests (Colom et al., 2001; Flynn, 1999a; Jensen, 1998; Must et al., 2003; Rushton, 1999, 2000). This issue concerns the question whether between-cohort differences are attributable to the hypothetical construct \( g \). As such, these studies address the same question as we do here. However, we do not limit ourselves to \( g \) and employ MGCFA, rather than the method of correlated vectors (i.e., correlating differences in means on a subtest and the subtest’s loading on common factor, interpreted as \( g \)). Using the method of correlated vectors, Jensen (pp. 320–321), Rushton, and Must et al. found low or negative correlations and conclude that the Flynn effect is not due to increases in \( g \). However, Flynn (1999a, 1999b, 1999c, 2000a), in a critique of Rushton’s conclusions concerning Black–White (B–W) differences, obtained contradictory results. In addition, Colom et al. (2001) report high positive correlations using the standardization data of the Spanish Differential Aptitude Test (DAT). Thus, it remains unclear whether the Flynn effect is due to increases in \( g \). It may be argued that the contradictory findings are the result of differences in the tests’ emphases on crystallized or fluid intelligence (Colom & García-López, 2003; Colom et al., 2001). However, of more immediate concern is the method of correlated vectors. This method has been criticized extensively by Dolan (2000) and Dolan and Hamaker (2001). One problem is that the correlation, which forms the crux of this method (i.e., the correlation between the differences in means and the loadings on what is interpreted as the \( g \) factor), may assume quite large values, even when \( g \) is not the major source of between-group differences (Dolan & Lubke, 2001; Lubke, Dolan, & Kelderman, 2001). Indeed, this correlation may assume values that are interpreted in support of the importance of \( g \), while in fact, MGCFA indicates that factorial invariance is not tenable (Dolan, Roorda, & Wicherts, 2004). MGCFA may be viewed as a comprehensive model-based approach, which includes explicit testing of the various aspects of factorial invariance and which includes, but is not limited to, the hypothesis that \( g \) is the dominant source of group differences. Note that in the investigation of B–W differences in intelligence test scores, this hypothesis (i.e., the importance of \( g \)) is referred to as “Spearman’s hypothesis.” The emphasis of the present analyses is on establishing factorial invariance in common factor models. Due to the nature of the available data sets, our focus is on first-order common factor models rather than on the (first or second order) \( g \) model.
2. Testing factorial invariance with MGCFA

MGCFA can be applied to address the question whether differences in IQ test score between groups reflect true, that is, latent, differences in ability (Lubke et al., 2003). We now present in detail the confirmatory factor model that can be used to this end (c.f. Bollen, 1989; Lubke et al., 2003; Sörbom, 1974).

Let \( y_{ij} \) denote the observed \( p \)-dimensional random column vector of subject \( j \) in population \( i \). We specify the following model for \( y_{ij} \):

\[
y_{ij} = \nu_i + \Lambda_i \eta_{ij} + \epsilon_{ij},
\]

where \( \eta_{ij} \) is a \( q \)-dimensional random vector of correlated common factor scores \( (q<p) \) and \( \epsilon_{ij} \) is a \( p \)-dimensional vector of residuals that contain both random error and unique measurement effects. The \( (p \times q) \) matrix \( \Lambda_i \) contains factor loadings, and the \( (p \times 1) \) matrix \( \nu_i \) contains measurement intercepts. It is generally assumed that \( \epsilon_{ij} \) is \( p \)-variate normally distributed, with zero means and a diagonal covariance matrix \( \Theta_i \); that is, residual terms are mutually uncorrelated. Furthermore, the vector \( \eta_{ij} \) is assumed to be \( q \)-variate normally distributed, with mean \( \xi_i \) and \( (q \times q) \) positive definite covariance matrix \( \Psi_i \). Given these assumptions, the observed variables are normally distributed \( y_{ij} \sim N_p(\mu_i, \Sigma_i) \), where, assuming the covariance between \( \eta_{ij} \) and \( \epsilon_{ij} \) is zero:

\[
\mu_i = \nu_i + \Lambda_i \xi_i \quad (2)
\]

\[
\Sigma_i = \Lambda_i \Psi_i \Lambda_i' + \Theta_i. \quad (3)
\]

Note that superscript \( t \) denotes transposition.

We identify a sufficient number of fixed zeroes in \( \Lambda_i \) to avoid rotational indeterminacy, given correlated common factors. In the same matrix \( \Lambda_i \), we fix certain elements to equal 1 to identify the variances of the common factors. Similarly, for reasons of identification, we model latent differences in means instead of latent means themselves (Sörbom, 1974; see below).

Factorial invariance can be investigated by fitting a series of increasingly restrictive models. These are presented in Table 1. We fit three models without mean restrictions, namely, configural invariance (Model 1: equal pattern of factor loadings; Horn & McArdle, 1992), metric invariance (Model 2: \( \Lambda_1 = \Lambda_2 \), factor loadings equal across cohorts; Horn & McArdle, 1992), and a model with equal factor loadings and equal residual variances (Model 3: \( \Lambda_1 = \Lambda_2 \) and \( \Theta_1 = \Theta_2 \)). In the next two steps, we

<table>
<thead>
<tr>
<th>Number</th>
<th>Description</th>
<th>( \Sigma_1 = )</th>
<th>( \Sigma_2 = )</th>
<th>( \mu_1 = )</th>
<th>( \mu_2 = )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Configural invariance</td>
<td>( \Lambda_1 \Psi_1 \Lambda_1' + \Theta_1 )</td>
<td>( \Lambda_2 \Psi_2 \Lambda_2' + \Theta_2 )</td>
<td>( \nu_1 )</td>
<td>( \nu_2 )</td>
</tr>
<tr>
<td>2</td>
<td>Metric invariance</td>
<td>( \Lambda_1 \Psi_1 \Lambda_1' + \Theta_1 )</td>
<td>( \Lambda_2 \Psi_2 \Lambda_1' + \Theta_2 )</td>
<td>( \nu_1 )</td>
<td>( \nu_2 )</td>
</tr>
<tr>
<td>3</td>
<td>Equal residual variances</td>
<td>( \Lambda_1 \Psi_1 \Lambda_1' + \Theta_1 )</td>
<td>( \Lambda_2 \Psi_2 \Lambda_2' + \Theta_2 )</td>
<td>( \nu_1 )</td>
<td>( \nu_2 )</td>
</tr>
<tr>
<td>4a</td>
<td>Strict factorial invariance</td>
<td>( \Lambda_1 \Psi_1 \Lambda_1' + \Theta_1 )</td>
<td>( \Lambda_2 \Psi_2 \Lambda_2' + \Theta_2 )</td>
<td>( \nu )</td>
<td>( \nu + \Lambda \delta )</td>
</tr>
<tr>
<td>4b</td>
<td>Strong factorial invariance</td>
<td>( \Lambda_1 \Psi_1 \Lambda_1' + \Theta_1 )</td>
<td>( \Lambda_2 \Psi_2 \Lambda_2' + \Theta_2 )</td>
<td>( \nu )</td>
<td>( \nu + \Lambda \delta )</td>
</tr>
</tbody>
</table>

Except for Step 4b (nested under Step 2), each model is nested under the previous one.

Between-cohort differences in common factor means are expressed by \( \delta \) (i.e., \( \delta = \xi_2 - \xi_1 \)).
impose additional restrictions on the mean structure and fit two models that are denoted strong factorial invariance (Model 4b) and strict factorial invariance (Model 4a; Meredith, 1993). The latter involves the equality of intercepts (\( N_1 = N_2 \)), in addition to the equality of factor loadings and residual variances. Observed mean differences are then due to common factor mean differences: \( m_2 - m_1 = \Lambda(z_2 - z_1) \). Strong factorial invariance does not include the equality constraint on the residual variances (\( \Theta_1 \neq \Theta_2 \)). Meredith (1993) has shown that for normally distributed data, strict factorial invariance within a factor model is required to demonstrate measurement invariance with respect to groups. As mentioned above, measurement invariance implies unbiasedness with respect to groups or cohorts (Dolan et al., 2004; Lubke et al., 2003; Mellenbergh, 1989). Strong factorial invariance is less restrictive in the sense that it allows unique/error variances to differ between cohorts. One may argue that strong factorial invariance is sufficient in comparisons made between groups (Little, 1997). However, we fit both models and view the strong version as a minimal requirement for measurement invariance. Strict factorial invariance enables one to draw clearer conclusions concerning group differences (Lubke & Dolan, 2003).

In the context of the Flynn effect, we consider carefully the restriction on measurement intercepts (\( N_1 = N_2 \)), necessary for both strong and strict factorial invariance. Note that the mean of a given subtest within the later cohort is a function of both the intercept and the common factor mean multiplied by the corresponding factor loadings (see Eq. (2)). Intercept differences between groups imply uniform bias with respect to groups (Mellenbergh, 1989). In the present context, this may occur, if, say, one group has higher test sophistication or different test-taking strategies that raise the scores in ways unrelated to latent intelligence (Brand, 1987). Therefore, we define true intelligence differences between cohorts as factor score differences within a strict or strong factorially invariant factor model, and consequently, we define true intelligence differences between cohorts as differences in the means [and, possibly, (co)variances] of these common factors.

We assume that the data are approximately normally distributed and fit models in the Lisrel program (Lisrel 8.54; Joreskog & Sörbom, 2002) using maximum likelihood (ML) estimation. We assess model fit by the \( \chi^2 \) in relation to degrees of freedom and by other fit indices such as the RMSEA (Browne & Cudeck, 1993), the comparative fit index (CFI; Bentler, 1990), and the AIC and CAIC (c.f., Joreskog & Sörbom, 2002). The relative fit of the models in Table 1 can be assessed with these indices, with lower values of AIC and CAIC indicating better fit. By rule of thumb, a given model is judged to be a reasonable approximation if RMSEA is about 0.05 or lower, and CFI is greater than 0.95. We view the \( \chi^2 \) in relation to degrees of freedom as a measure of badness of fit, rather than a formal test of exact fit (Jöreskog, 1993). The CFI gives the relative fit of a model in relation to a null model of complete independence. Widaman and Thompson (2003) have argued that because of the nesting of models, it is inappropriate to use such a null model within a multigroup context. Therefore, we use a model without any factor structure, in which intercepts and residual variances are restricted to be group invariant (i.e., Model 0A in Widaman & Thompson, 2003) as the null model in computing the CFI values.

We use a stepwise approach, in which increasingly more across-cohort constraints are introduced. If a given equality constraint leads to a clear deterioration in fit (i.e., difference in \( \chi^2 \), in relation to difference

---

1 Note that these models go by different names. Model 2 is also known as Weak Factorial Invariance (Widaman & Reise, 1997) or Pattern Invariance (Millsap, 1997), whereas Steenkamp and Baumgartner (1998) denote Step 4b by Scalar Invariance.
in degrees of freedom), we conclude that the particular constraint is untenable. If so, modification indices (MIs) can pinpoint the source, in terms of parameters, responsible for misfit. MIs are measures of how much the $\chi^2$ is expected to decrease if a constraint on a given set of parameters is relaxed, and the model is refitted (Joreskog & Sorbom, 2002). We now turn to the confirmatory factor analyses of the five data sets.


3.1. Samples

The Wechsler Adult Intelligence Scale (WAIS) was translated in Dutch more than 30 years ago (Stinissen, Willems, Coetsier, & Huismans, 1970). Here, we compare the 1967/1968 standardization sample of the Dutch WAIS ($N=2100$) with 77 Dutch participants who completed the WAIS during the standardization of the WAIS-III in 1998 and 1999 (Wechsler, 2000). The mean age of the 1990s sample is 40.3 years (S.D.=14.0). In terms of the WAIS-III scores, this sample appears representative, with a mean WAIS-III IQ of 100.6 and an S.D. of 14.8 (Wechsler, 2000). However, it should be noted that the original Dutch WAIS-III standardization sample is slightly underrepresented with respect to participants from low-educational backgrounds (Swets Test Publishers, 2003; Tellegen, 2002). Therefore, these WAIS-III IQ's are an underestimation of approximately 2 IQ points (Swets Test Publishers, 2003).

In the 1998/1999 sample, the WAIS administration followed between 2 and 12 weeks after the administration of the WAIS-III. This quasi-retest could have resulted in an increase in WAIS subtest scores. However, the subtests of the WAIS-III have been altered, and the percentage of overlapping items of the WAIS-III and WAIS (mean per subtest: 50%) is smaller than that found in comparisons of, for example, the WAIS versus the WAIS-R (84%) in the United States. Furthermore, the differential gains of the subtests reported below do not seem to reflect those that show the largest retest effect (e.g., Catron & Thompson, 1979; Matarazzo, Wiens, Matarazzo, & Manaugh, 1973). Nevertheless, a test of factorial invariance of these data sets is considered relevant because Flynn (1984, 1998c) has used data sets where administrations of an older version were preceded by the administration of a new one, or vice versa. Our focus is primarily on factorial invariance between the cohorts, more representative samples without the possible retest effect should be used to investigate WAIS-IQ gains of the general Dutch population.

3.2. Measures

The WAIS contains 11 subtests: Information (INF), Comprehension (COM), Arithmetic (ARI), Similarities (SIM), Digit Span (DSP), Vocabulary (VOC), Digit Symbol (DSY), Picture Completion (PCO), Block Design (BDE), Picture Arrangement (PAR), and Object Assembly (OAS). Appendix A contains a brief description of all subtests (c.f. Stinissen, 1977; Stinissen et al., 1970; Wechsler, 1955). The confirmatory factor analyses are based on an oblique three-factor model, which includes the common factors: verbal comprehension (INF, VOC, COM, and SIM), perceptual organization (PCO, PAR, BDE, OAS, and DSY), and memory/freedom from distractibility (DSP, ARI, and DSY). This factor model is displayed in Fig. 1.
3.3. Results and discussion

Correlations between subtests, as well as means and standard deviations of both cohorts, are reported in Table 2. As can be seen from the mean differences between cohorts, the Flynn effect is present on all subtests, with effect sizes (in 1967/1968 S.D. units) varying from 0.51 (Digit Span) to 1.48 (Similarities). This results in IQ increases of 15.5, 22.4, and 19.8 for Verbal, Performance, and Total IQs, respectively. These IQ gains are in line with gains on the WAIS(-R) found in the United States and in Germany (Flynn, 1998c; Satzger, Dragon, & Engel, 1996).

The fit indices of the factor models differing with respect to between-cohort equality constraints are reported in Table 3. The model with identical configuration of factor loadings in both cohorts (Model 1: configural invariance) fits poorly in terms of $\chi^2$. However, the large $\chi^2$ is due to the large standardization sample ($\chi^2$ is highly sensitive to sample size; Bollen & Long, 1993), and the RSMEA and CFI indicate that this baseline model fits sufficiently. In the second model (Model 2: metric invariance), we restrict factor loadings to be equal across both cohorts (i.e., $\Lambda_1=\Lambda_2$). All fit indices indicate that this does not result in an appreciable deterioration in model fit, and therefore, this constraint seems tenable. However, the restriction imposed on the residual variances (Model 3: $\Theta_1=\Theta_2$) is not completely tenable because AIC and $\Delta\chi^2$ indicate a clear deterioration in fit as compared with the metric invariance model. However, RMSEA, CFI, and CAIC indicate that this restriction is tenable. In a formal sense, residual

---

2 In this paper, we include summary statistics with which the interested reader may investigate factorial invariance using alternative (factor) models. The LISREL input files for all analyses carried out here can be downloaded from http://users.fmg.uva.nl/jwicherts/.
variances are unequal across groups, although the misfit due to this restriction is not large. More importantly, both models (4a and 4b) with equality constraints on the measurement intercepts ($N_1=N_2$) show insufficient fit. The RMSEA values are larger than the rule-of-thumb value of 0.05, and (C)AICs show larger values in comparison with the values of the third model. Although the CAIC values of Models 4a and 4b are somewhat lower than the CAIC of the unrestricted model (reflecting CAIC’s strong preference for parsimonious models), the difference in $\chi^2$ comparing Models 4a and 4b to less restricted models is very large.\footnote{Note that the CFI does not differentiate well between the models. This is primarily due to the fact that inter-subtest correlations are high, and therefore, the null model has a very large $\chi^2$. Even if, say, the $\chi^2$ of Model 4a would have been 1500, the CFI still would assume a value well above 0.95. This renders the CFI less suitable for investigating between-group restrictions in this data set.} Both strong and strict factorial invariances therefore appear to be untenable. This means that measurement intercepts of the cohorts are unequal, and consequently, that mean differences in test scores (the Flynn effect) on this Dutch WAIS test cannot be explained by latent (i.e., common factor mean) differences between the 1967/1968 and 1998/1999 samples.

However, using MGCFA, it is possible to relax selected constraints in an ill-fitting model, to investigate the source of misfit, and perhaps, to arrive at an interpretable modified model. We now turn to a modification of the strong factorial invariance model that we denote by partial strong factorial invariance (Byrne et al., 1989). In this model, we free the parameters with the highest MIs (in Model 4b), namely, the intercepts of Similarities (MI=33) and Comprehension (MI=20). By allowing these parameters to differ between the cohorts, we attain a model with acceptable fit ($\chi^2=301.3$, $df=95$, RMSEA=0.044, CFI=0.993, AIC=414, and CAIC=809). This enables a cautionary interpretation of the factor mean gains ($\alpha_2-\alpha_1$) thus found. The parameter estimates of the gains in this partial invariance model are memory/freedom from distractibility: 2.34 (S.E.=0.25, $Z=9.20$, $P<.01$); verbal comprehen-
Thus, all three common factors show significant gains. It should be noted that this model must be seen as a post hoc (exploratory) analysis and that mean differences on the Similarities and Comprehension subtests are now unexplained by the factor on which these load.

This partial strong invariance model has three correlated (oblique) first-order factors, whose interrelatedness can be explained by a second-order factor, which can be denoted by \( g \) or general intelligence. This enables a test of the hypothesis that the score gain found in the current comparison could be solely due to increases in this higher order factor. Note that this second-order model with additional constraints is nested under the partial strong factorial invariance model above (without such a higher order factor). We found that the second-order model has group-invariant second-order factor loadings (invariance test: \( \Delta \chi^2=1.0, \Delta df=2 \)) and group-invariant first-order factor variances (invariance test of \( \Psi_1=\Psi_2; \Delta \chi^2=1.5, \Delta df=3 \)). In the second-order model with invariant second-order factor loadings and invariant first-order factor variances, we allow only second-order factor mean and factor variance differences. This second-order model has the following fit indices: \( \chi^2=321.5, df=102, \) RMSEA=0.044, CFI=0.993, \( \text{AIC}=423, \) and CAIC=771. It appears that this model fits reasonably, although the high modification index (MI=17) of the factor mean difference in the perceptual organization (first order) factor suggests that the gains are not solely due to general intelligence.

In conclusion, although the overall gains found in this comparison are unexplained by the factor mean differences, a cautionary conclusion would be that part of the gains (excluding the subtests Similarities and Comprehension) could be explained by genuine increases in intelligence.

### 4. Study 2: Danish draftees 1988 and 1998: Børge Prien’s Prove

#### 4.1. Samples

The data in this comparison stem from Teasdale and Owen (2000), who compared several cohorts of Danish draftees, tested in the year they turn 18. The data include all Danish draftees of 1988 (\( N=33.833 \)) and 1998 (\( N=25.020 \)), comprising about 90% to 95% of the Danish male population of 18-year-olds of those years (Teasdale & Owen, 1989, 2000).

#### 4.2. Measures

All draftees completed a group test of cognitive abilities named Børge Prien’s Prove (BPP), which includes four subtests: Letter Matrices (LEM), Verbal Analogies Test (VAT), Number Series Test (NST),
and Geometric Figures Test (GFT). These subtests are characterized by fluid and abstract (Teasdale & Owen, 1987, 1989, 2000). A short description of the subtests is given in Appendix B. The factor model used has one factor with four indicators. Although this is a small number of subtests for a factor model, this single-factor model is consistent with the common use of a total test score based on these subtests (see, e.g., Teasdale & Owen, 1987). More practically, the tenability of this model should be judged by its fit. We use (normal theory) ML estimation, although the data are slightly negatively skewed (Teasdale & Owen, 2000) because the ML estimation is quite robust to mild skewness.

4.3. Results and discussion

The descriptive statistics of both cohorts are reported in Table 4. As previously described by Teasdale and Owen (2000), the largest increase between 1988 and 1998 is found on the Geometric Figures Test. It is also apparent that the overall gain is small in terms of 1988 S.D. units. Furthermore, it is noteworthy that the standard deviations of all subtests, except the Geometric Figures Test, have decreased in the 10-year period. Teasdale and Owen show that the overall standard deviation decline is mostly caused by the fact that gain is strongest in the lower end of the distribution. In addition, they conclude that this is probably not caused by a ceiling effect.

Teasdale and Owen (2000, p. 117) state that the similarity of test intercorrelations across both cohorts is striking. We now use these data to test whether factorial invariance with respect to cohorts is tenable. This enables us to unravel whether the Danish gains reflect true (i.e., latent) gains in intelligence. Table 5 contains the fit indices of the different factor models used to this end. As can be seen, the model without across-cohort equality constraints (Model 1: configural invariance) has a very large $\chi^2$. However, the sample sizes are again large, and both the RMSEA and the CFI indicate that the fit of the baseline model is sufficient. In the second model (metric invariance), factor loadings are constrained to be cohort invariant (i.e., $\Lambda_1 = \Lambda_2$). This step is accompanied by a relative improvement in fit, with all fit indices having better values in Model 2 than in 1. Therefore, we conclude that metric invariance is tenable. The various fit indices with which we can judge the tenability of the next restriction on the residual variances (Model 3: $\Theta_1 = \Theta_2$) are somewhat inconsistent. The RMSEA indicates an improvement in the model fit from Model 2 to 3, while $\Delta \chi^2$, CFI, AIC, and CAIC show deterioration in fit. The highest modification

<table>
<thead>
<tr>
<th>LEM</th>
<th>VAT</th>
<th>NST</th>
<th>GFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.56</td>
<td>.56</td>
<td>.61</td>
<td>.47</td>
</tr>
<tr>
<td>0.57</td>
<td>.56</td>
<td>.59</td>
<td>.47</td>
</tr>
<tr>
<td>0.62</td>
<td>.61</td>
<td>.49</td>
<td>.43</td>
</tr>
<tr>
<td>0.48</td>
<td>.49</td>
<td>.45</td>
<td>.45</td>
</tr>
</tbody>
</table>

Mean 1988 | 9.99 | 12.27 | 9.61 | 10.06 |
S.D. 1988 | 2.59 | 4.02 | 3.11 | 3.18 |
Mean 1998 | 10.18 | 12.53 | 9.80 | 10.57 |
S.D. 1998 | 2.46 | 3.93 | 3.04 | 3.18 |
Effect size | 0.07 | 0.06 | 0.06 | 0.16 |

index in this step is found on the parameter of the residual variance of the Letter Matrices Test (MI=67). Regardless of the conclusion about the equality of the unique/error variances, the subsequent restriction of the cohort-invariant measurement intercepts (i.e., N1=N2) leads to a clear deterioration in fit, with all fit indices assigning poorer values in Models 4a and 4b as opposed to Models 3 and 2 (i.e., models without this mean restriction). Therefore, both strong (Model 4a) and strict factorial invariances (Model 4b) are rejected. Thus, we conclude that the Flynn effect found in this Danish comparison cannot be explained by an increase in latent intelligence (i.e., factor mean differences between cohorts).

We should note that the sample size is accompanied by great power to reject models. This power issue can be investigated using simulation studies. A pragmatic alternative could be to treat the data as if it were composed of a smaller number of cases (see Muthén, 1989). We have used the number of cases command of Lisrel to this end and found that in the case of 1000 participants in each cohort, the results are similar to those found with the original number of cases. Therefore, a reasonable number of cases would have led to the same results and power appears not to be the main reason for the rejection of the factorial invariance models.

As shown by the MIs of Model 4b, the rejection of the intercept restriction is primarily caused by the intercept of Geometric Figures (MI=231). As noted, this subtest shows greater increase than the other subtests do. We could again free this intercept parameter, together with the aforementioned residual variance parameter of the Letter Matrices Test. The model found by allowing these two parameters to differ between cohorts shows sufficient fit (χ²=483.2, df=12, RMSEA=0.036, CFI=0.955 AIC=502, and CAIC=662). In this partial strict factorial model, the factor mean of the 1998 cohort differs significantly from the factor mean of the 1988 cohort: The parameter estimate of α2−α1 is 0.17 (S.E.=0.018, Z=9.49, P<.01). Again, a careful conclusion would be that some, but apparently not all, mean differences between the cohorts could be explained by a latent increase in intelligence. Furthermore, the partial strict factorial invariance model shows that the (latent) factor variance in the second cohort is smaller (3.67, S.E.=0.047) than the factor variance of the first cohort (3.96, S.E.=0.046). The latter is consistent with earlier findings (Teasdale & Owen, 1989) and the results in Teasdale and Owen (2000). They noted that the gains over the cohorts appear to be larger at the lower end of the distribution. In their 1989 paper, Teasdale and Owen have put some effort into finding out whether this differential gain is caused by a ceiling effect of the test itself. Their simulation of data suggested that a ceiling effect is not the reason for the diminishing test score variance until 1987. However, in the current comparison of the 1988 and 1998 cohorts, not only the factor variance but also the residual variance of LMT are smaller. The possibility of a ceiling effect on this subtest in the current comparison can therefore not be ruled out.

A shortcoming of the current data set is the small number of subtests and, as a result, the simple factor structure. It remains unclear whether the results would have been similar in case the test consisted of more scales and factors. However, the fit indices show sufficient fit of the one-factor model.

---

Table 5
Fit indices test for factorial invariance of BPP 1988–1998

<table>
<thead>
<tr>
<th>Model</th>
<th>Equality constraints</th>
<th>χ²</th>
<th>df</th>
<th>Compare</th>
<th>Δχ²</th>
<th>Δdf</th>
<th>RMSEA</th>
<th>CFI</th>
<th>AIC</th>
<th>CAIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>–</td>
<td>471.9</td>
<td>4</td>
<td></td>
<td>0.062</td>
<td>0.955</td>
<td>507</td>
<td>746</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Λ</td>
<td>475.5</td>
<td>7</td>
<td>2 vs. 1</td>
<td>3.7</td>
<td>3</td>
<td>0.047</td>
<td>0.955</td>
<td>504</td>
<td>714</td>
</tr>
<tr>
<td>3</td>
<td>Λ and Θ</td>
<td>547.1</td>
<td>11</td>
<td>3 vs. 2</td>
<td>71.6</td>
<td>4</td>
<td>0.040</td>
<td>0.949</td>
<td>565</td>
<td>735</td>
</tr>
<tr>
<td>4a</td>
<td>Λ, Θ, and ν</td>
<td>782.4</td>
<td>14</td>
<td>4a vs. 3</td>
<td>235.3</td>
<td>3</td>
<td>0.043</td>
<td>0.926</td>
<td>797</td>
<td>936</td>
</tr>
<tr>
<td>4b</td>
<td>Λ and ν</td>
<td>710.1</td>
<td>10</td>
<td>4b vs. 2</td>
<td>234.6</td>
<td>3</td>
<td>0.048</td>
<td>0.932</td>
<td>734</td>
<td>913</td>
</tr>
</tbody>
</table>
In conclusion, it appears that gains found on BPP from 1988 to 1998 could not be fully explained by latent increases in the factor model. Especially the large gains on Geometric Figures Test need further explanation, as well as the diminishing residual variance of the Letter Matrices Test. The latter implies that ceiling effects may play a role in decreasing test score variance in this valuable Danish data set.


5.1. Samples

During the standardization of the Dutch version of the DAT, Evers and Lucassen (1992) collected data from 3300 third-year high school students at the three major Dutch educational levels, namely, MAVO (medium–low level), HAVO (medium–high), and VWO (high). Here, we compare the standardization samples of these three levels (with 1100 cases each) acquired from 1982 to 1986 (median in 1984) with high school students on the corresponding levels in 1994 and 1995 (from Oosterveld, 1996). Whereas the 1984 standardization samples are selected to be representative for Dutch children at their respective educational levels (Evers & Lucassen, 1992), the 1994/1995 participants were not sampled to be representative. Nevertheless, the latter data stem from 10 different schools in different parts of The Netherlands. These (regional) high schools are located in middle-sized towns, and therefore, the students are from both rural and urban areas. The 1994/1995 samples contain a total of 922 participants, of which 490 were females (of 11 participants, gender was unknown). Because Evers and Lucassen found large sex differences on the DAT, we randomly selected 93% of the females to equal the gender proportion of the three 1990s cohorts to the gender proportion (50% female) of the 1984 standardization samples. The remaining numbers of cases for the 1994/1995 cohorts are 397 for MAVO, 272 for HAVO, and 188 for VWO. Information on the social economic background of individual students is missing, although information on the schools indicates that the ethnic composition of the schools does not greatly deviate from that of the overall Dutch population. As a matter of fact, 7 of the 10 schools in the 1990s cohort also participated in the 1984 standardization. Thus, the representativeness of the 1990s samples seems mainly to be compromised by the omission of participants from large-sized towns such as Amsterdam. The precise age of the participants during testing is unknown, but the mean would normally lie around 14.5 years. Importantly, there is no reason to expect differences in age composition of the 1984 and 1994/1995 cohorts. In addition, some changes in the composition of the levels could have occurred, although the Dutch high school system did not undergo any systematic change between 1982 and 1995.

5.2. Measures

The Dutch DAT 1983 (Evers & Lucassen, 1992) is a group intelligence test containing nine subtests with a time limit. The Dutch DAT is largely an adaptation of the American DAT (form S&T) with one additional vocabulary scale (Evers & Lucassen, 1992). Because two subtests were not deemed informative by the school authorities, a significant part of the 1990s sample was not administered the Mechanical Reasoning (MR; 40% missing) and/or the Speed and Accuracy (SA) subtests (64% missing). This resulted in a shortening of the testing session for these participants, but this appears to not have resulted in higher scores on the remaining subtests. Probably because of the breaks in between subtests, the scores of these participants on the subtests that would have followed MR and SA did not
significantly differ from the corresponding scores of participants that were administered both subtests. Therefore, we pool both groups and leave the two missing subtests out of the current comparison. The seven remaining subtests are Vocabulary (VO), Spelling (SP), Language Use (LU), Verbal Reasoning (VR), Abstract Reasoning (AR), Spatial Relations (SR), and Numerical Ability (NA). Appendix C contains a description of these subtests. Throughout, we apply an oblique two-factor model, roughly similar to the first two factors of the factor solution described in the manual (Evers & Lucassen, 1992). These factors can be denoted by a verbal (VO, SP, LU, VR, and NA) and an abstract factor (VR, AR, SR, and NA).

5.3. Results and discussion

We now present results for each educational level separately, beginning with the lowest level. The means, standard deviations, and inter-subtest correlations of both MAVO cohorts are reported in Table 6. As can be seen from the effect sizes, there is no Flynn effect in this subgroup. All but one subtest (Spatial Relations) show a decrease in scores from 1984 to 1994/1995. A further breakdown on gender shows no clear gender differences. These declining scores could have been the result of imperfect sampling of the 1990s cohort, such as the aforementioned lack of participants from large cities or, perhaps, by a changing composition of the low-level educational group. Whatever the reasons for the decline, it is reassuring to see the similarity to the pattern of gains found on the Spanish DAT between 1979 and 1995 (Colom et al., 1998, 2001). Because four of the current DAT subtests (SR, AR, VR, and NA) are also present in the Spanish DAT, we can compare effect sizes (i.e., gains/losses) on subtests in both countries. These four effect sizes of the MAVO comparison correlate highly (pmcc=.90; Spearman=.80) with the Spanish effect sizes found by Colom et al. (1998, 2001).

Because our main interest is in whether the Flynn effect is accompanied by factorial invariance, we leave out our findings on factorial invariance in this MAVO group. However, results with respect to the

Table 6

<table>
<thead>
<tr>
<th></th>
<th>VO</th>
<th>SP</th>
<th>LU</th>
<th>VR</th>
<th>AR</th>
<th>SR</th>
<th>NA</th>
</tr>
</thead>
<tbody>
<tr>
<td>VO</td>
<td>.13</td>
<td>.51</td>
<td>.33</td>
<td>.13</td>
<td>.18</td>
<td>.11</td>
<td></td>
</tr>
<tr>
<td>SP</td>
<td>.23</td>
<td>.19</td>
<td>.11</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LU</td>
<td>.55</td>
<td>.32</td>
<td>.26</td>
<td>.12</td>
<td>.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VR</td>
<td>.36</td>
<td>.17</td>
<td>.35</td>
<td>.34</td>
<td>.38</td>
<td>.24</td>
<td></td>
</tr>
<tr>
<td>AR</td>
<td>.27</td>
<td>.08</td>
<td>.40</td>
<td>.58</td>
<td>.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR</td>
<td>.28</td>
<td>.21</td>
<td>.39</td>
<td>.52</td>
<td>.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NA</td>
<td>.25</td>
<td>.16</td>
<td>.18</td>
<td>.32</td>
<td>.42</td>
<td>.38</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>VO</td>
<td>42.5</td>
<td>10.2</td>
<td>39.89</td>
<td>9.07</td>
<td>-0.26</td>
</tr>
<tr>
<td>SP</td>
<td>59.2</td>
<td>8.4</td>
<td>58.97</td>
<td>7.95</td>
<td>-0.03</td>
</tr>
<tr>
<td>LU</td>
<td>29.4</td>
<td>6.9</td>
<td>27.05</td>
<td>5.82</td>
<td>-0.34</td>
</tr>
<tr>
<td>VR</td>
<td>18.7</td>
<td>7.2</td>
<td>17.32</td>
<td>7.87</td>
<td>-0.19</td>
</tr>
<tr>
<td>AR</td>
<td>33.3</td>
<td>7.3</td>
<td>32.61</td>
<td>7.30</td>
<td>-0.19</td>
</tr>
<tr>
<td>SR</td>
<td>30.7</td>
<td>9.3</td>
<td>30.76</td>
<td>10.56</td>
<td>-0.09</td>
</tr>
<tr>
<td>NA</td>
<td>17.7</td>
<td>6.0</td>
<td>15.14</td>
<td>5.49</td>
<td>-0.43</td>
</tr>
</tbody>
</table>

tenability of factorial invariance of the MAVO cohorts are in line with the following results of the HAVO cohorts.

The subtest correlations, as well as the descriptives, of both medium–high level (HAVO) cohorts are reported in Table 7. In these data, a Flynn effect is present, with the highest increase on the subtest Spelling. Nevertheless, the Numerical Ability and the Vocabulary subtests show a decrease from 1984 to 1994/1995. Again, the relative gain of the four corresponding DAT scales shows striking similarity to gains found in Spain (Colom et al., 1998), with a correlation (pmcc) between the effect sizes in both countries of .82 (Spearman=.80). Because it has been suggested that the Spanish DAT gains are compatible with increases in \( g \) (see Colom et al., 2001), it is interesting to check whether the HAVO gains can be considered factorially invariant with respect to cohort, because factorial invariance is a crucial aspect of the hypothesis that the manifest gains are due to gains in \( g \).

Fit indices of the models leading up to factorial invariance in the HAVO comparison are reported in Table 8. The first model fits sufficiently, as judged by RMSEA and CFI. The step from the configural to the metric invariance model (Model 2: \( \Lambda_1=\Lambda_2 \)) is accompanied by a very slight decrease in CFI, but all other fit measures improve, and therefore, factor loadings appear invariant over cohort. With respect to the next restriction of equal residual variances (Model 3: \( \Theta_1=\Theta_2 \)), the AIC shows a small increase and the CFI drops slightly. The other fit indices indicate that residual variances are cohort invariant. More importantly, in comparison with Models 3 and 2, both factorial invariance models (4a and 4b) show a clear decline in all fit indices (although CAICs in Models 4a and 4b are still lower than the CAIC of Model 1). Considering the large \( \Delta_{\chi^2} \), the drop in CFI, and the clear increase in RMSEA, we conclude that the equality restriction on the measurement intercepts (\( \nu_1=\nu_2 \)) is untenable and, therefore, that the Dutch increase in DAT test scores at this educational level cannot be explained by increases in latent intelligence.

4 A Jensen effect occurs whenever \( g \) loadings of (sub)tests correlate significantly with the (sub)tests’ correlations with other variables.
Here, we again consider the partial strong factorial invariance model and relax the intercepts associated with the largest MIs. The measurement intercepts of Numerical Ability (MI=36) and Vocabulary (MI=18) seem to be the cause of the poor fit of the factorial invariance model. Note that both scales showed a decline from 1984 to 1994/1995. When the intercepts of both tests are freed, we obtain an acceptable model fit (\(\chi^2=79.58, df=32, \text{RMSEA}=0.046, \text{CFI}=0.980, \text{AIC}=112, \text{and CAIC}=390\)). In this partial strong factorial invariance model, the factor mean of the verbal factor is significantly higher in the 1994/1995 as opposed to the 1984 sample (1.46, S.E.=0.56, \(Z=2.60, P<.01\)), whereas the abstract factor does not show a significant gain from 1984 to 1994/1995 (parameter estimate 0.37, S.E.=0.38, \(Z=0.97, P>.05\)).

Next, we turn to the highest educational level, denoted VWO. Descriptive statistics and subtest correlations of both VWO cohorts are reported in Table 9. As was the case in the medium–low educational level (MAVO) above, the Flynn effect seems absent at this educational level. Again, this could be due to sampling or to changing composition of the educational levels. Like the MAVO comparison, we skip the test for factorial invariance, although we should note that results indicate that, again, factorial invariance is untenable. In addition, the effect sizes of the four overlapping subtests (AR, SR, NA, and VR) show similarity with the Spanish DAT gains (pmcc=.79, Spearman=.80).

In conclusion, the DAT shows clear gains in scores only at the medium–high educational level (HATO), whereas the medium–low (MAVO) and high (VWO) levels show no increase. It is interesting

<table>
<thead>
<tr>
<th>Model</th>
<th>Equality constraints</th>
<th>(\chi^2)</th>
<th>df</th>
<th>Compare</th>
<th>(\Delta\chi^2)</th>
<th>(\Delta df)</th>
<th>RMSEA</th>
<th>CFI</th>
<th>AIC</th>
<th>CAIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>–</td>
<td>61.9</td>
<td>22</td>
<td></td>
<td>0.051</td>
<td></td>
<td>0.983</td>
<td>158</td>
<td>456</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>(\Lambda)</td>
<td>70.0</td>
<td>29</td>
<td>2 vs. 1</td>
<td>8.1</td>
<td>7</td>
<td>0.045</td>
<td>0.982</td>
<td>152</td>
<td>407</td>
</tr>
<tr>
<td>3</td>
<td>(\Lambda) and (\Theta)</td>
<td>86.2</td>
<td>36</td>
<td>3 vs. 2</td>
<td>16.2</td>
<td>7</td>
<td>0.045</td>
<td>0.978</td>
<td>154</td>
<td>366</td>
</tr>
<tr>
<td>4a</td>
<td>(\Lambda, \Theta, \text{and } \nu)</td>
<td>153.3</td>
<td>41</td>
<td>4a vs. 3</td>
<td>67.1</td>
<td>5</td>
<td>0.063</td>
<td>0.952</td>
<td>210</td>
<td>390</td>
</tr>
<tr>
<td>4b</td>
<td>(\Lambda) and (\nu)</td>
<td>136.2</td>
<td>34</td>
<td>4b vs. 2</td>
<td>66.2</td>
<td>5</td>
<td>0.065</td>
<td>0.958</td>
<td>204</td>
<td>428</td>
</tr>
</tbody>
</table>

Here, we again consider the partial strong factorial invariance model and relax the intercepts associated with the largest MIs. The measurement intercepts of Numerical Ability (MI=36) and Vocabulary (MI=18) seem to be the cause of the poor fit of the factorial invariance model. Note that both scales showed a decline from 1984 to 1994/1995. When the intercepts of both tests are freed, we obtain an acceptable model fit (\(\chi^2=79.58, df=32, \text{RMSEA}=0.046, \text{CFI}=0.980, \text{AIC}=112, \text{and CAIC}=390\)). In this partial strong factorial invariance model, the factor mean of the verbal factor is significantly higher in the 1994/1995 as opposed to the 1984 sample (1.46, S.E.=0.56, \(Z=2.60, P<.01\)), whereas the abstract factor does not show a significant gain from 1984 to 1994/1995 (parameter estimate 0.37, S.E.=0.38, \(Z=0.97, P>.05\)).

Next, we turn to the highest educational level, denoted VWO. Descriptive statistics and subtest correlations of both VWO cohorts are reported in Table 9. As was the case in the medium–low educational level (MAVO) above, the Flynn effect seems absent at this educational level. Again, this could be due to sampling or to changing composition of the educational levels. Like the MAVO comparison, we skip the test for factorial invariance, although we should note that results indicate that, again, factorial invariance is untenable. In addition, the effect sizes of the four overlapping subtests (AR, SR, NA, and VR) show similarity with the Spanish DAT gains (pmcc=.79, Spearman=.80).

In conclusion, the DAT shows clear gains in scores only at the medium–high educational level (HATO), whereas the medium–low (MAVO) and high (VWO) levels show no increase. It is interesting

<table>
<thead>
<tr>
<th>Model</th>
<th>Equality constraints</th>
<th>(\chi^2)</th>
<th>df</th>
<th>Compare</th>
<th>(\Delta\chi^2)</th>
<th>(\Delta df)</th>
<th>RMSEA</th>
<th>CFI</th>
<th>AIC</th>
<th>CAIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>–</td>
<td>61.9</td>
<td>22</td>
<td></td>
<td>0.051</td>
<td></td>
<td>0.983</td>
<td>158</td>
<td>456</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>(\Lambda)</td>
<td>70.0</td>
<td>29</td>
<td>2 vs. 1</td>
<td>8.1</td>
<td>7</td>
<td>0.045</td>
<td>0.982</td>
<td>152</td>
<td>407</td>
</tr>
<tr>
<td>3</td>
<td>(\Lambda) and (\Theta)</td>
<td>86.2</td>
<td>36</td>
<td>3 vs. 2</td>
<td>16.2</td>
<td>7</td>
<td>0.045</td>
<td>0.978</td>
<td>154</td>
<td>366</td>
</tr>
<tr>
<td>4a</td>
<td>(\Lambda, \Theta, \text{and } \nu)</td>
<td>153.3</td>
<td>41</td>
<td>4a vs. 3</td>
<td>67.1</td>
<td>5</td>
<td>0.063</td>
<td>0.952</td>
<td>210</td>
<td>390</td>
</tr>
<tr>
<td>4b</td>
<td>(\Lambda) and (\nu)</td>
<td>136.2</td>
<td>34</td>
<td>4b vs. 2</td>
<td>66.2</td>
<td>5</td>
<td>0.065</td>
<td>0.958</td>
<td>204</td>
<td>428</td>
</tr>
</tbody>
</table>

Table 8

Table 9
Correlations and descriptive statistics of DAT 1983 1984–1995 high level (VWO)

<table>
<thead>
<tr>
<th></th>
<th>VO</th>
<th>SP</th>
<th>LU</th>
<th>VR</th>
<th>AR</th>
<th>SR</th>
<th>NA</th>
</tr>
</thead>
<tbody>
<tr>
<td>VO</td>
<td>.36</td>
<td>.57</td>
<td>.40</td>
<td>.11</td>
<td>.22</td>
<td>.16</td>
<td></td>
</tr>
<tr>
<td>SP</td>
<td>.39</td>
<td>.37</td>
<td>.25</td>
<td>.19</td>
<td>.12</td>
<td>.24</td>
<td></td>
</tr>
<tr>
<td>LU</td>
<td>.56</td>
<td>.45</td>
<td>.38</td>
<td>.15</td>
<td>.11</td>
<td>.15</td>
<td></td>
</tr>
<tr>
<td>VR</td>
<td>.38</td>
<td>.32</td>
<td>.44</td>
<td>.45</td>
<td>.42</td>
<td>.41</td>
<td></td>
</tr>
<tr>
<td>AR</td>
<td>.15</td>
<td>.14</td>
<td>.22</td>
<td>.35</td>
<td>.54</td>
<td>.38</td>
<td></td>
</tr>
<tr>
<td>SR</td>
<td>.19</td>
<td>.08</td>
<td>.15</td>
<td>.39</td>
<td>.53</td>
<td>.33</td>
<td></td>
</tr>
<tr>
<td>NA</td>
<td>.20</td>
<td>.22</td>
<td>.19</td>
<td>.29</td>
<td>.31</td>
<td>.33</td>
<td></td>
</tr>
</tbody>
</table>

Mean 1984
56
9.4
51.12
9.81
-0.52
Mean 1994/1995
70.9
8.7
69.37
8.84
-0.18
S.D. 1984
39.9
7.2
37.18
6.93
-0.38
S.D. 1994/1995
30.1
8.8
24.45
9.59
-0.64
Effect size
40
5.3
40.03
5.18
0.01
26.3
9.7
38.93
9.85
-0.11
5.8
23.86
6.22
-0.42

that this result agrees with the pattern of gains that Spitz (1989) reported on the WAIS and WAIS-R. Further research based on better sampling could clear up the issue of Dutch DAT gains. Irrespective of the causes of these conflicting findings, we found that the DAT is biased with respect to cohort. The gains found at the HAVO level and the losses found at the other levels can thus not be explained by latent (i.e., factor mean) differences in intelligence. This conclusion runs counter to the finding that the Spanish DAT gains are related to the \( g \) factor (Colom et al., 2001). Nevertheless, the effect sizes on all three levels show clear similarity with Spanish DAT gains. Finally, a partial factorial invariance model in the HAVO group reveals that some of the observed gains can be attributed to gains in the verbal common factor, but not in the abstract factor. The Numerical Ability and Vocabulary subtests show a decrease that could not be explained by latent differences between the cohorts.


6.1. Samples

In this study, we compare 5-year-olds from the 1981/1982 standardization sample of the RAKIT (Bleichrodt, Drenth, Zaal, & Resing, 1984) with a sample of 5-year-old twins (210 males and 205 females) that were tested in 1992 and 1993 (Rietveld, van Baal, Dolan, & Boomsma, 2000). The standardization sample (\( N = 207 \)) is representative of Dutch 5-year-olds in 1982 (Bleichrodt et al., 1984). The representativeness of the second cohort may be evaluated in the light of data on socioeconomic status (SES), as measured by the occupational status of the fathers. The 208 twin pairs appear to be of somewhat higher SES (low 24%, middle 48%, high 28%; Rietveld et al., 2000) than the overall 1993 Dutch population (32%, 44%, 24%, respectively; NCBS, 2003). Nevertheless, the 1990s cohort is clearly composed of a broad sample of social backgrounds.

The raw test scores of both cohorts are normalized with respect to age. Because both cohorts contain cases out of two standardization age groups (i.e., 59 to 62 months and 63 to 71 months; Bleichrodt et al., 1984), we also conducted analyses in each age group separately. However, this produces similar results as those reported below. Although some information is lost by the normalization, the scores appear comparable across cohorts. Because the 1992/1993 cohort contains twin pairs, the individual cases are not independent. For that reason, we conduct two sets of analyses, one for each twin. Each first twin is randomly assigned to Twin Sample 1 or 2, the second twin then is assigned to the other twin sample. The twin data provide a useful opportunity to cross validate the results of model fitting, in which the 1982 cohort is compared with both Twin Samples 1 and 2. Finally, we note that because of a missing subtest, we deleted one twin case in the second sample, whose monozygotic brother had an IQ of 84.

6.2. Measures

The RAKIT (Bleichrodt et al., 1984) is an individually administered Dutch intelligence test for children (aged 4 to 11 years) composed of 12 subtests. RAKIT IQ has been shown to correlate .86 with IQ from the WISC-R (Bleichrodt et al., 1984). In the 1992/1993 cohort, the shortened version of the RAKIT was administered. The IQ of this version has been shown to correlate .93 with the IQ of the total scale (Bleichrodt et al., 1984). The subtests of the shortened version are Exclusion (EX), Discs (DI), Hidden Figures (HF), Verbal meaning (VM), Learning Names (LN), and Idea Production (IP). A
description of these subtests is provided in Appendix D. Throughout, we use the oblique two-factor model presented by Rietveld et al. (2000), with three subtests loading on a nonverbal factor (EX, DI, and HF) and three subtests loading on a verbal factor (LN, VM, and IP).

6.3. Results and discussion

The descriptive statistics of the standardization sample, as well as both twin samples, are reported in Table 10. As can be seen from the effect sizes, all but the Discs subtest show higher scores in the 1992/1993 sample, with the highest gain on the Learning Names subtest. Furthermore, there are some differences between both twin samples, but these are trivial. Average IQ in 1982 is 100 by definition. The increase of scores in 1992/1993 is reflected in average IQs of 102.6 (S.D.=13.7) and 103.0 (S.D.=12.6) in Twin Samples 1 and 2, respectively. Considering the somewhat higher SES of the 1990s sample, these gains appear small in comparison with gains found on the WISC-R in the U.S. (i.e., 5.3 IQ points from 1972 to 1989; Flynn, 1998c) and German WISC (20 IQ points from 1956 to 1983; Schallberger, 1987).

The fit indices of the various models for both twin samples are reported in Table 11. The first model (i.e., configural invariance) fits well in both the comparisons containing Twin Samples 1 and 2. With the exceptions of a minor decrease in the CFI values of both samples, and a small increase in RMSEA in the

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EX</td>
<td>VM</td>
<td>DI</td>
<td>LN</td>
</tr>
<tr>
<td>EX</td>
<td>.34</td>
<td>.39</td>
<td>.24</td>
<td>.39</td>
</tr>
<tr>
<td>VM</td>
<td>.40</td>
<td>.28</td>
<td>.40</td>
<td>.28</td>
</tr>
<tr>
<td>DI</td>
<td>.34</td>
<td>.28</td>
<td>.06</td>
<td>.28</td>
</tr>
<tr>
<td>LN</td>
<td>.12</td>
<td>.15</td>
<td>.06</td>
<td>.15</td>
</tr>
<tr>
<td>IP</td>
<td>.34</td>
<td>.30</td>
<td>.28</td>
<td>.26</td>
</tr>
</tbody>
</table>

Mean 1982 15.01 15.17 14.95 14.97 15.37 14.94
S.D. 1982 5.02 5.10 4.99 4.97 5.06 4.99
Mean 1992-1 15.50 16.00 13.60 16.63 16.30 15.36
Effect size-1 0.10 0.16 −0.27 0.33 0.18 0.08

Effect size-2 0.13 0.12 −0.12 0.34 0.20 0.04

Second sample N=207.
first twin sample, the fit indices of the metric invariance model (Model 2) indicate that the across-cohort restriction on factor loadings (i.e., $C_1=C_2$) is tenable. The restriction of invariant residual variances (Model 3: $0_1=0_2$) is accompanied by some decrease in fit in Twin Sample 1: The CFI, RMSEA, and AIC of Model 3 are worse than those of Model 2, and the $D\chi^2$ is rather large. In the second twin sample, this restriction seems tenable, despite the small drop in CFI value. However, a clear deterioration in fit in both twin samples is found when the factorial invariance models are fitted (Models 4a and 4b). In both samples, the CAIC is the only fit index with a smaller value in these models, as opposed to Models 1 through 3. All other fit indices indicate that the restriction of invariant measurement intercepts (i.e., $N_1=N_2$) is untenable. Again, it appears that the mean differences between both cohorts cannot be explained by latent (i.e., factor mean) differences in intelligence.

The rejection of factorial invariance (Models 4a and 4b) is caused mainly by the intercepts of the Discs and Learning Names subtests. That is, in both twin samples, these parameters have the largest modification index in Model 4b (DI: MI=15 and LN: MI=4 in Twin Sample 1; DI: MI=7 and LN: MI=8 in Twin Sample 2). Relaxing the equality constraints on these parameters resulted in a partial strong factorial invariance model with the following fit indices: $\chi^2=31.43$, $df=22$, RMSEA=0.042, CFI=0.988, AIC=98, and CAIC=289. Similarly, in Twin Sample 2, the best fitting partial factorial invariance model is $\chi^2=30.0$, $df=20$, RMSEA=0.046, CFI=0.983, AIC=97, and CAIC=268. These differences in fit indices are mainly due to the nonverbal factor, as its intercepts are more different between the two cohorts.

However, in the second twin sample, the factor mean of the nonverbal factor is significantly higher than the standardization sample (0.85, S.E.=0.42, $Z=2.04$, $P<.01$), whereas the factor mean of the verbal factor in this second twin sample is not significantly higher (0.56, S.E.=0.46, $Z=1.22$, $P>.05$) than the corresponding factor mean of the 1982 cohort. Again, we conclude that factorial invariance with respect to cohort is rejected. Hence, mean gains on the RAKIT between the 1982 and the 1992/1993 cohorts could not be explained fully by latent (i.e., factor mean) differences in intelligence. Only in the second twin sample that a small part of the gains can

<table>
<thead>
<tr>
<th>Model</th>
<th>Equality constraints</th>
<th>$\chi^2$</th>
<th>$df$</th>
<th>Compare</th>
<th>$\Delta\chi^2$</th>
<th>$\Delta df$</th>
<th>RMSEA</th>
<th>CFI</th>
<th>AIC</th>
<th>CAIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st sample</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>–</td>
<td>23.2</td>
<td>16</td>
<td>2 vs. 1</td>
<td>6.8</td>
<td>4</td>
<td>0.043</td>
<td>0.988</td>
<td>98</td>
<td>289</td>
</tr>
<tr>
<td>2</td>
<td>$\Lambda$</td>
<td>30.0</td>
<td>20</td>
<td>3 vs. 2</td>
<td>17.3</td>
<td>6</td>
<td>0.062</td>
<td>0.961</td>
<td>102</td>
<td>243</td>
</tr>
<tr>
<td>3</td>
<td>$\Lambda$ and $\Theta$</td>
<td>68.5</td>
<td>30</td>
<td>4a vs. 3</td>
<td>21.2</td>
<td>4</td>
<td>0.078</td>
<td>0.929</td>
<td>116</td>
<td>236</td>
</tr>
<tr>
<td>4a</td>
<td>$\Lambda$, $\Theta$, and $\nu$</td>
<td>50.7</td>
<td>24</td>
<td>4b vs. 2</td>
<td>20.7</td>
<td>4</td>
<td>0.072</td>
<td>0.952</td>
<td>109</td>
<td>260</td>
</tr>
<tr>
<td>2nd sample</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>–</td>
<td>25.1</td>
<td>16</td>
<td>2 vs. 1</td>
<td>5.0</td>
<td>4</td>
<td>0.052</td>
<td>0.982</td>
<td>101</td>
<td>292</td>
</tr>
<tr>
<td>2</td>
<td>$\Lambda$</td>
<td>30.1</td>
<td>20</td>
<td>3 vs. 2</td>
<td>8.6</td>
<td>6</td>
<td>0.049</td>
<td>0.979</td>
<td>98</td>
<td>269</td>
</tr>
<tr>
<td>3</td>
<td>$\Lambda$ and $\Theta$</td>
<td>54.2</td>
<td>30</td>
<td>4a vs. 3</td>
<td>15.6</td>
<td>4</td>
<td>0.064</td>
<td>0.947</td>
<td>104</td>
<td>224</td>
</tr>
<tr>
<td>4a</td>
<td>$\Lambda$, $\Theta$, and $\nu$</td>
<td>45.5</td>
<td>24</td>
<td>4b vs. 2</td>
<td>15.4</td>
<td>4</td>
<td>0.068</td>
<td>0.953</td>
<td>107</td>
<td>257</td>
</tr>
</tbody>
</table>
be explained by a significant latent gain in the abstract factor. Especially the decline in scores on the Discs subtest and the gain in scores on Learning Names subtest require further investigation.


7.1. Samples

The data from this last comparison stem from Must et al. (2003), who compared two Estonian data sets covering a period of 60 years, from 1934/1936 to 1997/1998. The two cohorts contain 12- to 14-year-old schoolchildren who completed the Estonian National Intelligence Test. Must et al. found gains on most of the subtests, which were not consistent with the Jensen effect. It is interesting to submit these Estonian data to the MGCFA approach because MGCFA has been found to lead to different conclusions then those found with Jensen’s method of correlated vectors (e.g., Dolan, 2000; Dolan & Hamaker, 2001; Dolan et al., 2004). In addition, MGCFA can pinpoint subtests that manifest the gains in this Estonian data set. For the analyses, we have pooled both age groups, we thus have 307 and 381 cases in the 1930s and 1990s cohorts, respectively. For further information on the samples, the reader is referred to Must et al.

7.2. Measures

The Estonian version of the National Intelligence Test is a group-administered intelligence test containing 10 subtests: Arithmetic (AR), Computation (CT), Sentence Completion (SC), Information (IN), Concepts (CC), Vocabulary (VO), Synonyms–Antonyms (SA), Analogies (AN), Symbol–Number (SN), and Comparisons (CP; c.f. Must et al., 2003). These subtests are described shortly in Appendix E.

To obtain a reasonable factor structure, we have conducted exploratory factor analyses on both cohorts using promax rotation. This resulted in an oblique two-factor model with factors denoted abstract (AR, CT, AN, SN, and CP) and verbal (AR, SC, IN, CC, VO, SA, and AN). This model is used in the fitting of the subsequent models.

7.3. Results and discussion

Table 12 provides the subtest correlations, as well as the means and standard deviations of both cohorts, computed by pooling the data over both age groups. As can be seen by the effect sizes, the highest increase is found on the Symbol–Number subtest. Counter to the expected Flynn effect, four subtests show a decline, namely, Arithmetic, Computation, Vocabulary, and, especially, Information. Because this decline may also be due to a decrease in the latent factor(s), we proceed with the analyses.

Table 13 provides the fit indices of the various factor models. The baseline model (Model 1: configural invariance) fits sufficiently, as judged by the CFI, although RMSEA is somewhat on the high side. Moreover, it is apparent that the metric invariance model (Model 2) fits worse than the configural invariance model does. All fit measures, except the CAIC, show deteriorating fit. Therefore, factor loadings cannot be considered cohort invariant (i.e., $\Lambda_1 \neq \Lambda_2$). Note that this is in stark contrast with the high congruence coefficient of the first principal component found by Must et al. (2003). This is due to
the different natures of principal component analysis (PCA) and confirmatory factor analysis. PCA is an exploratory analysis that does not involve explicit hypothesis testing, as is the case with MGCFA. In addition, the congruence coefficient has been criticized for sometimes giving unjustifiably high values (Davenport, 1990). The rejection of the metric invariance model is caused by several subtests, but most clearly by Vocabulary (MI=20) and Symbol–Number (MI=18). The failure of metric invariance is probably the worst possible outcome, as it implies nonuniform bias with respect to cohorts (Lubke et al., 2003). Consequently, we present the next steps for illustrative reasons only. In fitting Model 3, the fit deteriorated still further. The fit indices of the factorial invariance models (4a and 4b) all indicate a clear deterioration in fit. Clearly, the measurement intercepts are not invariant over cohorts (i.e., $\nu_1 \neq \nu_2$). The latter is primarily caused by the Information subtest. Because of the large number of parameters that show large MIs in all nonfitting invariance models, we do not attempt to fit a partial factorial invariance model. The conclusion regarding the Estonian comparison is clearly that factorial invariance does not hold, and that the gains (either increases or decreases) found could not be explained by latent (i.e., factor mean) differences between the cohorts. Overall, the greatest modification index is found with the intercept of the Information subtest.

Table 13

<table>
<thead>
<tr>
<th>Model</th>
<th>Equality constraints</th>
<th>$\chi^2$</th>
<th>df</th>
<th>Compare</th>
<th>$\Delta \chi^2$</th>
<th>$\Delta df$</th>
<th>RMSEA</th>
<th>CFI</th>
<th>AIC</th>
<th>CAIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>—</td>
<td>150.7</td>
<td>64</td>
<td></td>
<td>0.063</td>
<td>0.987</td>
<td>282</td>
<td>648</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$\Lambda$</td>
<td>209.6</td>
<td>74</td>
<td>2 vs. 1</td>
<td>58.9</td>
<td>10</td>
<td>0.074</td>
<td>0.978</td>
<td>324</td>
<td>634</td>
</tr>
<tr>
<td>3</td>
<td>$\Lambda$ and $\Theta$</td>
<td>316.2</td>
<td>84</td>
<td>3 vs. 2</td>
<td>106.5</td>
<td>10</td>
<td>0.088</td>
<td>0.964</td>
<td>400</td>
<td>655</td>
</tr>
<tr>
<td>4a</td>
<td>$\Lambda$, $\Theta$, and $\nu$</td>
<td>1147.5</td>
<td>92</td>
<td>4a vs. 3</td>
<td>831.3</td>
<td>8</td>
<td>0.185</td>
<td>0.831</td>
<td>1250</td>
<td>1460</td>
</tr>
<tr>
<td>4b</td>
<td>$\Lambda$ and $\nu$</td>
<td>1029.1</td>
<td>82</td>
<td>4b vs. 2</td>
<td>819.5</td>
<td>8</td>
<td>0.183</td>
<td>0.853</td>
<td>1120</td>
<td>1386</td>
</tr>
</tbody>
</table>

Again, factorial invariance between cohorts most clearly fails at the intercept level. This result is in line with the results from the Jensen test conducted by Must et al. (2003). The most notable difference between the analyses in that study and ours is the finding concerning the factor structure.

8. General discussion

The present aim was to determine whether the observed between-cohort differences are attributable to mean differences on the common factors that the intelligence tests are supposed to measure. Stated otherwise, we wished to establish whether the Flynn effect is characterized by factorial invariance. To this end, we conducted five studies comprising a broad array of intelligence tests and samples. The results of the MGCFAs indicated that the present intelligence tests are not factorially invariant with respect to cohort. This implies that the gains in intelligence test scores are not simply manifestations of increases in the constructs that the tests purport to measure (i.e., the common factors). Generally, we found that the introduction of equal intercept terms ($\nu_1=\nu_2$; Models 4a and 4b; see Table 1) resulted in appreciable decreases in goodness of fit. This is interpreted to mean that the intelligence tests display uniform measurement bias (e.g., Mellenbergh, 1989) with respect to cohort. The content of the subtests, which display uniform bias, differs from test to test. On most biased subtests, the scores in the recent cohort exceeded those expected on basis of the common factor means. This means that increases on these subtests were too large to be accounted for by common factor gains. This applies to the Similarities and Comprehension subtests of the WAIS, the Geometric Figures Test of the BPP, and the Learning Names subtest of the RAKIT. However, some subtests showed bias in the opposite direction, with lower scores in the second cohorts than would be expected from common factor means. This applies to the DAT subtests Arithmetic and Vocabulary, the Discs subtest of the RAKIT, and several subtests of the Estonian NIT. Although some of these subtests rely heavily on learned content (e.g., Information subtest), the Discs subtest does not.

Once we accommodated the biased subtests, we found that in four of the five studies, the partial factorial invariance models fitted reasonably well. The common factors mean that the differences between cohorts in these four analyses were quite diverse. In the WAIS, all common factors displayed an increase in mean. In the RAKIT, it was the nonverbal factor that showed gain. In the DAT, the verbal common factor displayed the greatest gain. However, the verbal factor of the RAKIT and the abstract factor of the DAT showed no clear gains. In the BPP, the single common factor, which presumably would be called a (possibly poor) measure of $g$, showed some gain. Also in the second-order factor model fit to the WAIS, the second-order factor (again, presumably a measure of $g$) showed gains. However, in this model, results indicated that the first-order perceptual organization factor also contributed to the mean differences.

It could be argued that the current results depend, to a large extent, to the choice of factor models. We put considerable effort in finding the best fitting models as the baseline models. In addition, we have tested for factorial invariance using alternative models and found similar results to those reported here. Nevertheless, the interested reader is invited to replicate results with other factor models. The samples used in the studies differ substantively in size, resulting in differences in power to reject across-cohort equality constraints. However, we considered several fit measures that differ in their sensitiveness to sample size. Because those fit measures show a similar pattern, differences in statistical power, although important, do not seem to be a critical issue.
Here, we investigated factorial invariance at the subscale level. The measurement invariance can also be investigated at the item level. Flieller (1988) compared two cohorts of French 8-year-olds that were administered the Gille Mosaique Test in 1944 and 1984. Using a Rasch model to describe item responses in both cohorts, Flieller found that two thirds of the 64 items were biased with respect to cohort. That is, the majority of the item parameters (i.e., item difficulty of the logistic item response function) in the 1984 cohort differed from the item parameters in the 1944 cohort. This uniform bias explained a large part of the test score increase on this Binet-type test over this 40-year period (Flieller, 1988). Thus, like we did in the analysis of subtest scores, Flieller, in an analysis of item scores, detected uniform measurement bias with respect to cohort.

With MGCFA, it is possible to identify the subtests that display measurement bias. Similarly, by means of analyses based on item response theory (IRT), such as Rasch modeling, one can identify the individual items that are biased with respect to cohort (Flieller, 1988). Knowing which subtests or items are biased enables one to formulate testable hypotheses regarding the causes of the bias. Lubke et al. (2003) have discussed how covariates can be incorporated in a multigroup factor model to investigate the sources of measurement bias. To do this, however, one has to identify covariates or “nuisance variables” (Millsap & Everson, 1993) that can account for the bias. At the item level, several approaches also have been proposed (e.g., Mellenbergh & Kok, 1991), such as correlational, quasi-experimental, and experimental researches. Research on the effects of video games on intelligence test performance, as described by Greenfield (1998), could be seen as an example of the latter.

Generally speaking, there are a number of psychometric tools that may be used to distinguish true latent differences from bias. It is notable that with the exception of Flieller (1988), little effort has been spent to establish measurement invariance (or bias) using appropriate statistical modeling. The issue whether the Flynn effect is caused by measurement artifacts (e.g., Brand, 1987; Rodgers, 1998) or by cultural bias (e.g., Greenfield, 1998) may be addressed using methods that can detect measurement bias and with which it is possible to test specific hypotheses from a modeling perspective. Consider the famous Brand hypothesis (Brand, 1987; Brand et al., 1989) that test-taking strategies have affected scores on intelligence tests. Suppose that participants nowadays more readily resort to guessing than participants in earlier times did, and that this strategy results in higher scores on multiple-choice tests. A three-parameter logistic model that describes item responses is perfectly capable of investigating this hypothesis because this model has a guessing parameter (i.e., lower asymptote in the item response function) that is meant to accommodate guessing. Changes in this guessing parameter due to evolving test-taking strategies would lead to the rejection of measurement invariance between cohorts. Currently available statistical modeling is perfectly capable of testing such hypotheses.

MGCFA is greatly preferred above the method of correlated vectors. In view of its established lack in specificity (Dolan et al., 2004; Lubke et al., 2001), it is not surprising that the method of correlated vectors gives contradictory results when it is applied to the Flynn effect (Colom et al., 2001; Flynn, 1999b; Must et al., 2003). For instance, following Jensen’s method, we computed the correlations between the g loadings and the standardized increases in subtest means in the Dutch WAIS and RAKIT data. This resulted in correlations of .60 (WAIS data) and .58 (RAKIT data). We know that in both data sets, factorial invariance is not tenable. Yet, correlations of about .60 are invariably interpreted in support of the importance of g. For instance, the repeated application of the correlated vectors method to B–W differences in intelligence test scores resulted in a mean correlation of about .60 (Jensen, 1998).
The recent applications of method of correlated vectors to intelligence score gains (e.g., Colom et al., 2001; Flynn, 2000b; Must et al., 2003) followed Flynn’s critique on the conclusions that Jensen and, particularly, Rushton (2000) based on this method (Flynn, 1999c, 2000a, 2000b). From its beginning, the Flynn effect has been regarded to have large implications for the comparison of these B–W differences (e.g., Flynn, 1987, 1999c). Because the current approach (MGCFA) was previously applied in U.S. B–W comparisons, we have the opportunity to compare those B–W analyses to the current analyses of different cohorts. Here, we use results from Dolan (2000) and Dolan and Hamaker (2001), who investigated the nature of racial differences on the WISC-R and the K-ABC scales. We standardized the AIC values of Models 1 to 4a within each of the seven data sets to compare the results of the tests of factorial invariance on the Flynn effects and the racial groups. These standardized AIC values are reported in Fig. 2.

As can be seen, the relative AIC values of the five Flynn comparisons show a strikingly similar pattern. In these cohort comparisons, Models 1 and 2 have approximately similar standardized AICs, which indicates that the equality of factor loadings is generally tenable. A small increase is seen in the third step, which indicates that residual variances are not always equal over cohorts. However, a large increase in AICs is seen in the step to Model 4a, the model in which measurement intercepts are cohort invariant (i.e., the strict factorial invariance model). The two lines representing the standardized AICs from both B–W studies clearly do not fit this pattern. More importantly, in both B–W studies, it is concluded that the measurement invariance between Blacks and Whites is tenable because the lowest AIC values are found with the factorial invariance models (Dolan, 2000; Dolan & Hamaker, 2001). This clearly contrasts with our current findings on the Flynn effect. It appears therefore that the nature of the Flynn effect is qualitatively different from the nature of B–W differences in the United States. Each comparison of groups should be investigated separately. IQ gaps between cohorts do not teach us anything about IQ gaps between contemporary groups, except that each IQ gap should not be confused with real (i.e., latent) differences in intelligence. Only after a proper analysis of measurement invariance of these IQ gaps is conducted can anything be concluded concerning true differences between groups.

Whereas implications of the Flynn effect for B–W differences appear small, the implications for intelligence testing, in general, are large. That is, the Flynn effect implies that test norms become

![Fig. 2. Plot of standardized AIC values of data sets by stepwise models to achieve strict factorial invariance.](image-url)
obsolete quite quickly (Flynn, 1987). More importantly, however, the rejection of factorial invariance within a time period of only a decade implies that even subtest score interpretations become obsolete. Differential gains resulting in measurement bias, for example, imply that an overall test score (i.e., IQ) changes in composition. The effects on the validity of intelligence tests are unknown, but one can easily imagine that the factors that cause bias over the years also influence within-cohort differences. Further research on the causes of the artifactual gains is clearly needed.

The overall conclusion of the present paper is that factorial invariance with respect to cohorts is not tenable. Clearly, this finding requires replication in other data sets. However, if this finding proves to be consistent, it should have implications for explanations of the Flynn effect. The fact that the gains cannot be explained solely by increases at the level of the latent variables (common factors), which IQ tests purport to measure, should not sit well with explanations that appeal solely to changes at the level of the latent variables.
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Appendix A. Description of the WAIS subtests

Information (INF): 22 open-ended questions measuring general knowledge concerning events, objects, people, and place names.

Comprehension (COM): 14 daily-life or societal problems that the participant has to understand, explain, or solve. For this, the subject needs to comprehend social rules and concepts.

Arithmetic (ARI): 16 arithmetic items that the participant has to solve without the use of paper and pencil.

Similarities (SIM): 13 word pairs about daily objects and concepts. The participant has to explain the similarities of the words.

Digit Span (DSP): 14 series of digits that participants have to recall verbally forwards (12 items) or backwards (2 items).

Vocabulary (VOC): 30 words, of which the participant has to give the meaning.

Digit Symbol (DSY): 115 items containing pairs of numbers and symbols. The participant uses a key to write down the symbol related to a number.

Picture Completion (PCO): 20 incomplete pictures of everyday events and objects about which the participant has to name the missing parts.

Block Design (BDE): 13 two-dimensional geometric figures that the participant has to copy by arranging two-colored blocks.

Picture Arrangement (PAR): 10 items in which pictures have to be arranged in a logical order.

Object Assembly (OAS): five puzzles of everyday objects that the participant has to assemble.

Appendix B. Description of the subtests from BPP

Letter Matrices (LEM): 19 items (15 min) in a $3 \times 3$ matrix format, with cells containing series of letters conforming to a pattern. The participant has to give the letter series that conforms to this pattern.

Verbal Analogies Test (VAT): 24 verbal analogies that the participant has to complement (5 min). The answers have to be chosen from a two lists of 100 possible responses.

Number Series Test (NST): 17 series of four numbers that the participant has to complement (15 min).

Geometric Figures Test (GFT): 18 items (10 min) containing complex geometric figures that have to be composed by five simple figures.


Appendix C. Description of the DAT 1983 subtests

Vocabulary (VO): contains 75 items (20 min) in which out five words, the respondent has to choose the word with the same meaning as the target word. Measures lexical knowledge.

Spelling (SP): contains 100 words (20 min) of which the respondent has to judge the correctness of spelling. Measures spelling ability.

Language Use (LU): contains 60 sentences (25 min) in which the respondent has to look for grammatical errors. Measures grammatical sensitivity.

Verbal Reasoning (VR): contains 50 verbal analogies (20 min) that the respondent has to complement. Measures lexical knowledge and inductive ability.

Abstract Reasoning (AR): contains 50 items (25 min) containing a series of four diagrams. The respondent has to choose the diagram that logically follows these series. Measures inductive ability.

Space Relations (SR): contains 60 items (25 min) in which the respondent has to imagine unfolding and rotating objects. Measures visualization.

Numerical Ability (NA): contains 40 arithmetic problems (25 min) that the respondent has to solve. Measures quantitative reasoning.

Source: Evers and Lucassen (1992)

Appendix D. Description of the RAKIT subtests

Exclusion (EX): contains 30 items in which the child has to choose one out of four figures that is deviant. Measures inductive reasoning.

Discs (DI): contains 12 items in which the child has to put discs with holes on sticks. Measures spatial orientation and speed of spatial visualization.

Hidden Figures (HF): contains 30 items in which the child has to recognize two concrete figures in a complex drawing. Measures transformation of a visual field.

Verbal Meaning (VM): contains 40 words whose meaning the child has to denote by pointing out one out of four pictures. Measures passive verbal learning.

Learning Names (LN): contains 10 pictures of animals whose names the child has to learn. Measures active learning.
Idea Production (IP): contains five items in which the child has to produce names of objects and situations that belong to a broadly described category. Measures verbal fluency.

Source: Bleichrodt et al. (1984)

Appendix E. Description of the National Intelligence Test subtests

Arithmetic (AR): 16 arithmetic problems that require a solution for an unknown quantity.
Computations (CT): 22 items requiring addition, subtraction, multiplication, and division of both integers and fractions.
Sentence Completion (SC): 20 items requiring filling in missing words to make sentences understandable and correct.
Information (IN): 40 items about general knowledge.
Concepts (CC): 24 items requiring selecting two characteristic features from among those given.
Vocabulary (VO): 40 items requiring knowledge about the qualities of different objects.
Synonyms–Antonyms (SA): 40 items requiring the evaluation of whether the words presented mean the same or opposite.
Analogies (AN): 32 items requiring transferring the relation between two given words to other presented words.
Symbol–Number (SN): 120 items in which the correct digit must be assigned to a presented symbol from a key.
Comparisons (CP): 50 items requiring same or different judgments about sets of numbers, family names, and graphic symbols presented in two columns.

Source: Must et al. (2003)
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