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Abstract
While sequence-based genetic tests have long been available for specific loci, especially for Mendelian disease, the rapidly falling costs of genome-wide genotyping arrays, whole-exome sequencing, and whole-genome sequencing are moving us toward a future where full genomic information might inform the prognosis and treatment of a variety of diseases, including complex disease. Similarly, the availability of large populations with full genomic information has enabled new insights about the etiology and genetic architecture of complex disease. Insights from the latest generation of genomic studies suggest that our categorization of diseases as complex may conceal a wide spectrum of genetic architectures and causal mechanisms that ranges from Mendelian forms of complex disease to complex regulatory structures underlying Mendelian disease. Here, we review these insights, along with advances in the prediction of disease risk and outcomes from full genomic information.
INTRODUCTION

It has long been one of the core goals of the field of medical genetics to create accurate sequence-based genetic tests that will predict disease risk. This project began even before the complete human genome was sequenced, and the successful mapping of disease genes such as CFTR (cystic fibrosis) (53, 56), HEXA (Tay–Sachs disease) (3), and BRCA1 and BRCA2 (hereditary breast and ovarian cancer) (45, 70) in the late 1980s and early 1990s paved the way for genetic testing and carrier screening for these associated diseases. Since then, the sequencing of the human genome and the rise of whole-exome sequencing studies have accelerated the discovery of disease-causing mutations for rare Mendelian diseases (4). There are now hundreds of known loci that reliably predict risk carrier status for various Mendelian diseases, and many of these tests are routinely performed as part of prenatal, preventative, and diagnostic care (10, 26). In some cases, these tests have had noticeable impacts on disease prevalence and/or outcomes (37, 46).

In parallel with this development of single-locus sequence-based predictors of disease, through the success of genome-wide association studies (GWASs), we have also learned a great deal about the biology of complex diseases that cannot be predicted reliably from a single locus (8, 12, 13, 16, 18, 23, 54, 55, 57–59, 67). These diseases, which include coronary artery disease, type 2 diabetes, irritable bowel disease, schizophrenia, autism, and many others, appear to be caused by contributions from multiple loci all across the genome, which reduces the usefulness of single-locus tests to predict disease risk. In many cases, different causal loci may have different mechanisms of disease causation, which makes predicting disease risk even more difficult. As a result, it has been widely considered infeasible to predict risk for these complex diseases from genetic information at a practical and clinically useful level. However, as the power of GWASs and sequencing studies of these diseases continues to grow, and as clinical genetic testing becomes more and more widely available, the idea of integrating information from multiple loci across the genome to predict complex disease risk becomes more plausible.

Conversely, it has also been thought that using single loci of large effect to predict highly penetrant monogenic disease is a mature field and that adding more genomic information will not help to improve these predictions. In fact, in addition to gaining information about diseases known to be complex, the growing power of GWASs and sequencing studies has shown that many diseases previously thought to be caused by highly penetrant Mendelian alleles exist on a spectrum from Mendelian to complex (14, 21). This includes some hints that diseases previously thought to be Mendelian may be modulated by complex risk factors and controlled by common variation (9).

Similarly, some apparently Mendelian diseases, such as familial hypercholesterolemia, contribute to complex networks of risk for diseases thought to be highly polygenic (1, 5, 25, 36, 47, 62).

In this review, we outline the benefits and challenges of using complete genetic information to predict disease risk for both Mendelian and complex diseases. In particular, we discuss the power of polygenic risk scores (PRSs) to predict disease risk, decomposition of disease risk into multiple causal risk factors and/or pathways of disease causation, and the difficulty of accounting for genetic ancestry in these genome-wide genetic testing schemes. Each of these topics is an active subject of current research and has implications in human genetics and genomic medicine. Each also serves to blur the boundaries between Mendelian disease and complex disease and suggests a future where Mendelian disease loci and polygenic estimates of disease risk are interpreted together to generate a prediction of disease risk for each individual patient.

POLYGENIC RISK SCORES

The most common method of integrating information from across the genome into a single estimate of genetic risk is by using a PRS. A PRS is simply a sum of the genetic status at each
associated risk locus weighted by the strength of evidence for the association. Since the loci in question are typically found by GWASs, the weighting of each locus is usually simply the regression coefficient of association for the locus. The PRS acts as a proxy for the total genetic risk or protection from the genome as a whole. This is useful for highly polygenic diseases, in which any individual locus makes a minor contribution to disease risk but the combined genetic contribution across the entire genome may be significant. Such a score was successfully created in 2009 in connection with a GWAS for schizophrenia, where it was shown that a PRS comprising variants across multiple loci could explain a substantial fraction of schizophrenia risk, even if no single variant could on its own (29). Since then, PRSs have been routinely constructed as part of GWAS methodology, and they exist for a wide variety of traits and diseases. They are used to analyze the power of the discovered loci to explain variation and heritability in the trait, analyze the relative contributions of different genes or other loci to disease risk, analyze genetic correlations between traits, and investigate causal relationships between traits using Mendelian randomization, among many other applications (6, 11, 20, 28, 29, 34, 35, 39, 40, 50, 52, 54, 57–59, 63–66, 69).

In principle, it is also possible to use a PRS to predict disease risk for a single individual; historically, however, they have rarely been used for this purpose. This is because the power of most PRSs to predict disease risk has been very low for most of the history of GWASs. The tone for this field was set by a 2009 study that applied PRSs from current GWASs to predict the case or control status of samples from the Wellcome Trust Case Control Consortium (20). Out of seven diseases investigated, only for type 1 diabetes did the PRS have even modest power to distinguish between cases and controls. In the remaining six diseases investigated—bipolar disorder, coronary artery disease, hypertension, Crohn’s disease, rheumatoid arthritis, and type 2 diabetes—the PRS had extremely limited power.

GENETIC ARCHITECTURE: A SPECTRUM FROM MENDELIAN TO COMPLEX

The reason these PRSs are underpowered for these diseases fundamentally has to do with the genetic architecture of the diseases. The genetic architecture of a disease, in this context, has at least two distinct components: (a) whether the disease is caused primarily by a few large-effect variants or many small-effect variants and (b) whether the disease is caused primarily by a few common variants or many rare variants. A disease that is caused primarily by variants with large effect sizes is easy to predict because each locus carries a great deal of information about disease risk. Meanwhile, a disease that is caused by a combination of variants with small effects may be difficult to predict because many loci must be considered in order to glean any information about disease risk. The population frequency of variants is also vitally important, as it determines the sample size required to detect variants with small effect sizes. Common causal variants may be detectable with sample sizes of 1,000 or less, even if they have weak effects, while causal variants that are private to an individual or a family may be fundamentally impossible to detect with any sample size, especially if their effect sizes are small.

The genetic architecture of a disease therefore determines the number and effect sizes of risk loci found at a given sample size, which in turn determine the power of the PRS constructed from those risk loci. On one extreme are monogenic or Mendelian diseases, where a large amount of genetic risk is contained in one locus, and a simple genotyping or sequencing test for that locus has a great deal of predictive power; on the other extreme are complex and highly polygenic diseases, such as coronary artery disease or type 2 diabetes, where risk is distributed over a large number of loci, each of which individually has a very small effect. For these complex diseases, even polygenic risk scores accounting for thousands of loci have minimal predictive power. In between
are oligogenic diseases like type 1 diabetes, where risk is distributed over a smaller number of loci with intermediate effect sizes.

**ESTIMATING AND QUANTIFYING GENETIC ARCHITECTURE**

This qualitative description of genetic architecture contains two important quantitative questions: How many loci would be required to have reasonable power for a given disease, and how large a sample size is required to reach it? A 2013 analysis of the predictive power of PRSs expressed this quantitatively, defining predictive power as a function of the number of causal loci and the fraction of disease heritability explained by these loci (17). Using estimates of these parameters, this study concluded that for most complex diseases, GWAS sample sizes would need to reach hundreds of thousands to achieve reasonable power to predict the disease status of a single individual. Furthermore, Agarwala and colleagues from the GoT2D (Genetics of Type 2 Diabetes) consortium (2) conducted a simulation study to estimate the genetic architecture of type 2 diabetes more explicitly. They simulated a variety of different genetic architectures, varying how many variants in the genome could potentially cause type 2 diabetes (which determines the number of causal alleles that will be found) and how strongly natural selection acts against type 2 diabetes (which determines how rare or common the typical causal allele will be). They then compared simulated results to empirical values for quantities like disease prevalence, disease heritability, number of loci discovered by GWASs, and fraction of heritability explained by known loci. Their results generally ruled out a contribution of large-effect common variants but were still consistent with a wide range of genetic architectures; for example, rare variants may still explain as little as 25% or as much as 80% of heritability. This estimate is likely to narrow as sample sizes increase. However, they also concluded that gaining significant power to predict type 2 diabetes would require a GWAS with a sample size in the hundreds of thousands—they estimated a minimum of 250,000, possibly much larger. A subsequent study from the same consortium applied a similar estimation to a larger population of more than 125,000 and was able to narrow the estimate of genetic architecture, ruling out a large contribution of extremely rare variants, but reached the same conclusion that a sample of at least 250,000 will be necessary to reach a comprehensive understanding of the genetics of type 2 diabetes (24).

This kind of direct estimation of the genetic architecture of complex disease is important, since it has a direct impact on the power of GWASs and the possibility of using PRSs to predict disease. Although the study of type 2 diabetes by Agarwala et al. (2) did not produce any concrete recommendations for future studies other than the need to perform larger association studies, such analyses have the potential to inform study design in a significant way, by indicating whether researchers should be targeting rare, large-effect variants; common, small-effect variants; or anything in between.

**GENETIC ANCESTRY AND DISEASE PREDICTION: AN UNRESOLVED ISSUE**

In addition to genetic architecture, another factor severely limiting the power of PRSs for disease risk prediction is genetic ancestry. The vast majority of published GWASs have been performed on populations of mostly European ancestry, which has led to some concerns about the generalizability of these findings (51). Several examples exist of GWAS loci discovered in European cohorts failing to replicate in trans-ethnic cohorts or of trans-ethnic GWASs explaining less variance than GWASs performed on an ethnically homogeneous population (22, 38, 43, 61). This has several possible explanations. In many cases, it is likely that a variant that is easily detectable in one population...
is absent or extremely rare in another. Even if the same causal variant is important in multiple populations, it is also possible that the haplotype structure is different between the populations such that a different set of detectable variants are in linkage disequilibrium with the same causal locus (15). Finally, in some cases, the actual underlying regulatory biology may differ in different populations (41).

A recent study by Martin et al. (42) addressed the question of what effect this may have on prediction of disease risk. The researchers simulated the evolution of the same trait in multiple populations and performed a GWAS in each population to develop a simulated PRS. They demonstrated that predictions were significantly biased when applied to a different population than the population in which the PRS was developed. Even when the causal loci are actually identical across the populations, the contribution of each locus to the PRS will be different in each population, leading to the same bias. The authors demonstrated that this appears to be affecting actual GWASs, as the distribution of PRS values for various traits and diseases differs wildly among populations, far in excess of any difference in actual trait values or disease incidence.

This study highlights the importance of expanding GWASs to non-European populations. This has improved somewhat in recent years, with projects like the PAGE (Population Architecture Using Genomics and Epidemiology) consortium making a concerted effort to generate multiethnic cohorts for research (68), but Europeans still make up a large majority of GWAS populations. This is especially important considering that non-European populations are at significantly higher risk for many of the diseases under discussion, including coronary artery disease, type 2 diabetes, and hypertension. At present, the populations that would most benefit from the use of genome-wide data to predict disease risk would be unable to take full advantage of it, since the loci used to predict risk are discovered using European populations.

**STRATIFYING COMPLEX DISEASE RISK**

These twin considerations of genetic architecture and genetic ancestry justify the general attitude of the field that using PRSs and GWAS markers to predict disease is difficult. Without sample sizes in the hundreds of thousands or more spanning an extremely heterogeneous group of ancestries, we cannot possibly have enough power to predict disease status reliably using these methods, and these sample sizes have been out of reach until very recently. However, the sample sizes described in these studies are beginning to seem less outlandish. Researchers now have access to resources like the UK Biobank, which includes information on a wide variety of traits for its 500,000 participants, opening the possibility of performing GWASs on any of these traits with sample sizes in the hundreds of thousands (7). Recently released GWASs of coronary artery disease (65) and blood pressure (19) take advantage of this population and others to reach sample sizes of half a million or more. Even without using this population, large meta-analyses of disease genetics now regularly reach sample sizes in the hundreds of thousands. For example, the largest meta-analysis of type 2 diabetes, from the DIAGRAM (Diabetes Genetics Replication and Meta-Analysis) consortium, had a total sample size of 291,748 across all cohorts (60). These sample sizes have not universally reached the level required to give reliable predictive power, and the ancestry issue remains problematic, but they are approaching that level rapidly enough that we must soon begin to reconsider the usefulness of PRSs as predictors of disease risk for an individual patient.

One recent study of more than 55,000 participants by Khera et al. (31) demonstrated that PRSs could be a useful prognostic tool even using current GWAS loci. In this study, the researchers used 50 published associated variants to develop a PRS for coronary artery disease and applied it to well-phenotyped test populations. They then divided the population into quintiles of genetic risk based on this PRS. This transforms genetic risk into a categorical variable, which is commonly done
with risk factors such as diet, obesity, smoking, or exercise. Similar to how one might compute a hazard ratio to quantify how risk of disease is affected by a risk factor like hypertension or obesity, these researchers computed hazard ratios to quantify how risk of disease is affected by genetic risk. Comparing the highest quintile of genetic risk with the lowest, they measured hazard ratios between 1.75 and 1.98, meaning that individuals with high genetic risk are 75–98% more likely to develop coronary artery disease than those without. This was a stronger effect than any of the individual lifestyle factors (diet, obesity, smoking, and exercise) and comparable to an index that combined all four lifestyle factors, which produced hazard ratios between 1.71 and 2.27. Thus, being in the highest quintile of genetic risk has similar predictive power to other factors that are widely used to predict disease risk. Furthermore, the authors concluded that the effect of lifestyle factors was greater in the cohort with higher genetic risk, which raises the possibility of targeting lifestyle interventions based on genetic risk.

Another study from the same group (30) went a step further, directly comparing the predictive power of a PRS with the predictive power of rare monogenic mutations. They found that having a PRS in the top 2.5% of the population for coronary artery disease has equivalent predictive power to being a carrier of a previously published rare monogenic disease mutation, both producing an approximately fourfold increase in risk. They pointed out that this actually makes the PRS substantially more useful for detecting coronary artery disease risk, as the number of individuals in the top 2.5% of PRS is more than six times larger than the number of individuals who carry a rare monogenic mutation.

The approach described in these two studies demonstrates that it is not necessary to have a reliable predictor of disease status in order to gain clinical utility. Instead, using PRSs to stratify individuals into low and high genetic risk may have prognostic utility. Many prognostic tools and risk factors that are of great clinical significance still have only modest predictive power, and PRSs, even at their present power, are comparable to some of them. Furthermore, if we were able to construct a PRS from larger numbers of causal loci, by either relaxing the selection criteria or using a larger population sample, it is plausible that the top quintile of genetic risk might be even more predictive and therefore possibly more useful.

DISEASE SUBTYPES AS A SPECTRUM OF GENETIC ARCHITECTURE

An important additional factor when considering this kind of stratification of disease risk is that, in addition to heterogeneous polygenic risk, many complex diseases have rare subtypes with Mendelian or oligogenic genetic architectures, which are often considered independent from the more common complex form of the disease. A recent review by Flannick et al. (21) enumerated the many monogenic forms of diabetes mellitus and argued that they should be viewed as part of a spectrum ranging from monogenic forms of the disease up to the more common highly polygenic form. This argument is based on the observation that the various forms of the disease appear to act through a shared superset of biological components and risk factors. Thus, rather than each patient being diagnosed with a specific subtype of the disease, we can think of each patient as having a specific disease-causing genotype, which may be monogenic, oligogenic, or polygenic. Each genotype corresponds to a specific profile of disrupted biological function, which in turn leads to different prognoses and different options for treatment. In addition to challenging the categorization of diabetes subtypes specifically, this concept, taken to its logical conclusion, also challenges the categorization of diseases generally into complex and Mendelian, suggesting that many of the diseases we typically think of as complex may have an array of genetic architectures that exist on a spectrum from rare Mendelian forms to common complex forms.
DISEASE SUBTYPES AS A PALETTE OF CAUSAL RISK FACTORS

In addition to highly polygenic genetic architecture, another feature of complex disease is heterogeneity of risk factors and causation. In cases like coronary artery disease, where we do have some understanding of disease biology and some ability to predict disease risk, the specific mechanism that led to the disease can often make a clinically meaningful difference. For example, it may be useful to prescribe cholesterol-lowering drugs such as statins to a patient whose coronary artery disease risk is caused primarily by high low-density lipoprotein (LDL) cholesterol, but the same treatment might be less effective if the primary cause is hypertension or type 2 diabetes.

There is therefore a meaningful difference between a patient with high genetic risk that is caused primarily through a single pathway, such as a patient whose high genetic risk of coronary artery disease comes from a genetic predisposition to high LDL cholesterol, and a patient with high but heterogeneous genetic risk. This principle is outlined in a perspective by Khera & Kathiresan (33), which highlights the clinical difference between patients with monogenic disease, caused through a single biological pathway, and patients with polygenic disease, which is likely to be heterogeneous. Thus, in addition to different subtypes of the diseases existing along a spectrum from complex disease to Mendelian disease, they also exist within a palette of distinct causal pathways and risk factors, each of which corresponds to different prognoses and treatment options.

This insight also applies within a highly polygenic disease subtype. A patient with a highly polygenic risk profile for a complex disease has a risk profile composed of contributions from a variety of distinct causal risk factors. These causal risk factors are typically also well-studied traits with their own GWAS and known causal loci, so we can often interrogate the causal palette of a given patient’s disease risk directly. In the case of coronary artery disease, meta-analyses with sample sizes in the tens or hundreds of thousands have been performed for each of the five known primary causal risk factors (type 2 diabetes, LDL cholesterol, triglycerides, body mass index, and systolic blood pressure) (32), and each has dozens to hundreds of known risk loci. The known risk loci for coronary artery disease can easily be decomposed into loci that are also known risk loci for these five causal risk factors and loci that cause coronary artery disease idiopathically (Figure 1). Once risk loci are decomposed in this way, it is straightforward to identify the palette of risk factors in an individual patient, which may have implications for prognosis and treatment.

IS COMPLEX DISEASE REALLY COMPLEX?

The ideas of decomposing complex disease into a palette of different causal risk factors and decomposing complex disease into a spectrum of genotypes ranging from rare Mendelian disease to common complex disease contribute to a growing sense that supposedly complex diseases may be composed of a variety of distinct disease subtypes, with different genetic architectures, disease etiologies, and clinical features (Figure 2). This points to a much less complex conception of complex disease, where patient genotypes can be used to identify which disease subtype a patient has, which can then in turn inform treatment and prognosis.

This can be especially powerful when combined with the approach of stratifying complex disease risk discussed above. The insight that a high PRS confers as much additional risk as we might expect from a single highly penetrant disease allele suggests that there may be a population of currently undiagnosed patients with polygenic risk equivalent to that for Mendelian disease. Particularly if that risk applies to a specific homogeneous disease subtype, this suggests that we should be treating the PRS the way we treat these single highly penetrant disease alleles—for example, by actively screening for patients with high PRSs and targeting clinical interventions toward these patients specifically. Recent studies have begun to examine this approach, particularly
in coronary artery disease and hypercholesterolemia, demonstrating that drugs such as statins may be more effective for individuals with higher genetic risk (44, 48). We anticipate this approach becoming more common for a variety of diseases. Even though genetic risk for these diseases may be complex in terms of genetic architecture, the increasing predictive power of PRSs will allow physicians to treat predictions of genetic risk in a less complex way.

![Graph](Caption appears on following page)
Decomposition of coronary artery disease (CAD) risk into five causal risk factors for individuals in the UK Biobank. Polygenic risk scores (PRSs) were constructed for CAD, type 2 diabetes, low-density lipoprotein (LDL) cholesterol, triglycerides, body mass index (BMI), and systolic blood pressure (32), each using 65 genome-wide significant CAD variants (49). Causal effects of each risk factor on CAD were estimated using the inverse-variance-weighted regression method of Mendelian randomization (27). The contribution to CAD risk from each risk factor was calculated using the PRS for that risk factor multiplied by the causal effect on CAD; residual risk was calculated by subtracting the five risk factor contributions from the total amount of CAD risk. Panel a shows the total contributions for 100 randomly selected individuals from the UK biobank, ordered from smallest total risk (left) to largest (right). Panel b shows four representative individuals in more detail. Gray shaded bands contain the middle 100%, 80%, 60%, 40%, and 20% of individuals. This illustrates that different individuals have not only different levels of risk for CAD but also distinct risk profiles with substantially different contributions from each risk factor. It also illustrates that different risk factors have different levels of variability in contribution. For example, there is wide variation in the contributions of LDL cholesterol and systolic blood pressure but relatively little in the contribution of BMI. This is due to the relative genetic architectures of these traits and their causal effects on CAD. The dashed black circle indicates zero genetic risk, or an odds ratio of 1.0.

IS MENDELIAN DISEASE REALLY MENDELIAN?

In addition to the growing awareness that complex disease may often be composed of a network of less complex subphenotypes, there is a growing understanding that Mendelian disease may be modulated by modifiers with more complex genetic architectures. One component of this involves the spectrum of disease subtypes mentioned above: Mendelian diseases may be part of
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Figure 2

Schematic illustrating two dimensions of disease subtypes: distinct genetic architectures (monogenic versus oligogenic versus polygenic) and distinct causal risk factors. A complex disease may be caused by monogenic contributions acting through any individual risk factor, oligogenic contributions acting through any individual risk factor or subset of risk factors, highly polygenic contributions that predominantly target a particular risk factor or subset of risk factors, or highly polygenic contributions that target a diverse mixture of risk factors. Each individual has a specific genotype that corresponds to a single configuration.
a spectrum that includes complex forms of the same disease, or they may interact with similar, complex phenotypes. There are also numerous examples of supposedly Mendelian phenotypes being exacerbated or mitigated by known complex traits. The most intriguing case in current research is that of incompletely penetrant diseases. It has long been known that many well-characterized causal loci for Mendelian disease fail to cause disease in a large number of individuals who carry the disease allele. One possible explanation is that the expression of the disease allele is controlled by a complex network of regulatory variation. One recent study by Castel et al. (9) analyzed expression of the promoters of Mendelian disease genes to demonstrate that regulatory variation has a large effect on the penetrance of a wide range of supposedly Mendelian diseases, supporting this hypothesis. However, this is only a first step toward characterizing these regulatory networks; in most cases, we have very little sense of the regulatory variation that underlies variable penetrance of Mendelian diseases. Deciphering these complex components of Mendelian disease will likely be an exciting area of research in the near future.

CONCLUSION

The idea of using genetic information to predict an individual’s disease status has existed for decades, but only recently has it begun to become feasible for complex diseases. As sample sizes grow, we are beginning to understand the genetic architectures of both Mendelian and complex disease and develop tools to apply that knowledge to clinical practice. As we continue to do so, we will likely find that complex disease is not really as intractable as it is often thought to be, and that predictors of genetic risk may translate into clear clinical indications. On the other hand, we may find that many supposedly Mendelian diseases are not so tractable, but are controlled by a currently opaque network of regulators and complex traits. These two insights, combined with the understanding that variation among different genetic ancestries has large effects on both categories of disease, will likely drive the next era of research in disease prediction. In response to these insights, some researchers have begun to suggest a future where patients will be diagnosed and treated based primarily on their genotypes rather than their phenotypic presentations. This genotype-first vision will leverage our understanding of the complexity of genetic risk to identify disease subtypes and quantify genetic risk accurately, resulting in more accurate diagnoses of clinical diseases in patient care and targeted interventions where they will be most useful.
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