Summary: A scan of the history of gross world product (GWP) over millennia raises fundamental questions about the human past and prospect. What is the distribution of shocks ranging from recession to pandemic? Were the agricultural and industrial revolutions one-offs or did they manifest ongoing dynamics? Is growth exponential, if with occasional step changes in the rate, or is it superexponential? If the latter, how do we interpret the implication that output will become infinite in finite time? This paper introduces the first coherent statistical model of GWP history. It casts a GWP series as a sample path in a stochastic diffusion, one whose specification is novel yet rooted in neoclassical growth theory. After maximum likelihood fitting to GWP back to 10,000 BCE, most observations fall between the 40th and 60th percentiles of predicted distributions. The fit implies that GWP explosion is all but inevitable, in a median year of 2047. This projection cuts against the steadiness of growth in income per person seen in the last two centuries in countries at the economic frontier. And it essentially contradicts the laws of physics. But neither tension justifies immediate dismissal of the explosive projection. Accelerating economic growth is better explained by theory than constant growth. And if physical limits are articulated in a neoclassical-type model by endogenizing natural resources, explosion leads to implosion, formally avoiding infinities. The quality of the superexponential fit to the past suggests not so much that growth is destined to ascend as that the human system is unstable.
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The intense vibration that rattles our epoch is nothing more, and nothing less, than the crest of a wave issuing from the origin of life, and which, moving at first with infinite slowness, now swells and rears. It is thus the whole evolutionary dynamic that weighs on the moment now reached in the adventure of living things. Our situation is unique in the annals of life, yet inscribed for all time in the logic of history. — François Meyer (1974, p. 101)

The steady state is not a bad place for the theory of growth to start, but may be a dangerous place for it to end. — Robert Solow (2000, p. 7)

Introduction

It does not stretch the truth much to say that the most momentous data series in economics has received the least systematic attention. That series is gross world product (GWP) observed over millennia. Admittedly, speaking of GWP as “observed” for so long itself stretches the truth. As we look back in time, we rapidly lose certainty about how many people lived and how well they lived. Nevertheless, GWP has been estimated back to 1 CE (Maddison 2001, 2003) and even to 1 million BCE (De Long 1998). The estimates contain information about the rhythm of economic revolutions, the distribution of shocks such as epidemics and great wars, and the trajectory of growth.

One fact that leaps from the data is that over the very long term, the human population and economy have expanded superexponentially. The growth rate has grown. GWP doubled between 2000 and 2019; humanity’s earliest doublings perhaps took millennia (mainly through population growth). Von Foerster, Mora, and Amiot (1960) first noted that the differential equation \( y = sy^{1+B} \), with \( B > 0 \), conforms remarkably well to very-long-term series on the scale of the human system (in their case, population). We can rewrite that superexponential equation as \( \ln y = sy^B \), in which \( \ln y \) is the growth rate. This functional form succinctly posits a scale effect in the human enterprise, an elasticity of growth to level.

Paradoxically, when projected forward, the superexponential equation sends \( y \) to infinity in finite time. That is why Von Foerster, Mora, and Amiot predicted a population “doomsday” for Friday the 13th of November, 2026. Figure 1 illustrates the paradox with respect to GWP. In the graph, both axes are logarithmic, with time measured in years till 2050. On these scales, a line corresponds to a solution of the superexponential equation. Here, a line fits GWP well enough that the agricultural and industrial revolutions, the most profound economic events since language, shrink to gentle undulations. Yet if the line is extrapolated forward, it never reaches 2050, even as it keeps rising. Projected GWP explodes by 2050.

This fit of model to data prompts important questions. Did the agricultural and industrial revolutions constitute major breaks with the past or can they be understood as noise within a longer-term trend? How do we reconcile the good fit to the past with the impossible projection for the future? Does the tension tell us anything about the character of economic growth in the industrial age and beyond?

This paper works on theoretical and statistical foundations for investigating such ambitious questions. Starting with theory, the paper makes the point, not novel, that when asymmetries are removed from the neoclassical model, so that all factors are endogenous and none grows at a rate fixed outside the model, steady, positive output growth essentially never occurs. In effect, steady growth only emerges from a neoclassical-type model when assumed into it by way of exogenous factors.

The paper’s main technical novelty appears in the empirics. A statistical model is introduced that is mathematical kin with the neoclassical model with Cobb-Douglas production, though univariate. The statistical version integrates deterministic factors—production, reinvestment in inputs, depreciation—with stochasticity, dynamically incorporated. For intuition, think of the informal equation \( \ln y = sy^B + \delta + \epsilon \). The term \( \delta \) embodies...
exogenous depreciation and appreciation. $\varepsilon$ is realized as a random, infinitesimal shock in each infinitesimal time step. When properly articulated in the stochastic calculus, this model casts the observed GWP series as a sample path in a *diffusion*. This allows formal investigation of how the play of chance interacts with economic dynamics to shape history. One can imagine alternative histories under the same probability law, in which, say, an epidemic or climate shock delays the invention of the wheel by a thousand years. Such possibilities determine the probability distribution for GWP at any given time. Typically they fatten the tail.

Though novel, the superexponential diffusion model developed here is closely related to and inspired by models in finance, the subfield of economics that has most exploited the stochastic calculus. As a tool for studying growth, the model possesses several virtues. Conditional on a starting value, the probability distribution for $y$ at any time can be expressed analytically, which facilitates maximum-likelihood fitting. Because the error process is rigorously defined, not adduced *ad hoc* as in nonlinear least squares, it supports conceptually coherent estimation. For example, using GWP figures back to 10,000 BCE, my preferred estimate of the scale effect $B$ is 0.55, with a standard error of 0.05.

In addition, the stochastic model supports analysis of one question raised above, whether economic revolutions broke from historical norms. I find that after fitting to the pre–industrial revolution GWP series, the diffusion model is surprised by the high growth in the 19th century (two-tailed $p$ value < 0.1) as well as by the relatively steady growth of the last 50 years. This finding constructively quantifies the model's shortcomings. It limns the scope for further work on statistically representing the long-term dynamics of innovation and expansion.

Another virtue of the stochastic approach, at least in principle, is that it can soften the paradox of infinity in superexponential growth, by casting explosion as possible but not inevitable. But, in the event, that essentially does not happen here. Conditioning on the 2019 GWP value, the preferred estimate puts the probability of *no* eventual explosion at $\sim 10^{-69}$. The median predicted explosion year is 2047.

**Figure 1. Gross world product, 10,000 BCE–2019 (billion $ of 1990)**

Note: Section 4 documents the construction of this data series.

---

3 But see Nuño and Moll (2018) for an application to macroeconomics.
The projection of infinity not only collides with the laws of physics. It also lies in tension with the relative constancy of growth over the merely long term, by which I mean growth in per-capita income in frontier economies over the last 200 years. (See Figure 2 on U.S. growth.) The stable character of industrial-era growth motivated Solow’s (1956) and Swan’s (1956) interest in modeling steady states. How then do we reconcile the accelerating character of growth over the very long term and its constant character over the merely long term? Arguably the puzzle lies in the second half of that conjunction. For endogenous growth theory explains superexponential growth over the very long term, through the nonrivalry of innovation (Romer 1990; Kremer 1993). Proportional increases in all inputs, including technology, bring more than proportional increase in output.

There is no theory as convincing for why per-capita frontier growth has been nearly constant in the last 200 years. As just noted, constant growth only emerges from macroeconomic models when injected into them. Jones (2003) sensibly proposes population growth as the most plausible ultimate source of exponential economic growth, given the rooting in biology. Yet in the U.S., long a nation near the economic frontier, population growth has declined, from 2.9% per annum in the 1820s to 0.7% in the 2010s (Bolt et al. 2018; UN 2019). Without a good theory for steady growth, it is hard to know whether it is a coincidence or a temporary, century-scale deviation from superexponential growth or a transitional step to subexponential growth.

The notion that the growth of the human system has been accelerating may also seem to clash with an even more growth-pessimistic line of evidence—evidence that returns to R&D investment have been falling over the last century. In the phrasing of Bloom et al. (2020), ideas are getting harder to find. But this contradiction is more apparent than real. If conventional inputs to production such as capital and labor together enjoy constant returns to scale, then all inputs, including technology, enjoy increasing returns. In the model developed here, under plausible parameter choices, the overall increasing returns to scale generate superexponential growth even returns to investment in total factor productivity (TFP) are falling. Indeed, I tentatively interpret the scale effect estimate of 0.55 over the last 12,000 years as implying an average returns elasticity of −1.25 for investment in TFP.

Figure 2. U.S. gross domestic product per capita, 1820–2016 ($ of 2011)

Source: Bolt et al. (2018).
If the superexponential prediction of infinity is not easily refuted by a compelling theory for steady growth in the industrial era, nor by signs of declining returns to R&D, what should we make of it? One reading is that the extrapolation is directional: output will not go infinite, but may yet greatly increase, the most plausible cause being artificial intelligence. Or the human system could implode, if escalating economic activity undermines an essential input such as natural resources. A reading that embraces both possibilities is that over the long term the world system is more unstable than traditional growth theory tends to suggest.

Section 1 of this paper reviews previous work and elaborates on the motivation for diffusion modeling in econometrics. Then, to bridge from familiar theory to the econometrics, Section 2 develops a deterministic, multi-factor model of growth with Cobb-Douglass production much like those in Lee (1988), Kremer (1993), and Jones (1995). Section 2 next observes that when explosion or implosion occurs, it does so simultaneously in all factors, so that the system comes to be well approximated by a collection of univariate differential equations. But in the multivariate model, the timing of this denouement is in general intractable to analysis.

Section 3 proposes representing the deterministic but intractable behavior of this multivariate system with a random, univariate, and more tractable stochastic differential equation. It introduces a diffusion that is constructed, in the spirit of Cox (1996 [1975]), as a power of a variable obeying the Feller (1951b)/Cox-Ingersoll-Ross (1985; CIR) diffusion. The exposition, mostly deferred to an appendix, fills some gaps in existing presentations of the Feller/CIR solutions.

Section 4 constructs data series for population and gross world product since 1 million BCE, as well as for gross domestic product (GDP)/capita in France, as a proxy for productivity at the economic frontier. Section 5 fits the stochastic model to these series, presents the fits graphically, and checks for goodness of fit. Section 6 meditates on the projections of infinity. Section 7 concludes.

1 Previous work

The literature modeling human development over the very long run is rather short. Meyer (1947) is perhaps the first to identify a "loi d'accélération evolutive" in natural and human history; Meyer's data from human history consist of four dates seen as marking developmental upswings, which themselves arrived accelerando: 4500 BCE, 550 BCE, 1100 CE, and 1750 CE. Meyer explains the acceleration with a pseudoscientific riff on Heisenberg’s uncertainty principle.

In the fall of 1960, two more firmly grounded articles on the history of human population appeared. In Scientific American, Deevey (1960) presents a coarse human population series back to 1 million BCE. Deevey depicts the series on log-log scales as in Figure 1, with a rising series of waves for the toolmaking, agricultural, and industrial revolutions. The overall linearity on these scales implies a race to infinity somewhere around the present.

In Science, Von Foerster, Mora, and Amiot (1960) more fully surfaces the paradox of infinite extrapolation, providing both a microtheory for and evidence of superexponential growth in human population. The paper begins by considering the differential equation for exponential growth and decay:

$$ \dot{y} = sy. $$

In human population, the growth rate $s$ is determined by the balance between natality and mortality. Von Foerster, Mora, and Amiot observe that in exponential growth, the rate of expansion is not an emergent property (although they do not use that term). That is, if two subpopulations grow at rate $s$ then their union does too. As a consequence, a microtheory for exponential growth of a system need not posit interactions among constituents. But a realistic microtheory of growth of the human system does posit interactions. These may be inhibitory, as when individuals compete for limited resources, or synergistic, as when innovations are copied. Then, scale matters for it affects the quantity of such interactions.

Von Foerster, Mora, and Amiot therefore generalize (1) to what I write as
\[ \dot{y} = sy^{1+B}. \]  

When \( B \neq 0 \), the particular solution is

\[ y = (y_0^{-B} - sBt)^{-1/B}, \]

in which \( t \) is time and \( y_0 \) is the initial value. If \( B > 0 \), \( y \) goes to infinity at time \( t_c = y_0^{-B}/sB \). This tendency becomes clearer if we rewrite (3) as

\[ y = \frac{1}{(sB)^{1/B}(t_c - t)^{1/B}}. \]

Von Foerster, Mora, and Amiot fit (4) to a 2,000-year-long world population series using least squares—though how this nonlinear estimation was carried out in the age of the slide rule is unclear. Most likely \( t_c \) was first estimated somewhat informally, at Friday the 13th of November 2026. Holding \( t_c \) fixed, (4) is log-linear in \( t_c - t \), and can be fit with ordinary least squares in logarithms.

More recently, Kapitza (1996), Varfolomeyev and Gurevich (2001), Korotayev (2007), Johansen and Sornette (2001), and Dolgonosov (2016) fit versions of (4) to very long-term series for population or GWP. The last two take data from De Long (1998), which is the first paper to venture a GWP series covering a million years. Typically in these papers, the differential equation is solved, and the solution is fit to GWP as a function of time. The methods are not precisely described and evidently do not produce standard errors.

Also since 1960, authors have theorized mechanisms that accelerate population and economic growth. Kuznets (1960, pp. 328–29) points out that rising population increases the absolute number of “geniuses” whose discoveries can benefit all people. Arrow (1962) models learning by doing, in which accumulated gross investment drives labor productivity. Boserup (1965) focuses on technological change in agriculture induced by increasing population density. In the initial wave of research on endogenous growth, Romer (1986, 1990), Grossman and Helpman (1991), and Aghion and Howitt (1992) insert parallel ideas into the neoclassical model.

A related literature models the major economic transitions in history. Most of the papers seek to reproduce the industrial revolution with a structure featuring two production regimes, such as agriculture and manufacturing or research and final goods. Optimizing agents allocate a resource across these regimes, or else to investments whose productivity differs between the regimes, such as education of children. The allocations are influenced by, and sometimes influence, an aggregate trend such as productivity growth in manufacturing. Jones (2001) goes farthest in linking such a theory to data, by calibrating a model that endogenizes technology and fertility to data series for population and GWP/capita starting in 25,000 BCE. The models of Becker, Murphy and Tamura (1990) and Acemoglu and Zilibotti (1997) are more unitary, the first emphasizing the role of human capital accumulation, the second the difficulty of diversifying away investment risk in a pre-industrial economy. Notably, the Becker, Murphy and Tamura system possesses low- and high-income equilibria, which gives “luck” a role in the path of history. Lagerlöf (2003a, b) contemplates stochasticity in the form of mortality shocks termed “epidemics.”

Sui generis in the literature is Hanson (2000), which models GWP over 2 million years as the sum of exponential growth terms with different time constants. The terms help the model match the waves for the toolmaking, agricultural, and industrial revolutions in Deevey’s plot. While a sum-of-exponentials state equation can be derived from a particular differential equation of motion—a first-order, multivariate, linear homogenous system—Hanson (2000) does not invoke this theoretical motivation. The economic model is that the exponential growth dynamics leading to all the major economic revolutions were present in our ape-like ancestors 2 million years ago but took different amounts of time to burst forth to measurable levels. After identifying the parameters shaping each of these components, Hanson (2000) studies their statistics, notes the tendency for acceleration, and
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projects the timing and magnitude of the next exponential growth mode. Hanson suggests that its doubling time will be measured in days. If this reasoning were pursued further, to a cascade of revolutions, a singularity would occur. In this sense, the Hanson approach, though built on exponential growth, produces superexponential.

Lee (1988) and Kremer (1993) most influence the modeling done here. Lee (1988) introduces a model of long-term human development with one fixed factor, natural resources, and two endogenous factors, population and technology. The three combine in Cobb-Douglas production to determine output. Population growth rises with output per capita, per the Malthusian theory. But population growth slows with technological advance, which can explain the worldwide fall in fertility since the 1950s. Meanwhile technology growth is increasing in population, per Kuznets, which allows for an economic takeoff.

Lee expresses these relationships in an unusual functional form. The dynamical system is

$$\ln \mathbf{y} = \mathbf{B} \ln \mathbf{y} + \mathbf{\delta},$$

where $\mathbf{y}$ is a 2-vector consisting of population and technology, the natural logarithm is taken elementwise, $\mathbf{B}$ is $2 \times 2$, and $\mathbf{\delta}$ is $2 \times 1$. This is an inhomogeneous linear system in $\ln \mathbf{y}$, whose solution for $\ln \mathbf{y}$ is an affine combination of exponential growth terms. The solutions for $\mathbf{y}$ are therefore double exponentials, which can grow ever faster, yet which, in contrast to (4), never reach a singularity.

Kremer (1993) adopts the model of Lee and then—uniquely in the literature—brings model to data using econometrics. Focusing on population, Kremer outdoes Von Foerster, Mora, and Amiot (1960) by assembling a population series reaching back a million years. The earliest observations come from Deevey (1960). Lacking a GWP series of comparable span, Kremer simplifies the theoretical model by (usually) assuming that income per person is fixed at a Malthusian equilibrium. A bivariate model for output and population becomes a univariate one for population. Kremer also roots the model in the neoclassical tradition, in which a central dynamic is the reinvestment of output into factors. Taking production as Cobb-Douglas produces an equation of motion for population of the form (2). In this way, the Kremer reformulation of Lee restores the potential for singularity.

In the econometrics, Kremer’s dependent variable is the compound annual growth rate between observations of population. Estimation is by nonlinear least squares (NLS) and is from an econometric point of view dynamic: the estimator is challenged with explaining each observation conditional on the previous. A finite-difference analog of the equation of motion (2) is estimated rather than the solution (4). Applied to the population series through 1960, the cusp of the global fertility decline, Kremer (1993, Table VI, col. 2) estimates the scale effect $B$ at 1.22 (standard error 0.112).

A point of departure for the present paper is the observation that even in the distinctively well-developed treatment of Kremer (1993), the econometric model is not based on a coherent data generating process (DGP). For intuition, note first that essentially all observation spacings in the Kremer data are multiples of five years. So we could take a model for the quinquennial DGP as the building block for DGPs for observations of any spacing. The five-year DGP corresponding to NLS is

$$\Delta \ln y_t = s y_{t-5}^\mathbf{B} + \delta + \epsilon_t$$

with $E[\epsilon_t] = 0$ and $\text{Var}[\epsilon_t] = \sigma^2$. (5)

Given a realization $\epsilon_t$, we have $y_t = y_{t-5} + y_{t-5} \times (s y_{t-5}^\mathbf{B} + \delta + \epsilon_t)$. Substituting the five-year lag of this formula into itself gives the implied model for decennially spaced observations. The algebra is complex because it expresses the way a shock in one period folds into subsequent nonlinear dynamics. It produces a random variable which, as a model for 10-year growth, differs from the 10-year analog of (5). Error components such $\epsilon_t$ and $\epsilon_{t-5}$ are not merely added or averaged. Yet it is the 10-year analog of (5) that NLS brings to decadal observations. It is in this sense that NLS is internally inconsistent.
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5 If $\lambda_1, \lambda_2$ are the eigenvalues of $\mathbf{B}$ and $\mathbf{v}_1, \mathbf{v}_2$ are corresponding eigenvectors, we have $\ln \mathbf{y} = \mathbf{v}_1 e^{\lambda_1 t} + \mathbf{v}_2 e^{\lambda_2 t} - \mathbf{B}^{-1} \mathbf{\delta}$. 

Note that while for intuition we imagined a data set in which some observations are spaced quinquennially or decadal y, the logic applies even when observations are uniformly spaced. A dynamic NLS econometric model does not capture how moment-to-moment stochasticity interacts with nonlinear dynamics to shape the error distribution for each observation. Rather, it expediently tacks an i.i.d., finite-variance error onto a deterministic model. A plausible consequence is modeling a fat-tailed process with a thin-tailed DGP.

The present paper more rigorously addresses the evolution of stochastic, dynamic, nonlinear processes, using stochastic differential equations. By passing to the infinitesimal limit in time steps, the stochastic calculus produces models that are internally consistent in the sense just mentioned. This should allow for more efficient and consistent estimation of the parameters and provides a sounder basis for inference. It also explicitly introduces a notion of contingency in history, recognizing that many paths are plausible—not just the pristine solutions to a deterministic differential equation.

2 A deterministic model of long-term development

As a prelude to the stochastic model, this section presents a deterministic model of economic development, following Lee (1988) and Kremer (1993). The section examines the conditions under which the levels and growth rates of factors in the system are stable. And it analyzes the limiting behavior when the system diverges. This analysis will bring some perspective to the explosive dynamics in human history. And it will help show how the mathematical form of the stochastic model is connected to macroeconomic growth theory.

2.1 A model

A single, global production process produces output \( Y \) from inputs \( y_0, \ldots, y_k \). The input \( y_0 \) is special: it is technology—non-rival, imperfectly excludable, highly persistent (Romer 1990). The \( k \) remaining factors can include capital, labor, and natural resources. Production is Cobb-Douglas:

\[
Y = \prod_{i=0}^{k} y_i^{\alpha_i}.
\]

The exponents on the conventional factors, \( \alpha_1, \ldots, \alpha_k \), sum to 1, giving constant returns to scale. However, when we take a factor such as resources as fixed, we will drop it from the model for simplicity, reducing the formal order of homogeneity. Within this structure, technology might be taken as factor-neutral, with \( \alpha_0 = 1 \), equating it with TFP. Or technology might augment labor alone, in which case the two would carry the same exponent.

The equations of motion for the factors take a shared form, which captures three influences: reinvestment of output, modulation of this reinvestment by the level of technology, and exogenous depreciation or appreciation.

\[
\dot{y}_t = s_t y_0^{\phi_i} Y + \delta_i y_t,
\]

For depreciation, \( \delta_i < 0 \). The investment rates \( s_t \) simultaneously specify the allocation of output and convert from its units to the units of the factors. The \( y_0^{\phi_i} \) term allows the level of technology to influence reinvestment in each factor, isoelastically. This term generalizes a structure in Jones (1995) that makes technology modulate the productivity of investment in technology only. \( \phi_i \) can be interpreted as adjusting the quantity or the productivity of investment. The latter interpretation staves off violation of the constraint that total reinvestment cannot exceed output.

An example motivates the general formulation. Indexing with letters instead of numbers, we set

\[
Y = AK^{\alpha_k} P^{\alpha_P} H^{\alpha_H} R^{1-\alpha_k-\alpha_P-\alpha_H},
\]

in which the factors are technology (\( A \), synonymous with \( y_0 \)), excludable business investment capital (\( K \)), population (\( P \)), human capital (\( H \)), and natural resources (\( R \)). For now, \( R \) is fixed at 1, and dropped. We equate population with labor force. As in Solow (1957), technology is factor-neutral.

For illustration, Table 1 displays parameter choices for this model. I make three comments on the choices.
First, all factors are endogenous. In mathematical terms, $s_i > 0$ for all $i$. This structural symmetry makes sense in the long view, since in the long run all inputs are affected by output. The symmetry also undermines many arguments for casting technology as augmenting a single factor such as labor (Uzawa 1961; Kennedy 1964; Drandakis and Phelps 1966; Acemoglu 2003). Those arguments typically distill to the conclusion that for output growth to be stable, technology must augment a stable, exogenously growing input. Here there are no such. This is one reason technology is factor-neutral in (7).

Second, as in Lee (1988), the two components in the equation of motion for population can produce a Malthusian equilibrium. Holding $A$ fixed, investment of economic product in creation and sustenance of life $(s_A A^{\phi_P} Y)$ can balance the unremitting predation of mortality $(\delta_P P$ with $\delta_P < 0$). However, that dynamic alone cannot explain the historically novel drop in worldwide fertility since midcentury. Galor (2012) argues that the dominant causal channel for the fertility drop has run from improved technology in production to higher demand for human capital, to a parental investment shift from child quantity to child quality, as contemplated in Barro and Lee (2000). The $A^{\phi_P}$ factor, with $\phi_P < 0$, expresses this effect, as does the $A^{\phi_H}$ factor in the human capital equation, with $\phi_H = -\phi_P$.

The last comment is that the equation of motion for technology resembles the Rivera-Batiz and Romer (1991) "lab equipment" specification for innovation, which takes the homogenous output good as the input to the production of technological advance. This distinguishes it from another common form, in which a factor stock such as $P$ or $H$ is the input (Romer 1990). If returns to investment of the output good into innovation are increasing then $\phi_H > 0$. On the other hand, each advance may make the next harder (Jones 1995). Substituting (7) into (6) and specializing the latter to technology,

$$\dot{A} = s_A A^{1+\phi_A K^{\alpha_K} P^{\alpha_P} H^{\alpha_H} + \delta_A A. \quad (8)$$

In simulating growth history since 25,000 BCE, Jones (2001, p. 23) chooses an idea production function similar to $\dot{A} = A^{1+\phi_A P^{\alpha_P}}$ and takes, in the present notation, $1 + \phi_A = 0.5$. I therefore choose $\phi_A = -0.5$ for illustration.

<table>
<thead>
<tr>
<th>Input</th>
<th>Parameter</th>
<th>Value</th>
<th>Notes and sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
<td>$\alpha_A$</td>
<td>1</td>
<td>Factor-neutrality</td>
</tr>
<tr>
<td></td>
<td>$s_A$</td>
<td>0.025</td>
<td>~ global R&amp;D/GDP (World Bank 2019, series GB.XPD.RSDVG.DZS)</td>
</tr>
<tr>
<td></td>
<td>$\phi_A$</td>
<td>$-0.5$</td>
<td>Corresponds to $\phi = 0.5$ in Jones (2001, p.23)</td>
</tr>
<tr>
<td></td>
<td>$\delta_A$</td>
<td>$-0.001$</td>
<td>Small but not 0</td>
</tr>
<tr>
<td>Capital</td>
<td>$\alpha_K$</td>
<td>0.3</td>
<td>Mankiw, Romer, and Weil (1992, Table II, col. 1)</td>
</tr>
<tr>
<td></td>
<td>$s_K$</td>
<td>0.25</td>
<td>~ global gross capital formation/GDP (World Bank 2019, series NE.GDTOTL.ZS)</td>
</tr>
<tr>
<td></td>
<td>$\phi_K$</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\delta_K$</td>
<td>$-0.03$</td>
<td>Mankiw, Romer, and Weil (1992, note 6)</td>
</tr>
<tr>
<td>Population</td>
<td>$\alpha_P$</td>
<td>0.3</td>
<td>Chosen so $\alpha_p + \alpha_H = 0.6$, close to typical value for labor share in GDP</td>
</tr>
<tr>
<td></td>
<td>$s_P$</td>
<td>0.2</td>
<td>~ global health spending/GDP (World Bank 2019, series SH.XPD.CHEX.GD.ZS) after doubling to add nutrition, etc.</td>
</tr>
<tr>
<td></td>
<td>$\phi_P$</td>
<td>$-0.1$</td>
<td>Sign from Galor (2012) finding that technological advance shifts investment from child quantity to quality by increasing demand for human capital; magnitude arbitrary</td>
</tr>
<tr>
<td></td>
<td>$\delta_P$</td>
<td>$-0.02$</td>
<td>Corresponds to life expectancy of 50 years</td>
</tr>
<tr>
<td>Human capital</td>
<td>$\alpha_H$</td>
<td>0.3</td>
<td>Mankiw, Romer, and Weil (1992, Table II, col. 1)</td>
</tr>
<tr>
<td></td>
<td>$s_H$</td>
<td>0.04</td>
<td>~ global education spending/GNI (World Bank 2019, series NY.ADJ.AEDU.GN.ZS)</td>
</tr>
<tr>
<td></td>
<td>$\phi_H$</td>
<td>0.1</td>
<td>$= -\phi_P$</td>
</tr>
<tr>
<td></td>
<td>$\delta_H$</td>
<td>$-0.02$</td>
<td>= $\delta_P$; Barro and Lee (2000, eq. 5) also equate population and human capital attrition</td>
</tr>
<tr>
<td>Natural resources</td>
<td>$\alpha_R$</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$s_R$</td>
<td>0</td>
<td>Held fixed</td>
</tr>
<tr>
<td></td>
<td>$\phi_R$</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\delta_R$</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Notes: $\alpha$ parameters are exponents in Cobb-Douglas production of output. $s$ parameters are investment rates of output into inputs. $\phi$ parameters are elasticities of this investment to technology. $\delta$ parameters are exogenous appreciation/depreciation rates.

6 Technology is commonly taken to augment labor alone. By the Uzawa Theorem, if an economy achieves constant growth then technology can only augment exogenous, constantly growing factors. But here we will assume no factors are exogenous and as a result the system will not attain constant growth.

Replicating the substitution in (8) for all factors produces a dynamical system in the four variables $A, K, P,$ and $H$. The system can be restated in the abstractions of linear algebra. Returning to numerical indexes, define the column vector $y = [y_i]_{i=0,..,k}$ and the vectors $s, a, \delta,$ and $\phi$ analogously. Denote by $\circ$ the elementwise product of vectors. Define the exponential function of a vector as applying elementwise. More generally, define exponentiation of a column vector by a row vector or matrix via $v^U := e^{U \ln v}$. Then the system is
\[
\dot{y} = s \circ y^{1+B} + \delta \circ y.
\]
(9)

With the parameter choices in Table 1,
\[
s = \begin{bmatrix} 0.025 \\ 0.25 \\ 0.2 \\ 0.04 \end{bmatrix}, a = \begin{bmatrix} 1 \\ 0.3 \\ 0.3 \end{bmatrix}, \delta = \begin{bmatrix} -0.001 \\ -0.03 \\ -0.02 \end{bmatrix}, \phi = \begin{bmatrix} -0.5 \\ 0 \\ -0.1 \end{bmatrix}, I + B = \begin{bmatrix} 1 + \phi_A & \alpha_K & \alpha_P & \alpha_H \\ 1 + \phi_K & \alpha_K & \alpha_P & \alpha_H \\ 1 + \phi_P & \alpha_K & \alpha_P & \alpha_H \\ 1 + \phi_H & \alpha_K & \alpha_P & \alpha_H \end{bmatrix} = \begin{bmatrix} 0.5 & 0.3 & 0.3 & 0.3 \\ 1 & 0.3 & 0.3 & 0.3 \\ 0.9 & 0.3 & 0.3 & 0.3 \\ 1.1 & 0.3 & 0.3 & 0.3 \end{bmatrix}
\]
(10)

Output is
\[
Y = y^{a'}
\]
where the prime indicates transposition. We can also write (9) as
\[
\ln \dot{y} = s \circ y^B + \delta.
\]
(12)

Formally, $B$ is constructed as follows. Let $\alpha$ be the $(k+1)$-vector of 1's; $I$ an identity matrix; and $[\phi]$ the square matrix whose entries are 0 except in the 0-indexed column, which holds $\phi$. Then
\[
B = t\alpha' + [\phi] - I
\]
(13)

The concise statement (12) invites a generalization: $B$ could be freed from the single-output assumption embedded in (13) and allowed any entries. For example, factors other than technology could modulate fertility. Several broad cases then emerge. If $B = 0$, the model is purely exogenous. If some but not all rows of $B$ are 0's, the model is partially endogenous: the factors corresponding to the zeroed rows are exogenous. If $B$ is irreducible—if the graph of influences implied by $B$ is strongly connected (Meyer 2010, p. 671)—then the system is fully endogenous. Every factor affects the growth of every factor, directly or indirectly.

Even with the single-output restriction (13), the system evidently admits no general closed-form solution. To illustrate potential dynamics, Figure 3 therefore depicts two simulations of (12) with the parameters in Table 1(10). Formally, time is measured in years—the depreciation rates are annual—so the horizontal axis is marked in years. The two simulations differ only in their starting point, and only slightly. Since the process we seek to model begins in ancient times, it takes population as the initially plentiful factor. It starts at 1 while the other inputs start at a shared smaller value. In one scenario this value is 0.03117; in the other, 0.03107. With the lower value, depreciation rules the day (or epoch), creating a poverty trap. The higher starting value is chosen, at the risk of seeming pretension to realism, so that the system escapes the trap and then explodes around 1800.

The simulations confirm that a multivariate endogenous growth system can maintain something close to stasis for a long stretch, then explode. But it is evidently impossible to determine without simulation whether and when it will do so from given starting values. We will therefore focus on the equilibrium and disequilibrium dynamics of such systems in the next subsections.

2.2 Equilibria

We will examine the conditions for existence and stability of equilibria in (12), first in the levels of inputs and output, then in their growth rates.

8 If $\delta = 0$, the system admits a one-parameter subset of solutions in closed form: $y = m / (t_c - t)^k$, in which $k = B^{-1} t$, $m = (k/s)^{B^{-1}}$, and in which exponentiation and division of vectors by vectors takes place elementwise. $t_c$ is the sole free parameter, the time of joint explosion or collapse.
If one of the factors is exogenous, then it is not very interesting to ask whether the system can achieve stasis (zero growth) in all variables. So assume that $\mathbf{s} > \mathbf{0}$. And assume that the exponent matrix $\mathbf{B}$ is invertible. Then, setting $\ln \mathbf{y}$ to $\mathbf{0}$ in (12) and solving, the solution to the first-order condition for stasis is

$$\mathbf{y}^* = (-\delta / \mathbf{s}) \mathbf{B}^{-1}, \quad (14)$$

where division of vectors takes place elementwise.\footnote{If an entry of $\mathbf{s}$ is 0, then the corresponding (exogenous) factor cannot experience zero growth unless its entry in $\delta$ is also 0, in which case growth in (12) is always zero and the corresponding entry of $\mathbf{y}$ is not identified by the first-order condition.} By (11), output at this point is $\mathbf{Y}^* = (-\delta / \mathbf{s})^\alpha \mathbf{B}^{-1}$. Applying a standard method in the analysis of continuous-time dynamical systems, we check whether at this point of stasis the Jacobian of (12) is stable, i.e., whether all its eigenvalues have negative real part. If so, then the equilibrium $\mathbf{y}^*$ is asymptotically stable, meaning that the system converges to $\mathbf{y}^*$ if starting adequately close to it. The Jacobian works out to

$$\frac{\partial \ln \mathbf{y}}{\partial \ln \mathbf{y}} = \mathbf{s} \circ \mathbf{y}^\mathbf{B} \circ \mathbf{B}, \quad (15)$$

where the second $\circ$ operator broadcasts across the columns of $\mathbf{B}$, applying to each in turn.\footnote{Equivalently, $\partial \ln \mathbf{y} / \partial \ln \mathbf{y} = \text{diag}(\mathbf{s}) \text{diag}(\mathbf{y}^\mathbf{B}) \mathbf{B}$.} Substituting with (14) into (15),

$$\frac{\partial \ln \mathbf{y}}{\partial \ln \mathbf{y}} = -\delta \circ \mathbf{B}.$$
The simpler method focuses on the sign of the determinant $|\delta \circ B|$. If it is negative then the number of eigenvalues of $\delta \circ B$ with negative real part is odd and cannot be 0. Therefore the number of eigenvalues of $-\delta \circ B$ with positive real part is odd and non-zero, and $-\delta \circ B$ is unstable. Thus a sufficient condition for instability is $0 > |\delta \circ B| = |\text{diag}(-\delta)| - |B|$. When $\delta < 0$—when exogenous influences only cause net depreciation—this condition distills to $-|B| > 0$. In the single-output model (13), it works out that $-|B| = \alpha' \phi + (\alpha' t - 1)(1 - \phi_A)$ (see appendix A.1). So a sufficient condition for instability is

$$\alpha' \phi + (1 - \phi_A)(\alpha' t - 1) > 0. \quad (16)$$

An intuitive case is when $\alpha'_{(0)} t_{(0)} = 1$ and $\alpha'_{(0)} \phi_{(0)} = 0$, where the (0) subscripts indicate deletion of 0-indexed entries, thus restriction to conventional factors. That case embraces the Jones (1995) model, in which conventional factors experience constant returns to scale and technology is the only input whose reinvestment rate varies with the level of technology ($\phi_{(0)} = 0$). Then, (16) merely demands $\alpha_A > 0$: if the marginal product of technology is positive, which it effectively is by definition, stasis is unstable.

That intuitive case does not quite embrace the example simulated earlier, which has $\alpha'_{(0)} t_{(0)} = 0.9$ rather than 1, the difference owing to dropping natural resources. (The simulated example does satisfy $\alpha'_{(0)} \phi_{(0)} = 0$ because $\phi_K = 0, \phi_P = -\phi_H$, and $\alpha_P = \alpha_P$.) But this opening for stability is narrow: (16) still holds as long as $\phi_A > -9.11$

Even the cautionary assessment of Bloom et al. (2020) of the current marginal productivity of R&D does not point to such a low value. Their methods using aggregate data for the U.S. in 1930–2015 suggest $\phi_A \approx -3.12$

The more precise statement of the conditions for stability develops the characteristic equation of $-\delta \circ B$ and reiterates that the solutions must have negative real part. Notice that we can rewrite (16), which originates in $|\delta \circ B| < 0$, in a certain way. Express the intended rewriting as

$$|\delta \circ B| < 0 \iff \alpha' \left( t + \frac{\phi}{1 - \phi_A} \right) > 1. \quad (17)$$

(This assumes $\phi_A < 1$.) A parallel statement applies to the characteristic equation:

$$|B - \lambda I| = 0 \iff \left( \frac{\alpha}{\lambda + \delta} \right)' \left( t + \frac{\phi}{1 - \phi_A} \right) = 1. \quad (18)$$

in which $\lambda/\delta = \lambda I/\delta$. (See appendix A.3, which also discusses some degenerate exceptions.) Plugging $\lambda = 0$ into the left of the second equation in (18) yields the corresponding expression in (17)—which we have just seen exceeds 1 under plausible parameter choices. By examination, decreasing the complex expression in (18) to achieve equality requires driving $\lambda$ in a positive direction; and a positive $\lambda$ indicates an unstable Jacobian. In particular, a root $\lambda$ must shift more in the destabilizing, positive direction the more that technological advance stimulates further advance ($\phi_A$ is higher) or stimulates other factors (the other elements of $\phi$ are higher). Positive stimulus to factors from technology destabilizes stasis even more.

In sum, in the fully endogenous, single-output model, stasis is unstable under reasonable parameter choices.

---

11 In the example developed in section 2.1, $I - \delta \circ B$ is positive, so the Perron-Frobenius theorem pertains. The positive eigenvalue of $-\delta \circ B$ is 1 less than the Perron root of $I - \delta \circ B$ and the associated eigenvector is the (positive) Perron vector of $I - \delta \circ B$. Rather balanced growth or shrinkage in all factors constitutes the most purely destabilizing direction away from stasis.

12 Bloom et al. (2020, Table 7, row 1) estimates a parameter $\beta$ at 3.1, which corresponds to a value of $-2.1$ for the $\phi$ of Jones (1995) (Bloom et al. 2020, note 25). However, those papers conceive of labor as the input to the production of ideas, rather than the money-denominated reinvestment flow $s_A Y$ as here. Bloom et al. thus deflate that flow by an index of high-skill wages in order to arrive at a measure of research effort. To modify the Bloom et al. calculations to the “lab equipment” specification used here, in which the research input is $s_A Y$, we deflate instead by the consumer price index. The estimates become $\beta = 4.0$ and $\phi_A = -3.0$. See this paper’s code archive.
There might be greater hope for stable growth in an endogenous system. Defining \( z = \ln y \), we can derive a direct equation of motion for \( z \) by differentiating (12) with respect to time. It works out that

\[
\dot{z} = (z - \delta) \circ Bz.
\]  

(19)

This allows us to view the system as one in which growth rates are the state variables, and to analyze steady states in the same way as before.\(^{13,14}\) The corresponding Jacobian is

\[
\frac{\partial \dot{z}}{\partial z} = (z - \delta) \circ B + \text{diag}(Bz).
\]  

(20)

Suppose \( z^* \) is a root of the right side of (19), a self-perpetuating vector of input growth rates. If all inputs receive some reinvestment, so that none is purely exogenous, then when \( z = z^* \), the first factor on the right of (19) is entirely non-zero. Then, for constant growth \((\dot{z} = 0)\), the second term, \( Bz^* \), must be 0. If \( B \) has full rank then \( z^* = 0 \)—which returns us to the analysis of stasis just above. And in the single-output economy (13), for \( B \) to be rank-deficient, \(|B| = 0\), and equality rather than inequality must hold in (16), which was just cast as unrealistic.

Turning that reasoning around, if none of the elements of \( \delta \) is positive (exogenous factors are net-depreciative) and if \( B \) has full rank, then constant, positive growth is in general impossible in the model (12). Typical behavior, rather, is for factor growth rates to converge to their respective depreciation rates or diverge to positive infinity.

The prospect for stable growth brightens in the partially endogenous model. This is especially the case if technology is exogenous. So suppose there is at least one exogenous factor in the model. Use \( ex \) and \( en \) subscripts to denote the parts of the various vectors and matrices corresponding to exogenous and endogenous factors. For the exogenous factors, \( z_{ex} = \delta_{ex} \) and the corresponding rows of \( B \) may be taken as 0. As for the endogenous factors, since the entries of \( z_{en} - \delta_{en} \) are non-zero, for (19) to be 0 still requires

\[
0 = (Bz^*)_en = B_{en, en} z_{en}^* + B_{en, ex} z_{ex}^* = B_{en, en} z_{en}^* + B_{en, ex} \delta_{ex}.
\]

Then, assuming \( B_{en, en} \) is invertible, solving for \( z_{en}^* \) gives the steady-state growth rates for endogenous factors:

\[
z_{en}^* = -B_{en, en}^{-1} B_{en, ex} \delta_{ex}.
\]

The equilibrium output growth rate is

\[
Z^* = \alpha_{en}' z_{en}^* + \alpha_{ex}' z_{ex}^* = (\alpha_{ex}' - \alpha_{ex}' B_{en, en}^{-1} B_{en, ex}) \delta_{ex}.
\]

As in the neoclassical model, the growth rates of exogenous factors (\( \delta_{ex} \)) operate as multipliers in the equilibrium output growth rate. To investigate stability here, we plug the formulas for \( z_{ex}^* \) and \( z_{en}^* \) into the Jacobian (20), and check its eigenvalues. We get:

\[
\frac{\partial \dot{z}}{\partial z} = \begin{bmatrix}
(z_{en}^* - \delta_{en}) \circ B_{en, en} & (z_{en}^* - \delta_{en}) \circ B_{en, ex} \\
0 & 0
\end{bmatrix}.
\]

The non-zero eigenvalues, corresponding to endogenous factors, are those of the upper-left block.

The earlier results on the stability of \(-\delta \circ B\), the Jacobian at stasis, transfer by analogy to \((z_{en}^* - \delta_{en}) \circ B_{en, en}\). Before we assumed that the first factor in \(-\delta \circ B\), namely \(-\delta\), was positive. Now we have assumed the same for the first factor of \((z_{en}^* - \delta_{en}) \circ B_{en, en}\). Replacing \(-\delta\) with \(z_{en}^* - \delta_{en}\), (17) and (18) transmogrify to

\[
|z_{en}^* - \delta_{en}| < 0 \Rightarrow \alpha_{en}' \left( t_{en} + \frac{\phi_{en}}{1 - \phi_A} \right) > 1.
\]  

(21)

\(^{13}\) One cannot move neatly to growth space under the more general constant-elasticity-of-substitution production.

\(^{14}\) As long as \( z \geq \delta \), it is an attainable growth state, in the sense that there is a vector of positive factor levels \( y \) at which the system grows at \( z \). In particular, solving for \( y \) in (12) gives \( y = ((z - \delta)/s)^B^{-1} \).
These two conditions—one simpler, one exact—speak to the stability of growth in the partially endogenous system. In fact, they create room for stable, constant, positive growth. If we imagine that the endogenous contribution to production, $\alpha_{en}'\alpha_{en}$, falls, $\alpha_{en}'\phi_{en}$ will tend too as well, reducing the likelihood that the sufficient condition for instability of equilibrium growth (21) will be satisfied. By the same reasoning as after (18), this will also make it more plausible for eigenvalue solutions in (22) to have negative real part. The scope for stability is especially great if technology is exogenous, for then $\phi_{A}$ does not figure in the construction of $B_{en,\alpha}$, and we take $\phi_{A} = 0$ and $\phi_{en} = 0$ in (21) and (22). Then (21) is simply $\alpha_{en}'\alpha_{en} > 1$, which we assume is impossible, since technology is not among the endogenous inputs and the remaining inputs have at most constant returns to scale. And appendix A.4 shows that it is precisely when (21) does not hold that the equilibrium growth rate $Z^{*}$ is, under reasonable assumptions, positive.

This exploration of stability in a mathematical family embracing the Solow-Swan model with Cobb-Douglas production illustrates a few points. First, within this larger family, instability is the rule, in both levels and growth rates. From this standpoint, two features of the Solow-Swan model nevertheless assure convergence toward constant, positive growth: the presence of exogenous factors, and the assumption that these factors grow at constant rate. In effect, constant growth is assumed into the Solow-Swan model and rather than emerging from it (Jones 2003).

### 2.3 Disequilibria

As a fully endogenous system approaches a singularity in one variable, that development will drive all other variables to diverge at the same moment, or to collapse to the pure-depreciation path. For once one entry of $y$ goes to zero or infinity, all entries of $y^{B}(e^{B\ln y})$ in the equation of motion (12) must do so. Typically, the path of each diverging variable will be increasingly well approximated by a univariate model, in which depreciation loses relevance and the acceleration of growth becomes dominated by the largest (or only) positive eigenvalue of $B$. And as shown in the discussion after (16), an endogenous system with the single-output structure (13) has a positive eigenvalue under a broad range of reasonable parameter values.

For a more precise statement and demonstration of these assertions, let $\{\lambda_{i}\}_{i=0,\ldots,k}$ be the eigenvalues of $B$, indexed from highest to lowest real part, and $\{v_{i}\}$ a corresponding eigenvector basis. Assume $\lambda_{0}$ is real. This is the case, for example, in the single-output system under instability condition (16). For then, appendix A.2 shows, the eigenvalues of $B$ are $-1$, with multiplicity $k - 1$, along with

$$\lambda_{\pm} := \phi_{A} - 1 + \frac{\alpha'\phi_{A}}{2} \pm \sqrt{\frac{(\alpha'\phi_{A})^{2}}{2} + \alpha'\phi}.$$  

(23)

Condition (16) works out to be equivalent to $\lambda_{-} < 0$ and $\lambda_{+} > 0$, so under assertedly plausible parameter values that satisfy (16), $\lambda_{+}$ is the sole positive eigenvalue.

Write

$$\ln y = \sum_{i} c_{i}v_{i}$$  

(24)

for some coefficients $c_{i}$. Substituting that into equation of motion (12), assuming that the potentially superexponential growth term $y^{B}$ is large enough to justify dropping the depreciation term $\delta$, and taking the logarithm of both sides,

$$\ln \ln y \approx \ln s \circ (e^{s_{-}c_{i}v_{i}})^{B} = \ln (s \circ e^{B\Sigma_{c_{i}v_{i}}}) = \ln s + \sum_{i} \lambda_{i}c_{i}v_{i}.$$  

(25)
In the $c_0 \to \infty$ limit, assuming $s > 0$, the elementwise ratio of (25) to (24) is $\lambda_0 t$. Thus as the eigenvector with the greatest eigenvalue comes to dominate the composition of $\ln y$,

$$\ln \ln y \approx \lambda_0 \ln y.$$  \hspace{1cm} (26)

When this approximation is close, factor-by-factor plots of $z_i = \ln y_i$ against $y_i$ on log-log scales will converge in slope to $\lambda_0$. Exponentiating both sides of that approximation,

$$\ln y \approx y^{\lambda_0}.$$  \hspace{1cm} (27)

This is a special case of the general system (12), with a scalar matrix replacing $B$; and it is in this sense that as the system approaches a singularity, it approximates a collection of univariate systems with shared scaling factor $\lambda_0$.

Partly on the basis of the observation that a diverging multivariate system approaches a set of univariate systems with a shared scale effect, we will turn next to a univariate model for GWP. The matrix $B$ will become the scalar $B$. If we take the univariate empirical model as a reduction of a multivariate theoretical model that is more realistic but too complex to identify, the discussion above motivates viewing the estimated $B$ as the largest eigenvalue of an otherwise unknown $B$. Equation (23) suggests one way to interpret estimates of $B$. If we revert to the "intuitive example" in the previous subsection, in which $\alpha(0)' = 1$ and $\alpha(0)\phi(0) = 0$, and if we also continue to assume $\alpha_A = 1$, so that technology is TFP, then the largest eigenvalue is

$$B \approx \frac{\phi_A}{2} + \sqrt{1 + \frac{\phi_A^2}{4}}.$$  \hspace{1cm} (28)

Solving for $\phi_A$,

$$\phi_A \approx B - \frac{1}{B}.$$  \hspace{1cm} (29)

This equation will link univariate estimation results to returns elasticity for investment in TFP. If $B < 1$, this will suggest that returns to investment in innovation are diminishing.

3 Stochastic modeling

The models contemplated in the previous section are deterministic: parameter values and initial conditions exactly govern the path of the system for its lifetime. This section introduces stochasticity. The resulting model dynamically incorporates shocks while still allowing a superexponential component of growth and a component of constant appreciation or depreciation. This allows for different outcomes to result from the same starting point and produces fat-tailed distributions at each time point. Yet the distributions can be stated analytically, which facilitates fitting to data.

3.1 A univariate stochastic model

The stochastic model developed here is chosen to be univariate, for tractability. In addition, the previous section produced a broader rationale: as multivariate systems explode, they converge to collections of univariate systems. In a deterministic multivariate model, the timing of any takeoff depends on the starting values and exact dynamics in a way that is complex and hard to analyze. In a discrete-time variant, the dynamics might be chaotic: deterministic yet sensitive to parameters or starting values, with a fractal boundary between parameter regions leading to qualitatively different outcomes. A stochastic model can capture some of the character of an analytically intractable, determinate process with a more tractable, less determinate process.

We start with the univariate subcase of the multivariate system (9):

$$dy = (sy^{1+B} + \delta y)dt.$$  \hspace{1cm} (28)

When $B, \delta \neq 0$, this equation is solved by a change of variables, $y := x^{-1/B}$. That produces
whose particular solution is
\[ x = \left( x_0 - \frac{s}{\delta} \right) e^{-\delta B t} + \frac{s}{\delta} \]
where \( x_0 \) is the value at \( t = 0 \). The solution for \( y \) follows directly. Notice that if there is depreciation (\( \delta < 0 \)) but also explosive propensity (\( B > 0 \)), \( x \) grows exponentially away from \( s/(-\delta) \)—whether upward or downward depending on which side of that value \( x \) starts on. If downward, then \( x \) reaches 0 in finite time. It follows that \( y = x^{-1/B} \) decays over infinite time or explodes in finite time depending on which side of \((-\delta/s)^{1/B}\) \( y \) starts on. In Figure 3, the multivariate system exhibited a similar bifurcation.

The stochastic model adds to (28) a random term with a particular form:
\[ dY_t = (sY_t^{1+B} + \delta Y_t) dt + \sigma \sqrt{Y_tY_t^{1+B}} dW_t. \]
(31)

Following typographic convention in the literature on stochastic differential equations (SDEs), I have replaced the deterministic \( y \) with the random \( Y_t \). The two familiar terms in the multiplier on \( dt \) constitute the drift coefficient. The novel \( dW_t \) represents the progression of a Weiner process, whose sample paths are continuous random walks with fractal complexity, and whose cumulative variance at time \( t \) equals \( t \). For reasons soon to be stated, the multiplier on \( dW_t \), the diffusion coefficient, is chosen to be proportional to the geometric mean of the two drift components. Together, these definitions make \( Y_t \) a random variable whose distribution at each time \( t \) is determined by \( Y_0 \) as well as \( s, B, \delta, \) and \( \sigma \). As a shorthand, I will call (31) the "superexponential" diffusion even though it is also capable of exponential and subexponential evolution if \( B = 0 \) or \( B < 0 \).

The mathematical construct of the Weiner process, represented by \( dW_t \), is the heart of the stochastic differential equation. It is what allows the data generating process across a microsecond, if compounded enough, to equal that across a millennium. It addresses the methodological concern emphasized in section 1.

Stochasticity induces a distinction between distribution and instance. We can imagine an infinite number of "rollouts" of world history all beginning at the same GWP level in 10,000 BCE, and all evolving according to (31) with the same parameters. In one, the wheel is invented a thousand years early; in another, it is never invented. Yet the distribution for GWP at each moment evolves deterministically.

The diffusion coefficient in (31), \( \sigma \sqrt{Y_tY_t^{1+B}} \), governs how the variance of the stochastic component grows with \( Y_t \); it is chosen for tractability more than realism. For with this specification, assuming \( B \neq 0 \), the SDE remains solvable via the change of variables used to solve (28):
\[ Y_t := X_t^{-1/B}. \]
(32)

To see this, define, as the inverse of that transformation, \( f(Y_t) := Y_t^{-B} \). Itô’s stochastic calculus dictates how increments of the randomly evolving variable \( X_t \) depend on those of \( Y_t \) (Oksendal 2014):
\[ dX_t = f'(Y_t)dY_t + \frac{1}{2} f''(Y_t)dY_t^2, \]
(33)
where \( dY_t^2 \) represents an infinitesimal increment of the quadratic variation of \( Y_t \). Since in the Itô calculus \( dW_t \cdot dW_t = dt \) and \( dt \cdot dt = dt \cdot dW_t = 0 \), substituting (31) into (33) results in
\[ dX_t = \left( -\delta BX_t - Bs + \frac{\sigma^2}{2} B(B + 1) \right) dt + \sigma B \sqrt{X_t} dW_t. \]
(34)

Collecting the constant terms with
\[ \sigma \sqrt{Y_tY_t^{1+B}} \]
\[ a = \frac{\sigma^2 B^2}{2}, \quad b = -B\delta, \quad c = -Bs + \frac{\sigma^2 B(B + 1)}{2} \]  

(35)

gives

\[ dX_t = (bX_t + c)dt + \sqrt{2aX_t}dW_t. \]

(36)

This SDE stochastically extends (29). It corresponds to the Feller (1951b) diffusion, and is applied in finance as the Cox-Ingersoll-Ross (CIR; 1985) model, though CIR impose \( b < 0 \) and \( c > 0 \). The distribution of \( X_t|X_0 \), or solution, admits an analytical form, something most SDEs do not.\(^{16}\)

Cox (1996 [1975]) first proposed extending a CIR-type model via a power transform like (32).\(^{17}\) However, Cox then imposes \( s = 0 \), in the above parameterization. This produces the Constant Elasticity of Variance (CEV) model in his context and a purely exogenous growth system in ours. Cox further requires \(-2 \leq B < 0\). The diffusion (31) embraces the CEV as a special case, along with one-dimensional Brownian motion, the Bessel process, the squared Bessel, and, in a limit, geometric Brownian motion. Figure 15 in appendix B.3 shows how these and other common models are connected through parameter restrictions and the power transform.

As a model for very long-term economic series, the superexponential diffusion has virtues and drawbacks. The analytical formulas for the solutions obviate the need for Monte Carlo simulation during maximum likelihood estimation (on the complexities of which, see Hurn, Jeisman, and Lindsay 2007). In addition, its connection to the Feller/CIR assures existence and uniqueness of continuous sample paths in a context in which general theory does not assure such (Cox and Ross 1976, note 6). An SDE capable of superexponential growth will typically contain a super-linear drift component such as \( Y_t^2 dt \) (appearing in (31) when \( B = 1 \)). This term is not Lipschitz continuous over the positive reals: there is no global upper bound on the magnitude of its slope with respect to \( Y_t \). Yet Lipschitz continuity is assumed in standard proofs of existence and uniqueness of SDE solutions (e.g., Øksendal 2014, Theorem 5.2.1).\(^{18}\) It is therefore not certain that an arbitrary SDE \( dY_t = b(Y_t)dt + \sigma(Y_t)dW_t \), with \( b(\cdot) \) super-linear, has (unique) solutions with continuous sample paths. But in the present case, since sample paths for \( X_t \) are known to be continuous, the same holds for \( Y_t = X_t^{-1/B} \).

The price of that assurance is a that the “superexponential” model (31) fixes the functional form for the diffusion coefficient in relation to the drift coefficient, as the parameter \( B \) enters both. Any departure from that restriction would make it impossible to reach the Feller/CIR in (34). This inflexibility may cause model fits to misestimate the stochasticity in economic history.

Another drawback lies in the univariate character of the model. For millennia, income per person enjoyed little clear trend. The obvious explanation for this stability, the Malthusian model, requires two interacting factors. A univariate model may fail to reproduce both the long stretch of relative stasis and the recent centuries of takeoff.

3.2 Transition densities and sample paths under the Feller/CIR diffusion

Feller (1951b) first studied the solutions to (36)—in particular how they are shaped by conditions on the behavior of sample paths at the \( X_t = 0 \) boundary. Despite that work and the popularization of the Feller diffusion through CIR (1985), I have found no unified treatment of the solutions and the corresponding boundary conditions. There are two standard solutions; but like Clark Kent and Superman, they never appear in the same place at the same time, which gives our knowledge of them a folkloric quality. Here I will only state the two common solutions, leaving their demonstration to appendix B. These statements then transfer to \( Y_t \), the potentially

\(^{16}\) The solutions are solutions of the Kolmogorov forward/Feynman-Kac equation discussed in appendix B.

\(^{17}\) As CIR (1976, note 6) observes, Feller (1967, pp. 325–26) earlier pointed out the general principle that one stochastic process with a known generator can be constructed from another via a monotone transformation.

\(^{18}\) In fact, (36) is not Lipschitz either, since \( \sqrt{2aX} \) has unbounded slope as \( X \to 0 \). Nevertheless, theory assures existence and uniqueness of solutions (Yamada and Watanabe 1971). Alternatively, one can observe that for \( B = 1 \), the terms of (31) are locally Lipschitz, which assures existence and uniqueness until an explosion time (Van Handel 2007, Theorem 5.6.2). Again, the result for the Feller/CIR variable \( X_t \) bootstraps to \( Y_t \).
superexponential variable, via the power transform.

We first define two families of probability densities, which will form the basis of distributions for $X_t | X_0$ at each time $t$. Let $f_\Gamma(z; \alpha) = e^{-z} z^{-\alpha-1} / \Gamma(\alpha)$ be the standard gamma density. Then the noncentral $\chi^2$ density is

$$f_{\chi^2}(x; \lambda, \nu) = \sum_{m=0}^{\infty} f_\Gamma(\lambda; m + 1) f_\Gamma(x; m + \nu + 1)$$

(37)

And what I call the Feller density is

$$f_{-\chi^2}(x; \lambda, \nu) = \sum_{m=0}^{\infty} f_\Gamma(\lambda; m - \nu + 1) f_\Gamma(x; m + 1).$$

(38)

$\lambda$ is a location parameter and $\nu$ a shape parameter. Write $f_{\pm \chi^2}$ for $f_{\chi^2}$ and $f_{-\chi^2}$ as a pair. Figure 4 plots the two for $\lambda = 1$ and $\nu = -3.0, -2.5,\ldots, +3.0$. For each value of $\nu$, $f_{\chi^2}$ and $f_{-\chi^2}$ are the same color; $f_{\chi^2}$ is dotted while $f_{-\chi^2}$ is solid. When $\nu$ is an integer, the two coincide. Otherwise, the two fork toward the left; in some cases $f_{\chi^2}$ goes to infinity.

To fashion these densities into diffusions, we set their inputs to depend on the Feller/CIR parameters $a$, $b$, and $c$, the initial value $X_0$, and $t$. Specifically, we plug into (37) and (38) with

$$Z_t := \frac{e^{-bt}}{a} X_t$$

(39)

Figure 4. Plots of $f_{\pm \chi^2}(x; \lambda, \nu)$ for $\lambda = 1, \nu = -3.0, -2.5,\ldots, +3.0$

Notes: For each value of $\nu$, $f_{\chi^2}$ and $f_{-\chi^2}$ have the same color. When $\nu$ is an integer, the two coincide. Otherwise, $f_{\chi^2}$ is marked by short dashes and $f_{-\chi^2}$ by solid lines. Point mass accumulations at $x = 0$ under $f_{-\chi^2}$ are not depicted. $f_{\chi^2}$ is a valid probability distribution for $\nu \geq -1$, as is $f_{-\chi^2}$ for $\nu \leq 0$. 
\[
\tilde{t} := \int_0^t e^{-bs} ds = \begin{cases} 
(1 - e^{-bt})/b & \text{if } b \neq 0 \\
 t & \text{if } b = 0
\end{cases}
\]
\[
\tilde{Z}_t = Z_t, \quad \tilde{c} := c/a
\]
\[x = \tilde{Z}_t/\tilde{t}, \quad \lambda := \tilde{Z}_0/\tilde{t}, \quad \nu = \tilde{c} - 1
\]

After multiplying by the Jacobians of the changes in variables from \(X_t\) to \(Z_t\) to \(x\), the densities for \(X_t|X_0\) are

\[
f^*_\pm x^2(X_t; X_0, t, a, b, c) := \frac{e^{-bt}}{a\tilde{t}} f^*_\pm x^2\left(\frac{\tilde{Z}_t}{\tilde{t}}, \frac{\tilde{Z}_0}{\tilde{t}}, \tilde{c} - 1\right).
\]

Transforming lastly with \(Y_t = X_t^{-1/\beta}\), and multiplying by its Jacobian too, turns these solutions for the Feller/CIR into ones for the superexponential:

\[
f^*_\pm x^2(Y_t; Y_0, s, B, \delta, \sigma) := \frac{e^{-bt}|B|Y_t^{-\beta-1}}{a\tilde{t}} f^*_\pm x^2\left(\frac{\tilde{Z}_t}{\tilde{t}}, \frac{\tilde{Z}_0}{\tilde{t}}, \tilde{c} - 1\right).
\]

But for the moment, we focus on \(f^*_+ x^2\), not \(f^*_- x^2\). The two solutions differ in the behavior of sample paths at the \(X_t = 0\) boundary. \(f^*_+ x^2\) is realized by instantaneous reflection there and \(f^*_- x^2\) by absorption. These behaviors, as well as others intermediate between them, are components of the stochastic modeling vocabulary. Absorption at zero might represent permanent civilizational collapse while reflection there could represent recovery.

The reflecting and absorbing solutions each lose physical or economic plausibility for certain ranges of the constant drift factor \(c\) (equivalently, of \(\nu = c/a - 1\)). For at \(X_t = 0\), the drift term \(cdt\) in (36) becomes the only non-zero component, the only source of motion. The term can only drive reflecting (upward) motion if \(c > 0\). So the reflecting solution \(f^*_+ x^2\) requires \(c \geq 0\). It turns out that when \(0 < c < a\), the modesty of the upward drift causes the density to approach infinity near the reflecting boundary. In contrast, when \(c > a\), the density approaches 0 near the boundary. The stronger upward drift makes the boundary fully escapable if \(X_0 = 0\) and unattainable if \(X_0 > 0\). Meanwhile, the absorbing solution \(f^*_- x^2\) is compatible with negative drift (\(c \leq 0\)) or modest positive drift \(0 < c < a\). Because of the absorption, probability mass accumulates at the boundary, in the amount of \(1 - F_T(\lambda; -\nu)\), where \(F_T(\cdot; \cdot)\) is the cumulative standard gamma distribution. This mass point is not expressed in (40).

Figure 5 depicts \(f^*_+ x^2\), the absorbing and reflecting solutions for the Feller/CIR diffusion, for selected parameters. In all plots, \(X_0 = a = 1\); and \(b = -1\), bestowing a component of exponential decay. From top to bottom, \(\nu = -1.5, -0.5, +0.5, +1.5\), meaning \(c = -0.5, +0.5, +1.5\). In each plot, time runs along the horizontal axes. Density values are shown by color, yellow indicating high and dark purple, low. The figures also show how the mean, median, and mode evolve. The figures omit the physically implausible cases of \(f^*_- x^2\) with \(\nu > 0\)and \(f^*_+ x^2\) with \(\nu < -1\).

Only when \(0 < c < a\) \((-1 < \nu < 0\)) are \(f^*_+ x^2\) both plausible and distinct. Feller (1951b) determines that within this parameter range, the Feller/CIR diffusion admits infinitely many plausible solutions, but does not find explicit statements of them. Members of the solution set differ in the boundary behavior of corresponding sample paths. Ito and McKean (1965) develops the theoretical tools for understanding these possibilities; but historically, the tools have not been applied to the Feller/CIR.

Theory points to two additional dimensions of boundary behavior when \(0 < c < a\), which are potentially relevant for modeling the human trajectory. First, the \(X_t = 0\) boundary may be sticky or slowly reflecting. On a given sample path, each sojourn at a sticky boundary is instantaneous. Yet the path may return with infinitesimal immediacy and infinite frequency, at least within a finite spell, so that total time spent at the boundary is positive.

---

19 Means are computed analytically, according to formulas in section B.9.2. Medians and modes are computed numerically, starting from the analytical distribution formulas.
20 Molchanov (1967, remark 1) proposes forming the infinite family of convex linear combinations of \(f^*_+ x^2\) and \(f^*_- x^2\), apparently with fixed coefficients. However, these novel solutions are not in general Markovian. The rate of escape of probability mass from the boundary does not remain in fixed proportion to the amount of probability present there.
Like a fat Cantor set, the set of times at which the path is at zero has positive Lebesgue measure yet is nowhere dense (Engelbert and Peskir 2014). Peskir (forthcoming) develops sticky solutions for the squared Bessel process; Peskir and Roodman (forthcoming) extends these results to the Feller/CIR.

The second aspect of boundary behavior that becomes compatible with valid solutions when drift is modestly positive \((0 < c < a)\) is perhaps easier to visualize, if less intuitively named: elasticity. While at the boundary, a path has a fixed, positive probability per unit time of being killed. A killed process does not stay at zero for eternity. Rather, it halts. That distinction becomes meaningful in conjunction with stickiness. Without the added possibility of killing, a particle will inevitably escape a sticky boundary, just as every atom in a radioactive sample will eventually decay. With killing, the path might halt before escaping.

Transferring the various Feller/CIR boundary behaviors to the superexponential diffusion introduces a conceptual complication. If \(X_t\) reflects (absorbs) at 0 then \(Y_t = X_t^{-1/B}\) with \(B > 0\) reflects (absorbs) at \(+\infty\). This notion is best interpreted probabilistically: when the boundary \(+\infty\) is reflecting, the probability that a sample path will dwell permanently there, i.e., explode, is zero; at all times, probability mass is diffused across \((0, \infty)\). When \(+\infty\) is absorbing, the probability of explosion is positive.
Notes: The absorbing- and reflecting-boundary solutions are $f_{-X}^\nu$ and $f_{+X}^\nu$. In each plot, the horizontal coordinate is time, $t$, and the vertical is $X_t$. Dark purple indicates the lowest densities and yellow the highest. White lines show the evolution of, from upper to lower, the mean, median, and mode. But the mode is not defined and not plotted for the diffusion with unbounded density approaching zero. Plots are omitted for cases that do not yield proper diffusions. Point accumulations at $X_t = 0$ boundary, when it is absorbing, are not depicted because their densities are infinite.
3.3 Monte Carlo testing
To test the superexponential diffusion model as the basis for a maximum likelihood (ML) estimator, and to compare it to NLS as applied in Kremer (1993), I run a Monte Carlo simulation. First, I fit the model to a GWP series using data and methods reported in the following sections (estimates from column 4 of Table 3, below). Using the resulting parameter estimates, along with the starting GWP value of $1.6 billion for 10,000 BCE, I generate 10,000 sample paths according to a finite-difference (Euler-Maruyama) approximation of (31) with a time step of 0.1 years. I run each path until it reaches 25,000 years or $100 trillion. I sample each to mimic the observation spacing in the GWP series introduced in the next section, with the same number of observations, 36, and the same relative spacings. For example, if a path reaches $100 trillion in 6,000 years, roughly speaking half the time of the actual series, then the final observations come every five years instead of every ten as in the actual series. To each path so sampled, I apply NLS for (5) and ML for (31).

The simulation shows that ML estimation of the diffusion model is more efficient. NLS converges 98.8% of the

Figure 6. Distribution of nonlinear least squares and maximum likelihood estimates of $B$ in 10,000 Monte Carlo simulations

Notes: The figure shows the distribution of estimates of $B$ in (28) from nonlinear least squares as well as maximum likelihood fitting of the diffusion model. The true value of $B$ in the simulated data sets is 0.552. Each data set is built from a sample path generated with the Euler-Maruyama method for the process (31) with parameter values as estimated in Table 3, column 4; and with a starting value of $1.6 billion, the GWP level for 10,000 BCE. Each path terminates when it reaches $100 trillion or 25,000 years. Paths are sampled to mimic the empirical series in number and relative spacing of observations.

---

21 Both estimators apply here tend to diverge for sample paths that, unlike the historical series, are dominated by decay. So I discard paths that end lower than they start. I generate 1,222 paths and retain 1,000.

22 Since the NLS estimating equation $\ln y_i = s y_{i-1}^B + \delta + \epsilon_i$ is linear but for exponentiation by $B$, it is fit by analytically concentrating out the other parameters, then iteratively maximizing the profile likelihood for $B$. The NLS estimates are the starting points for the ML fits. As in Kremer (1993) the dependent variable in NLS is the compound annual growth rate. To address heteroskedasticity, observations are weighted by the time spans between them.
time and ML 97.1%. When ML converges, NLS has a much higher dispersion: in estimating the scale effect $B$, NLS and ML have standard deviations of 0.136 and 0.05, respectively. ML is essentially unbiased when it converges (bias is $-0.0008$, two-tailed $p = 0.13$) while the NLS has a bias of $+0.019$ (two-tailed $p = 0.000$). See Figure 6.

Theory foreordains this result: ML is efficient when correctly specified. Yet the exercise helps quantify the added precision from ML. And it is meaningful in that while the NLS model is internally inconsistent, as noted in section 1, the DGP most consistent with NLS in spirit is the superexponential diffusion.

4 Data

The empirics below will focus on GWP observed over the very long term, while paying modest attention to global population, GWP per capita, and frontier GDP/capita. The univariate stochastic model defined in the previous section is appropriate for GWP in that it posits that a fraction of society’s product is reinvested in the sources of its productivity ($sY_t^{1+B}$) and also allows depreciation ($\delta Y_t$). The model is somewhat less apt for population since it would cast population as the sole source of its own “reinvestment,” thus omitting the crucial role of economic variables. The model is also less apt for a ratio such as GWP/capita. For while it is standard in models that make population exogenous to mathematically abstract from it by taking variables on a per-capita basis (Sala-i-Martin and Barro 2004, p. 28), such a factoring becomes impossible when population is endogenous.

Then, GWP/capita is an inherently multifactor concept: GWP/capita per se is not invested in GWP/capita. Withal, the graphs of population and GWP/capita also look like hockey sticks, so it is interesting how well the superexponential diffusion fits them.

The GWP and population series gathered here are extended back a million years—with caution. Szathmáry (2015) perceives seven major transitions in the history of life. Most occurred when competing units—genes, prokaryotes, individual animals—ganged up. The last of the seven was the development of natural language 40,000–50,000 years ago. Arguably it was then that technology gained its modern, alchemical character. Through language, humans could share ideas more quickly and flexibly than any organism before. In light of this structural break, it may be best to apply the models developed above only to data from the last few myriads of years.

Many authors provide long-term population series (Carr-Saunders 1936; Huxley 1950, Woytinsky and Woytinsky 1953, Putnam 1953, Bennett 1954; Deevey 1960; Cipolla 1962; Clark 1967; Durand 1967, 1977; McEvedy and Jones 1978; Biraben 1979; Blaxter 1986; Maddison 2001). The estimates are not independent. Rather, a consensus has evolved as authors have copied or adjusted earlier figures or extended them back, incorporating information from sources such as ancient censuses and studies of population densities supportable with given forms of agriculture.\(^{23}\) As a result, available global population figures rarely disagree on overlap by more than 30% (Durand 1977, Table 5; Cohen 1995, Appendix 2). Among these sources, McEvedy and Jones (1978) provides the most observations before the Common Era. Maddison (2001, p. 230) generally prefers their figures and Kremer (1993) relies on them for 10,000 BCE–1900 CE.\(^{24,25}\) I also use them.

Estimates of population before 10,000 BCE are especially uncertain—population not only of *Homo sapiens*, but the genus *Homo*. Deevey (1960, p. 196) posits a human population of 0.125 million in 1 million BCE, 1.0 million in 300,000 BCE, and 3.34 million in 25,000 BCE. Kremer (1993) incorporates these numbers. But, calling them “forty year old speculations,” Hanson (2000) prefers the estimates of 20,000 in 2 million BCE (Hawks et al.

---

\(^{23}\) On the intellectual history, see Caldwell and Schindlmayr (2002).

\(^{24}\) However, for Asia in 1 CE, Maddison (2001, Appendix B) tends to take higher estimates from other sources.

\(^{25}\) A recent synthesis of these estimates appears in Klein Goldewijk et al. (2017), which cites for pre-modern values McEvedy and Jones (1978), Maddison (2001), and Livi-Bacci (2007), the last of which appears to copy Biraben (1979). While the methodology of the synthesis is not documented, there is no suggestion that it injects new information. The main contribution appears to be interpolation of estimates with comprehensive geographic resolution and even temporal spacing. Such imputations are presumably valuable as inputs to climate modeling. But they can harm when the imputed variable is the *object* of modeling, by adding spurious information content.
2007) and 0.5 million in the period 0.5–1.0 million BCE (Weiss 1984). However, these newer values may not be more reliable. Hawks et al. (2007) infer from genetic evidence the occurrence of a population bottleneck 2 million years ago; but that speaks to the size of a breeding population from which modern people are descended, as distinct from the total population then extant. Meanwhile, the Weiss (1984) calculation is in the manner of Deevey and appears to contain an order-of-magnitude error.26 I follow Kremer (1993) in using the Deevey figures since these have not been obviously improved upon.

Estimates of GWP and GWP/capita are dominated by the lifework of Angus Maddison. Maddison (2001, 2003) calculates GWP for 1, 1000, 1500, 1600, and 1700, 1820, 1870, 1913, and more recent years. Only De Long (1998) has extended the Maddison estimates back; starting from the Maddison (1995) estimates for 1820–1992, De Long develops a series starting in 1 million BCE. I take the Maddison (2010) global estimates as the spine for GWP/capita series. In so doing, I again eschew some previous tactics for extending series to ancient dates—in this case, those of De Long (1998). To extend the Maddison (1995) GWP series before 1820, De Long makes a Malthusian argument: when the binding limit on population is humans' productive capacity, a change in GWP/capita should be followed by a change of the same sign in population. De Long observes that GWP/capita and population growth are indeed strongly, positively correlated “from the early nineteenth century until roughly World War II,” with a slope of $1,165 per percentage point of population growth. De Long applies this association to population growth rates from Kremer to estimate GWP/capita back to 1 million BCE. But it may not be that meaningful to extrapolate the relationship between population growth and GWP/capita from an era of divergence from Malthusian equilibrium to an era dominated by it.27

The other De Long tactic discarded here takes on board the argument of Nordhaus (1997) that standard measures of output growth grossly underestimate, because they do not fully capture the gains in quality and diversity of goods and services. As a rough adjustment, De Long injects an extra quadrupling into GWP growth between 1800 and 2000. Yet seemingly the reasoning applies before 1800 too: in many places, product quality and diversity increased between 800 and 1800. Since I cannot quantify these gains, I avoid such adjustments.

I anchor a GWP/capita series in Maddison’s values for 1, 1000, and 1500–2010, while taking a subsistence level of $400/year for 10,000 BCE and earlier. Before 1500, I interpolate log GWP/capita to dates for which population estimates are available by assuming that log GWP/capita grew in proportion with log population.28 This makes some sense given the long-term, positive association between population and income. But it may understate short-term Malthusian effects. For example, average income in Europe is thought to have risen after the

26 Weiss (1984, p. 641) assumes an inhabited area of 13.3 million square miles, 34.5 million km$^2$, and a population density of 0.28/km$^2$, which yields 9.65 million people rather than the stated 0.5 million. In correspondence, Kenneth Weiss was quick to assume that there is an error in the paper. For 300,000 BCE, Deevey (1960) has 0.012/km$^2$ and an inhabited area of 85 million km$^2$, for a total of 1 million.

27 The conceptual basis for the extrapolation is further muddied in the De Long (1998) implementation by a mix of time period lengths: e.g., the observation of GWP/capita in 1800 is associated with average population growth in the next 50 years while that in 1960 is matched to the next five. In the event, the De Long (1998) extrapolations did not perform especially well in predicting the pre-1820 estimates that Maddison subsequently published. For example, where Maddison (2010) perceives a decline between 1 and 1000 CE from $467 to $453 and then a rise by 1500 to $566, the De Long (1998) method produces the opposite: a substantial rise in those first 1000 years, from $404 to $494, then a slight climb in the next 500, to $512. In addition, reverse-engineering reveals a few undocumented and debatable choices in De Long (1998). The regression that is for the basis for extrapolation is run on a data series that itself contains imputations, e.g., for 1800, 1850, 1875, 1920, 1925, and 1940. And before serving as the independent variable in the extrapolation, pre-1800 population growth rates are smoothed via a three-observation moving average, without adjustment for the uneven spacing of observations. For example, the smoothed, growth rate for 1 CE is the simple average of the annualized growth rates for 200 BCE–1 CE, 1–14 CE, and 14–200 CE.

28 I also incorporate updates for Western Europe from the Maddison Project (Bolt and van Zanden 2014), which in turn draws on new scholarship on the evolution of material standards of living in that region. But the Maddison Project updates do not estimate global totals, so Maddison (2010) remains the foundation.
Black Death. Yet in the series constructed here, since GWP/capita is interpolated in positive association with population, GWP/capita falls between 1300 and 1400, from $551 to $541. In the empirics, I check for sensitivity to switching to De Long’s figures.

Growth in GWP/capita can be factored into frontier growth and catch-up growth. Frontier growth is important because in can be the only source of permanent overall GWP/capita growth. I proxy for the frontier with France, a choice driven by a combination of data availability and France’s proximity to the frontier in modern and Roman times. The Maddison Project (Bolt et al. 2018) estimates income in the Gallic region back to 1 CE. Coverage of France is strong starting in 1280, thanks to the analysis of Ridolfi (2016) of wages and prices in primary sources such as records for work on the Chartres Cathedral. I extend this series back by copying GWP/capita values for 5000 and 10,000 BCE. I extend it forward from 2016 with growth rates from the IMF (2020, series NGDPRPPPPCPCH).

Table 2 displays the data for population, GWP/capita, GWP (their product), and GDP/capita for France.

As explained in footnote 25, population estimates in the HYDE climate modeling database are not used here. However, one element of that data set is taken up: an indicator of the uncertainty of estimates. Klein Goldewijk et al. (2017, p. 8) expresses the uncertainty as ±1% for the year 2000 and thereafter, ±5% for 1900, ±25% for 1700, ±75% for 1 CE, and ±100% 10,000 BCE. Values in between are linearly interpolated. The authors do not ascribe p values to these ranges. I incorporate these uncertainty indicators, call them $h_t$, as observation weights $1/(1 + 2h_t^2)$ in the regressions. This weights ancient observations—already deemphasized by their sparsity—a third as much as the modern ones, since $h_t = 1$ for former and $\sim 0.01$ for the latter.

One potential elaboration is to study data for continental regions such as Eurasia and Africa. But it is not pursued here. Fits to regional data before significant global integration, say in 1500, could provide independent tests of the model. Unfortunately, the available data do not appear to support regionalization of the time series approach. The series for Eurasia dominates the world total throughout, so restricting to the region does not affect results much. The series for the Americas before contact with Europe is too short and uncertain to support formal modeling. The same goes for Africa, if distinguished from Eurasia.

---

29 I also set $h_t = 1$ for $t < 10,000$ BCE.

30 A rough theory for the weighting runs as follows. Since we estimate with dynamic maximum likelihood, the principal question is how measurement error affects the log likelihood for each observation $Y_{t_i}$ conditional on the previous one, $Y_{t_{i-1}}$. If the process were pure Brownian motion, with $b = c = 0$, and if there were no measurement error, then the distribution $Y_t | Y_{t_{i-1}}$ would be normal, with variance $2at$, with $t := t_i - t_{i-1}$. The log likelihood would be $-0.5 \cdot \left[ (\ln 2at + (Y_{t_i} - Y_{t_{i-1}})^2 / 2at) \right]$, where $\tau = 2\pi$ is the circle constant. But if $Y_{t_i}$ and $Y_{t_{i-1}}$ are measured with normally distributed errors of variance $h^2 Y_{t_i}^2$ and $h^2 Y_{t_{i-1}}^2$, and if these errors are independent, then $Y_{t_i} - Y_{t_{i-1}}$ is measured with normal error of variance of approximately $h^2 Y_{t_i}^2 + h^2 Y_{t_{i-1}}^2 \approx 2h^2 Y_{t_i}^2$. If this error is in turn independent of the process, then it adds to the variance of measured $Y_{t_i}$ while preserving normality. The likelihood becomes $-0.5 \times \left[ \ln(2at + 2h^2 Y_{t_i}^2 \tau + (Y_{t_i} - Y_{t_{i-1}})^2 / (2at + 2h^2 Y_{t_i}^2)) \right]$. Focusing on the second term, which contains the squared change, incorporating measurement error as described multiplies the term by $1/(1 + 2h^2 Y_{t_i}^2 / 2at)$. If we take $Y_{t_i}^2$ as a scale proxy for the rising variance $2at$, then we can take the ratio as roughly $1/(1 + 2h^2)$.

31 McEvedy and Jones (1978) provide estimates only for 10,000, 9000, 6000, 5000 BCE and 1, 1000, and 1500 CE.

32 Diamond (1997, ch. 10) argues that the predominately north-south orientation of the African land mass created natural ecological barriers to dissemination of innovations, which long isolated sub-Saharan Africa from Eurasia.
Table 2. Preferred estimates of population and gross world product, 1 million BCE–2019 CE

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1000000 BCE</td>
<td>0.125</td>
<td>400</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500000 BCE</td>
<td>1.0</td>
<td>400</td>
<td>0.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>250000 BCE</td>
<td>3.34</td>
<td>400</td>
<td>1.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100000 BCE</td>
<td>4</td>
<td>400</td>
<td>1.60 (658)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50000 BCE</td>
<td>5</td>
<td>404</td>
<td>2.02 (664)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4000 BCE</td>
<td>7</td>
<td>409</td>
<td>2.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3000 BCE</td>
<td>14</td>
<td>421</td>
<td>5.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000 BCE</td>
<td>27</td>
<td>433</td>
<td>11.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000 BCE</td>
<td>50</td>
<td>444</td>
<td>22.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500 BCE</td>
<td>100</td>
<td>457</td>
<td>45.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200 BCE</td>
<td>150</td>
<td>465</td>
<td>69.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 CE</td>
<td>168</td>
<td>467</td>
<td>78.4 (1,050)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200 CE</td>
<td>190</td>
<td>463</td>
<td>88.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>400 CE</td>
<td>190</td>
<td>463</td>
<td>88.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500 CE</td>
<td>190</td>
<td>463</td>
<td>88.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>600 CE</td>
<td>200</td>
<td>462</td>
<td>92.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>700 CE</td>
<td>210</td>
<td>460</td>
<td>96.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>800 CE</td>
<td>220</td>
<td>459</td>
<td>101</td>
<td></td>
<td></td>
</tr>
<tr>
<td>900 CE</td>
<td>240</td>
<td>456</td>
<td>109</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000 CE</td>
<td>265</td>
<td>453</td>
<td>120</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1100 CE</td>
<td>320</td>
<td>512</td>
<td>164</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1200 CE</td>
<td>360</td>
<td>551</td>
<td>198</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1300 CE</td>
<td>360</td>
<td>551</td>
<td>198</td>
<td>1,469</td>
<td></td>
</tr>
<tr>
<td>1400 CE</td>
<td>350</td>
<td>541</td>
<td>190</td>
<td>1,853</td>
<td></td>
</tr>
<tr>
<td>1500 CE</td>
<td>438</td>
<td>625</td>
<td>274</td>
<td>1,748</td>
<td></td>
</tr>
<tr>
<td>1600 CE</td>
<td>600</td>
<td>629</td>
<td>350</td>
<td>1,661</td>
<td></td>
</tr>
<tr>
<td>1700 CE</td>
<td>603</td>
<td>658</td>
<td>397</td>
<td>1,748</td>
<td></td>
</tr>
<tr>
<td>1800 CE</td>
<td>1,042</td>
<td>712</td>
<td>741</td>
<td>1,867</td>
<td></td>
</tr>
<tr>
<td>1820 CE</td>
<td>1,042</td>
<td>712</td>
<td>741</td>
<td>1,867</td>
<td></td>
</tr>
<tr>
<td>1870 CE</td>
<td>1,276</td>
<td>884</td>
<td>1,128</td>
<td>3,086</td>
<td></td>
</tr>
<tr>
<td>1900 CE</td>
<td>1,563</td>
<td>952</td>
<td>1,128</td>
<td>3,086</td>
<td></td>
</tr>
<tr>
<td>1910 CE</td>
<td>1,793</td>
<td>1,543</td>
<td>2,767</td>
<td>5,733</td>
<td></td>
</tr>
<tr>
<td>1920 CE</td>
<td>1,863</td>
<td>1,543</td>
<td>2,767</td>
<td>5,733</td>
<td></td>
</tr>
<tr>
<td>1940 CE</td>
<td>2,299</td>
<td>2,181</td>
<td>5,013</td>
<td>6,650</td>
<td></td>
</tr>
<tr>
<td>1950 CE</td>
<td>2,528</td>
<td>2,104</td>
<td>5,318</td>
<td>8,531</td>
<td></td>
</tr>
<tr>
<td>1951 CE</td>
<td>2,572</td>
<td>2,191</td>
<td>5,635</td>
<td>8,984</td>
<td></td>
</tr>
<tr>
<td>1952 CE</td>
<td>2,618</td>
<td>2,250</td>
<td>5,891</td>
<td>9,154</td>
<td></td>
</tr>
<tr>
<td>1953 CE</td>
<td>2,666</td>
<td>2,320</td>
<td>6,185</td>
<td>9,351</td>
<td></td>
</tr>
<tr>
<td>1954 CE</td>
<td>2,717</td>
<td>2,353</td>
<td>6,393</td>
<td>9,731</td>
<td></td>
</tr>
<tr>
<td>1955 CE</td>
<td>2,769</td>
<td>2,454</td>
<td>6,804</td>
<td>10,198</td>
<td></td>
</tr>
<tr>
<td>1956 CE</td>
<td>2,823</td>
<td>2,524</td>
<td>7,125</td>
<td>10,608</td>
<td></td>
</tr>
<tr>
<td>1957 CE</td>
<td>2,880</td>
<td>2,567</td>
<td>7,394</td>
<td>11,124</td>
<td></td>
</tr>
<tr>
<td>1958 CE</td>
<td>2,939</td>
<td>2,596</td>
<td>7,631</td>
<td>11,277</td>
<td></td>
</tr>
<tr>
<td>1959 CE</td>
<td>2,996</td>
<td>2,665</td>
<td>7,984</td>
<td>11,481</td>
<td></td>
</tr>
<tr>
<td>1960 CE</td>
<td>3,042</td>
<td>2,764</td>
<td>8,407</td>
<td>12,170</td>
<td></td>
</tr>
<tr>
<td>1961 CE</td>
<td>3,082</td>
<td>2,821</td>
<td>8,695</td>
<td>12,698</td>
<td></td>
</tr>
<tr>
<td>1962 CE</td>
<td>3,136</td>
<td>2,902</td>
<td>9,101</td>
<td>13,271</td>
<td></td>
</tr>
<tr>
<td>1963 CE</td>
<td>3,201</td>
<td>2,965</td>
<td>9,492</td>
<td>13,757</td>
<td></td>
</tr>
<tr>
<td>1964 CE</td>
<td>3,266</td>
<td>3,118</td>
<td>10,184</td>
<td>14,509</td>
<td></td>
</tr>
<tr>
<td>1965 CE</td>
<td>3,333</td>
<td>3,218</td>
<td>10,725</td>
<td>15,078</td>
<td></td>
</tr>
<tr>
<td>1966 CE</td>
<td>3,402</td>
<td>3,326</td>
<td>11,315</td>
<td>15,701</td>
<td></td>
</tr>
<tr>
<td>1967 CE</td>
<td>3,471</td>
<td>3,381</td>
<td>11,738</td>
<td>16,298</td>
<td></td>
</tr>
<tr>
<td>1968 CE</td>
<td>3,543</td>
<td>3,494</td>
<td>12,379</td>
<td>16,890</td>
<td></td>
</tr>
</tbody>
</table>

Notes: Population figures: for before 10,000 BCE from Deeevy (1960); for 10,000 BCE–1400 CE from McEvedy and Jones (1978); for 1500–2010 from Maddison (2010); for 2011–2018 from UN (2019, file POP/1-1). GWP/capita figures: through 10,000 BCE set to $400, the subsistence estimate of Maddison (2001, p. 260); for 1 CE, 1000 CE, and 1500–2010 from Maddison (2010), incorporating revisions for Western Europe in Bolt and Van Zanden (2014); for other years before 1500 geometrically interpolated with respect to population; and for 2011–18 extrapolated forward using growth rates from IMF (2020, series NGDP_RPCH). Money values in Geary-Kharms dollars of 1990. Figures for France from Bolt et al. (2018), except that those for 10,000 BCE and 5000 BCE are the GWP/capita figures converted from dollars of 1990 to dollars of 2011 and those after 2016 extrapolated forward using growth rates from IMF (2020, series NGDPRPFPCH).
5 Empirics

Using ML, I fit the superexponential diffusion to the data. The modeling is dynamic: the log likelihood for each observation is computed with (41), conditioning on the previous observation. The reflecting and absorbing models \( f_{\pm x} \) are estimated, and the better fit reported. Sticky models turn out not to be relevant because \( \nu \) is estimated to be well outside \([0,1]\). Observations are weighted by the HYDE-based weights described above. In addition, to test the hypothesis of exponential growth, I fit the CEV. Recall that this imposes \( s = 0 \) in (31), the marker of constant, exogenous growth.

5.1 Estimates for GWP

I model four versions of the GWP series: with and without pre–10,000 BCE observations, with and without annual data after 1950. The latter variation bears explaining. If the diffusion model is correct, it requires no adjustment for variation in observation spacing. For example, fitting the model to a series with annual rather than decennial data after 1950 would not spuriously overweight the postwar era. The likelihood assigned to each observation would properly quantify its information content. That said, an assumption that may become suspect at high sampling frequency is that the series is Markovian. It is possible, for example, that since 1950, the series contains a trend from which GWP cyclically deviates and returns—in other words, that the true Markov process is hidden. Modeling the annual data available starting in 1950 might mix some short-term, trend-reverting behavior into what is before then a sparser series. The negative association between level and subsequent change would downward-bias estimates of the long-term propensity for growth. Two parameters figure in the relevant term in the growth equation, \( sY_1 + B \); since this phenomenon would occur only in the modern, high observations, the downward bias might load mainly onto \( B \). This motivates estimation with only decennial data after 1950 (including the 2019 observation).

Table 3 reports results for the four samples. In estimation, the primary parameters are not those in the SDE (31) for the variable \( Y_t \)—not \( s, B, \delta, \) and \( \sigma \). Instead, the estimation parameters are more closely linked to the Feller/CIR SDE (36) for the related variable \( X_t \). The three are \( \ln a, b, \) and \( \nu = c/a - 1 \). The final estimation parameter is an exponent, \( \gamma \), which equals \(-1/B\). The superexponential SDE parameters are then derived and their standard errors computed with the delta method; all are also in Table 3.

Results for the full series are in column 1. They put the depreciation rate of the productive potential of humanity at \(-3.95 \times 10^{-5}/\text{year} \) (standard error \( 1.15 \times 10^{-5} \)). Such a low rate is implausible if read as applying to physical or human capital, but can make sense if the essential productive stock in the long run is ideas. The investment rate \( s \) is also small, if with expected sign, at \( 1.49 \times 10^{-4} \) (s.e. \( 2.81 \times 10^{-5} \)). Perhaps for most of history, lived near subsistence, our species invested slowly in knowledge. Or perhaps the productivity of such investment was low. Meanwhile, the scale effect \( B \) is estimated at \( 0.518 \) (s.e. \( 0.0275 \)). According to equation (27), the implied returns elasticity for investment in TFP is about \(-1.4 \).

These results flow from the absorbing-barrier model, whose fit yields a higher likelihood than the reflecting model. Since the "barrier" here is in the first instance the zero boundary for the Feller/CIR variable \( X_t \), and GWP is modeled as \( Y_t = X_t^{-1/B} \), and since \( B \) is estimated to be positive, \( Y_t \) experiences an absorbing barrier at \(+\infty\). In the mathematical universe of the fitted model, there is positive probability of explosion.

Column 1 of Table 3 includes results that interrogate this propensity for explosion. Given an initial GWP level \( Y_0 \),

---

33 Regarding GDP/capita in frontier economies, a stream of literature starting with Nelson and Plosser (1982) favors the unit-root view. Other research challenges it.

34 Usually, the power series representations of the densities \( f_{\pm x} \) in (37) and (38) converge fast enough, requiring computation of at most the few million terms around the peak term. For extremely large values of \( \lambda \), estimation is instead based on Hankel’s asymptotic expansion of the modified Bessel function of the first kind (NIST, eq. 10.40.1) or, if \( \nu \gg x \lambda \), the large-order approximation (NIST, eq. 10.41.1).

35 The translation inverts the definitions (35):

\[ s = \frac{\gamma^2 a(1 + \gamma v)}{\delta}, \quad \delta = b \gamma, \quad \sigma = \gamma \sqrt{2 \alpha}. \] And \( B = -1/\gamma \).
the probability that a sample path will not eventually explode is \( F_\Gamma(Y_0^B b/a; -\nu) \). \( \text{Appendix B.9.1 develops this and related formulas.} \) Setting \( Y_0 \) to the GWP value for 1 million BCE, $0.05$ billion, this probability is 0.978. Conditioning instead on the 2019 GWP of $73.6$ trillion, the probability of no eventual explosion is just \( 5 \times 10^{-139} \). Giving non-exploding sample paths an explosion date of \( \infty \), the median wait till explosion is 

\[
-\frac{\ln(1 - b Y_0^a F_\Gamma^{-1}(0.5; -\nu) / b)}{b}
\]

In this case, starting from 2019's GWP, the median explosion date is 2060 (s.e. \( \sim 9 \) years). Strange as that result is, a likelihood ratio test rejects the exponentially growing CEV model as an alternative \( (p = 0.000) \).

The results are perhaps better conveyed graphically. As the estimates hold that \( \delta < 0 \) and \( B > 0 \), they correspond to the case discussed after (30), in which the starting value determines whether the explosive propensity overcomes the downdraft of depreciation. But in the stochastic model, both outcomes can eventuate from any starting point. Figure 7 illustrates this richness by plotting 99 rollouts of the full-sample model fit. The empirical GWP series is in red and the simulation rollouts in greys. One rollout attains sustained growth and explodes within a quarter million years. The rest never escape decay. This simulation accords with the analytically derived 0.978 chance of no eventual explosion.

On its face, this result says that the attainment of civilization—indeed, the survival of our genus to this point—was improbable. This tension between model and reality admits at least two explanations. One is that the model is roughly correct. If so, then history's defiance of this prediction of extinction illustrates the anthropic principle (Carter 1974). Conditioning on the fact that such a paper as this has been written, the retrospective odds of take-off are high. The other explanation is that the model is substantially incomplete—which surely it is. The inability of the univariate model to capture the Malthusian equilibration between income per person and population appears to render it unrealistically unstable: notice all the sample paths diverge from observed history. And it may ask too much to fix the same parameter values before and after the evolution of language.

To better convey the model fit, Figure 8 changes the presentation in several ways. Instead of 99 rollouts from the starting point, 10,000 are run. Another 10,000 are run from the 2019 observation. For each bundle, the median as a function of time is depicted with a black line, while the 5th, 10th, etc., quantiles are marked with changes in shading. The time axis is now logarithmic in years till the median explosion date of 2060. Finally, to convey uncertainty in the model fit along with the modeled stochasticity, each rollout incorporates a different set of parameters, drawn randomly from a joint distribution. For this purpose, the estimates of the primary parameters, \( \ln a, b, \nu, \) and \( \gamma \) are assumed to be distributed multivariate normal, with the covariance produced by the ML estimator. In the figure, the distributions emerging from the initial and final observations clash.

Retaining only decennial observations after 1950 changes the results statistically but not qualitatively (Table 3, column 2). The estimate of the overall scale effect \( B \) rises from 0.515 to 0.629 (s.e. 0.0407). This suggests that trend reversion in the annual data does downward-bias the estimates of the scale effect. The median explosion year moves from 2060 to an eye-popping 2041.

Next Deevey (1960)'s three pre-10,000 BCE observations of GWP are dropped (columns 3 and 4 of Table 3). The scale effect \( B \) falls to 0.429 (s.e. 0.0416) with annual data after 1950, and to 0.552 (s.e. 0.0492) with decennial data. Under the latter estimates, the probability of no eventual explosion from the starting GWP value of $1.6$ billion in 10,000 BCE is a mere \( 1.63 \times 10^{-10} \), quite opposite the first estimate of 0.978. Conditioning on 2019 GWP, the results now put the median explosion at 2047 (s.e. 8 years).

I mildly prefer this last specification—skirting the structural break of the birth of language, perhaps reducing misspecification by taking decennial observations after 1950. The scale effect estimate for GWP, 0.55, implies a returns elasticity for TFP of about \( -1.25 \). Sample paths under the fit mimic history: see Figure 9 and Figure 10. In the diffusion plot in Figure 10, observed GWP largely stays between the 40th and 60th quantiles of the simulations. And the diffusion emerging from the last observation coheres with that emerging from the initial one.
Table 3. Diffusion fits to GWP

<table>
<thead>
<tr>
<th>Primary estimation parameters</th>
<th>1 million BCE-2019 CE</th>
<th>10,000 BCE-2019 CE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All observations</td>
<td>Only decennial data after 1950</td>
</tr>
<tr>
<td>ln $a$</td>
<td>$-13.45$ (0.186)</td>
<td>$-12.62$ (0.253)</td>
</tr>
<tr>
<td>$b$</td>
<td>$2.05 \times 10^{-5}$</td>
<td>$6.49 \times 10^{-6}$</td>
</tr>
<tr>
<td>$(5.19 \times 10^{-6})$</td>
<td>$(3.50 \times 10^{-6})$</td>
<td>$(7.19 \times 10^{-5})$</td>
</tr>
<tr>
<td>$\nu$</td>
<td>$-51.75$ (9.520)</td>
<td>$-12.31$ (4.019)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$-1.930$ (0.103)</td>
<td>$-1.588$ (0.103)</td>
</tr>
<tr>
<td>Boundary type</td>
<td>Absorbing</td>
<td>Absorbing</td>
</tr>
<tr>
<td>Accessible boundary location</td>
<td>$\infty$</td>
<td>$\infty$</td>
</tr>
</tbody>
</table>

Derived superexponential diffusion parameters

| $s$                          | $1.49 \times 10^{-4}$ | $7.28 \times 10^{-5}$ | $3.62 \times 10^{-4}$ | $1.47 \times 10^{-4}$ |
| $(2.81 \times 10^{-5})$     | $(2.20 \times 10^{-5})$ | $(1.20 \times 10^{-4})$ | $(5.83 \times 10^{-5})$ | |
| $\beta$                     | 0.518 (0.0275)      | 0.630 (0.0407)     | 0.429 (0.0416)      | 0.552 (0.0492)     |
| $\delta$                    | $-3.95 \times 10^{-5}$ | $-1.03 \times 10^{-5}$ | $-3.86 \times 10^{-4}$ | $-3.37 \times 10^{-5}$ |
| $(1.15 \times 10^{-5})$     | $(6.00 \times 10^{-6})$ | $(1.98 \times 10^{-4})$ | $(1.27 \times 10^{-4})$ | |
| $\sigma$                    | $3.27 \times 10^{-3}$ | $4.08 \times 10^{-3}$ | $4.19 \times 10^{-3}$ | $4.57 \times 10^{-3}$ |
| $(4.35 \times 10^{-4})$     | $(6.61 \times 10^{-4})$ | $(8.35 \times 10^{-4})$ | $(9.21 \times 10^{-4})$ | |
| $\phi_A$ (returns elasticity for TFP) | $-1.412$ (0.130) | $-0.959$ (0.144) | $-1.900$ (0.267) | $-1.261$ (0.211) |
| $(0.107)$                    | $(0.0448)$           | $(1.158)$           | $(0.688)$           | $(0.425)$           |
| P(no eventual explosion | | | | |
| initial GWP]                | 0.978 (0.0718)      | 0.611 (0.506)      | 0.146 (0.554)       | 1.63 $\times 10^{-10}$ |
| Median predicted explosion year | $\infty$           | $\infty$           | 3620 (8413)         | 1527 (3263)         |
| final GWP]                  | (1.06 $\times 10^{-8}$) | $(1.06 \times 10^{-8})$ | | |
| P(no eventual explosion | | | | |
| final GWP]                  | $5.00 \times 10^{-139}$ | $7.32 \times 10^{-44}$ | $3.79 \times 10^{-154}$ | $8.36 \times 10^{-70}$ |
| Median predicted explosion year | 2060 (9.117)      | 2041 (6.559)      | 2073 (14.09)        | 2047 (8.122)        |
| final GWP]                  | (4.02 $\times 10^{-68}$) | $(4.02 \times 10^{-68})$ | | |
| Likelihood ratio test: CEV model (exponential growth) | $\chi^2(1)$ | 40.28 | 57.39 | 61.72 |
| $p$                         | 0.000              | 0.000              | 0.000              | 0.000              |
| Goodness of fit: quantiles of observations in predicted distributions i.i.d. uniform | | | | |
| Kolmogorov-Smirnov ($p$)    | 0.000              | 0.488              | 0.005              | 0.489              |
| No serial correlation ($p$) | 0.000              | 0.003              | 0.000              | 0.007              |
| Observations                | 100                | 38                 | 97                 | 35                 |

Notes: In columns 2 and 4, post-1950 observations are decennial rather than annual, except that the 2019 observation is retained. Results are maximum likelihood estimates using a diffusion model corresponding to the stochastic differential equation $dX_t = (bX_t + c)dt + \sqrt{2aX_t}dW_t$ with $X_t = X_0^\nu$ representing GWP and $\nu = c/a - 1$. Estimates of the superexponential diffusion parameters $s$, $\beta$, $\delta$, and $\sigma$ are then derived according to footnote 35. $\phi_A = B - 1/\beta$ is the estimated scale effect in spending on innovation. "Steady state" is the level of zero drift, $(\delta/s)^{1/\beta}$. Formulas for the probability of no eventual explosion and median wait till explosion are in the text. Likelihood ratio test is for the restriction to the constant-elasticity-of-variance model, which has $s = 0$, for exponential growth. Kolmogorov-Smirnov test is for the hypothesis that the quantiles of observations in predicted distributions are uniformly distributed. Standard errors in parentheses; those for derived quantities computed with the delta method. Observations weighted for precision as described in section 4.
Figure 7. 99 rollouts from the diffusion model fit to GWP, 1 million BCE–2019 CE

Notes: Historical series in red. Simulations conducted with the Euler-Maruyama method with 100,000 time steps.

Figure 8. Distribution of 10,000 rollouts from the diffusion model for GWP, starting from both initial and final GWP values, incorporating modeled stochasticity and estimation uncertainty, 1 million BCE–2019

Notes: Grey bands indicate 5\textsuperscript{th}, 10\textsuperscript{th}, etc., quantiles of the distribution of 10,000 simulations, each starting from the initial or final values of the series. See also notes to previous figure.
Figure 9. 99 rollouts from the diffusion model for GWP for 10,000 BCE–2019 CE, with decennial observations after 1950.

Notes: See Figure 7.

Figure 10. Distribution of 10,000 rollouts from the diffusion model for GWP, starting from both initial and final values, incorporating modeled stochasticity and modeling uncertainty, 10,000 BCE–2019 CE.

Notes: See Figure 8.
5.2 Robustness and goodness of fit

While it is clear that GWP growth has on average risen with GWP, much of the data buttressing that generalization is uncertain. And errors in the ancient observations might distort the estimation of the probability and timing of explosion. To test for such sensitivity, I rerun the preferred regression after multiplying all GWP observations by $e^{-ht}$, where $h_t$ is the HYDE uncertainty indicator. Recall that $h_t$ ranges from 1 in the earliest observations to .01 in the most modern. I do the same after multiplying by $e^{ht}$. The results are not sensitive to these changes. The first one lowers the estimate of $B$ from 0.552 to 0.492 and defers the median explosion year from 2047 to 2050. The second yields 0.616 and 2043.

I also estimate against the De Long (1998) GWP series for 10,000 BCE–2000 CE in order to check for sensitivity to the method of interpolating GWP/capita. This change matters more, but not qualitatively. With the preferred series halted in 2000 for comparability, switching to the De Long data lowers the estimate of $B$ from 0.595 to 0.517. The median explosion, conditioning on the 2000 GWP value, shifts from 2031 to 2022.

A more cutting concern is about goodness of fit. The superexponential growth component of the model captures the first-order pattern of acceleration. The stochastic component captures how GWP oscillated around this longer term trend—but not fully, it turns out. I check goodness of fit as follows. If the best-fit model is correct, then the quantiles of the observations within the distributions predicted for them under the best fit should be i.i.d. uniform. I check the uniformity of these quantiles with the Kolmogorov-Smirnov (KS) test and check their independence by examining their serial correlation. As shown along the bottom of Table 3, the regressions with annual data after 1950 fail both tests. Those with decennial data after 1950 do pass the KS test, but perhaps only because shrinking the sample reduces power.

For the preferred regression (Table 3, col. 4), Figure 11 plots the quantiles that are the subject of these tests. While the distribution of the quantiles may be formally indistinguishable from uniform, the series indeed contains episodic patterns that violate the Markovian diffusion model. The data points for 1820, 1870, and 1913, the zenith of the industrial revolution, ascend steadily. Then, starting in 1960, the quantiles descend monotonically.

Figure 11. Quantiles of each GWP observations in distribution conditioned on previous observation, using parameters from preferred model fit (Table 3, col. 4)
indicating that GWP growth has failed to accelerate as much as predicted. While the univariate diffusion model captures important aspects of GWP history, it leaves much out.

Since Figure 11 is built from a fit of data through 2019, it effectively asks whether GWP history is surprising conditional on it having happened. That is appropriate for testing goodness of fit. With modifications, the figure can avoid this circularity and better address whether certain historical developments broke with the past. Figure 12 is like Figure 11 except that the quantile for each observation is computed after fitting the absorbing-boundary model only to previous observations. Also, like the diffusion plots in Figure 8 and Figure 10, the distributions are simulated while incorporating parameter uncertainty (with 10,000 rollouts and 10,000 time steps). Convergence often fails for the earliest observations, evidently because of small samples, but stabilizes around 1500. Figure 12 accentuates the impression left by Figure 11. Observations during the first century of the industrial revolution are high while those since 1960 are low.

5.3 Estimates for series other than GWP
As argued at the start of section 4, the univariate stochastic model is more suited to GWP than population and income per capita. Nevertheless, it is interesting to test it against the other variables. Estimates from the preferred sample—starting in 10,000 BCE, decennial observations after 1950—are in Table 4. Three new variables are modeled: world population; GWP/capita; and GDP/capita in the frontier economy of France. Diffusion and quantile plots constructed the same way as Figure 10 and Figure 11 are gathered in Figure 13.

In all cases, the likelihood is again maximized by assuming an absorbing barrier at $X_t = 0$ and taking $B > 0$, which maps that barrier to $+\infty$ for $Y_t$. In all cases, therefore, the model perceives a positive probability of explosion. The results for population broadly resemble those for GWP, which is perhaps expected in light of the dominance of population growth in GWP growth for most of history. Compare Table 4’s column 1 for GWP (which is copied from Table 3, column 4) with the next column. The estimates for $s$, $B$, and $\delta$ hardly differ statistically. As a result, the estimate of $B$ is about half the 1.03 attained via NLS in Kremer (1993, Table VI, col. 1). The stochasticity coefficient $\sigma$ is larger than for GWP, perhaps to accommodate the surprise of the global fertility decline. This
surprise presumably also explains the deferment of the median explosion year to 2175 (s.e. 47.6).

The fits to GWP/capita and frontier GDP/capita are worse—see columns 3 and 4 of Table 4 and the bottom two-thirds of Figure 13. The superexponential tendency is now measured as greater, presumably because of the suddenness of the acceleration of these variables a few centuries ago. The exponent \( B \) is estimated at a high 1.699 (s.e. 0.335) for GWP/capita and 0.945 (s.e. 0.262) for frontier GDP/capita. This helps explain why the median rollout under the best fits for both GWP/capita and frontier GDP/capita explodes by 6600 BCE.

Table 4. Diffusion fits to GWP, population, GWP/capita, and France GDP/capita series, 10,000 BCE–2019, decennial observations after 1950

<table>
<thead>
<tr>
<th>Primary estimation parameters</th>
<th>GWP (billion $)</th>
<th>Population (million people)</th>
<th>GWP/capita ($)</th>
<th>France GDP/capita ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \ln a )</td>
<td>-12.66</td>
<td>-13.69</td>
<td>-19.32</td>
<td>-15.24</td>
</tr>
<tr>
<td></td>
<td>(0.281)</td>
<td>(0.308)</td>
<td>(1.910)</td>
<td>(1.739)</td>
</tr>
<tr>
<td>( b )</td>
<td>( 1.86 \times 10^{-5} )</td>
<td>( 2.09 \times 10^{-5} )</td>
<td>( 2.91 \times 10^{-4} )</td>
<td>( 2.82 \times 10^{-4} )</td>
</tr>
<tr>
<td></td>
<td>(6.87 \times 10^{-5})</td>
<td>(5.91 \times 10^{-5})</td>
<td>(4.13 \times 10^{-4})</td>
<td>(3.73 \times 10^{-4})</td>
</tr>
<tr>
<td>( \nu )</td>
<td>-23.78</td>
<td>-39.30</td>
<td>-4.810</td>
<td>-4.520</td>
</tr>
<tr>
<td></td>
<td>(7.439)</td>
<td>(12.06)</td>
<td>(3.967)</td>
<td>(3.572)</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>-1.813</td>
<td>-1.793</td>
<td>-0.589</td>
<td>-1.058</td>
</tr>
<tr>
<td></td>
<td>(0.162)</td>
<td>(0.218)</td>
<td>(0.116)</td>
<td>(0.293)</td>
</tr>
<tr>
<td>Boundary type</td>
<td>Absorbing</td>
<td>Absorbing</td>
<td>Absorbing</td>
<td>Absorbing</td>
</tr>
<tr>
<td>Accessible boundary location</td>
<td>( \infty )</td>
<td>( \infty )</td>
<td>( \infty )</td>
<td>( \infty )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Derived superexponential diffusion parameters</th>
<th>GWP (billion $)</th>
<th>Population (million people)</th>
<th>GWP/capita ($)</th>
<th>France GDP/capita ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s )</td>
<td>( 1.47 \times 10^{-4} )</td>
<td>( 8.32 \times 10^{-5} )</td>
<td>( 1.30 \times 10^{-8} )</td>
<td>( 1.42 \times 10^{-6} )</td>
</tr>
<tr>
<td></td>
<td>(5.83 \times 10^{-5})</td>
<td>(3.98 \times 10^{-5})</td>
<td>(3.56 \times 10^{-8})</td>
<td>(3.28 \times 10^{-6})</td>
</tr>
<tr>
<td>( B )</td>
<td>0.552</td>
<td>0.558</td>
<td>1.699</td>
<td>0.945</td>
</tr>
<tr>
<td></td>
<td>(0.0492)</td>
<td>(0.0679)</td>
<td>(0.335)</td>
<td>(0.262)</td>
</tr>
<tr>
<td>( \delta )</td>
<td>( -3.37 \times 10^{-5} )</td>
<td>( -3.74 \times 10^{-5} )</td>
<td>( -1.71 \times 10^{-4} )</td>
<td>( -2.99 \times 10^{-4} )</td>
</tr>
<tr>
<td></td>
<td>(1.27 \times 10^{-5})</td>
<td>(1.09 \times 10^{-5})</td>
<td>(2.71 \times 10^{-4})</td>
<td>(4.32 \times 10^{-4})</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>( 4.57 \times 10^{-3} )</td>
<td>( 2.69 \times 10^{-3} )</td>
<td>( 5.31 \times 10^{-5} )</td>
<td>( 7.34 \times 10^{-4} )</td>
</tr>
<tr>
<td></td>
<td>(9.21 \times 10^{-4})</td>
<td>(6.77 \times 10^{-4})</td>
<td>(6.13 \times 10^{-5})</td>
<td>(8.38 \times 10^{-4})</td>
</tr>
<tr>
<td>(Unstable) steady state (billion $)</td>
<td>0.0690</td>
<td>0.238</td>
<td>266.3</td>
<td>287.6</td>
</tr>
<tr>
<td></td>
<td>(0.425)</td>
<td>(1.067)</td>
<td>(133.0)</td>
<td>(288.2)</td>
</tr>
</tbody>
</table>

P\[\text{no eventual explosion | initial GWP}\]

<table>
<thead>
<tr>
<th>Median predicted explosion year</th>
<th>initial GWP</th>
<th>Median predicted explosion year</th>
<th>final GWP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.63 \times 10^{-10}</td>
<td>1.51 \times 10^{-14}</td>
<td>0.160</td>
</tr>
<tr>
<td></td>
<td>(1.06 \times 10^{-8})</td>
<td>(2.43 \times 10^{-13})</td>
<td>(0.310)</td>
</tr>
<tr>
<td></td>
<td>1527</td>
<td>1831</td>
<td>6822 BCE</td>
</tr>
<tr>
<td></td>
<td>(3263)</td>
<td>(2695)</td>
<td>(1725)</td>
</tr>
<tr>
<td></td>
<td>8.36 \times 10^{-70}</td>
<td>6.62 \times 10^{-83}</td>
<td>6.75 \times 10^{-12}</td>
</tr>
<tr>
<td></td>
<td>(4.02 \times 10^{-68})</td>
<td>(3.75 \times 10^{-81})</td>
<td>(9.13 \times 10^{-11})</td>
</tr>
<tr>
<td></td>
<td>2047</td>
<td>2175</td>
<td>2028</td>
</tr>
<tr>
<td></td>
<td>(8.122)</td>
<td>(47.60)</td>
<td>(5.044)</td>
</tr>
</tbody>
</table>

Likelihood-ratio test: CEV model (exponential growth)

<table>
<thead>
<tr>
<th>( \chi^2 )</th>
<th>61.72</th>
<th>41.64</th>
<th>44.02</th>
<th>5.780</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p )</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.016</td>
</tr>
</tbody>
</table>

Goodness of fit: quantiles of observations

in predicted distributions i.i.d. uniform

Kolmogorov-Smirnov (\( p \))

<table>
<thead>
<tr>
<th>0.489</th>
<th>0.795</th>
<th>0.019</th>
<th>0.426</th>
</tr>
</thead>
</table>
| No serial correlation (\( p \))

| 0.007 | 0.000 | 0.050 | 0.0467 |

Observations

| 35 | 37 | 35 | 21 |

Notes: See notes to Table 3.
Figure 13. Diffusion and quantile plots for diffusion fits to world population, GWP/capita, and GDP/capita in France, 10,000 BCE–2019 CE

Note: Figures on the left and right constructed the same in the same ways as Figure 10 and Figure 11, respectively. For 5000 and 10,000 BCE, GDP/capita figures for "France" are the same as for the world.
6 On the meaning of singularities

The results just presented are at once unsurprising and implausible—unsurprising because the acceleration in the expansion of the human system is recognized, implausible because of the conflict with the recent experience of relatively steady global growth, not to mention the laws of physics. What should we make of the conflicts?

It is easy to dismiss the impossible predictions, to declare that a good model for the past tells us little about the future. After all, the progression of human affairs is complex and could follow different patterns in different eras. Yet to declare a complete structural break is to risk, in the wording of Occam's razor, multiplying entities without necessity. Aiming for more insight, I will start from the claim that the superexponential dynamic remains relevant, then yield ground.

Johansen and Sornette (2001) observe that singularities in model are a sign that it is being stretched beyond the realm of state space for which it is appropriate. Beyond that realm, some factor once neglected no longer can be, like the fact that the speed of light is the same in all inertial reference frames. “Singularities are always mathematical idealisations of natural phenomena: they are not present in reality but foreshadow an important transition or change of regime.” (Johansen and Sornette 2001, p. 479).

In GWP growth, what might be the factor once neglected that no longer can be? I see three candidates. First, the superexponential singularity is formally an artifact of passing to the infinitesimal limit, the very analytical step that makes possible the ordinary and stochastic calculi. In real economies, technological advance and reinvestment of output of capital do not occur as a continuous sequence of infinitesimal impulses, each instantaneously propagated. This is why finite-difference simulations of the abstract economies defined here do not in fact reach infinite output but terminate upon numerical overflow. With an adequate system for representing large numbers, the simulations could be continued for an arbitrarily long time. The infinitesimal approximation may hold well enough at a hypothetical growth rate of 1% per year, but perhaps not at 1% per hour.

The upshot of this concession, however, seems only to be that while GWP will not go to infinity, it will still get stupendously big. Does that suffice for realism? Conceivably. In the last century or so, human beings have built machines that solve challenges evolution took millions of years to solve: locomotion on land, flight, calculation, communication. We have not made machines as good as us at formulating and carrying out effective plans in complex environments, which arguably is the Holy Grail of AI research. But we might yet. This would open major new production possibilities (Hanson 2001; Yudkowsky 2008; Bostrom 2014). Even more radically, if AI is doing the economic modeling a century from now, it may count the welfare of artificial minds in GWP. Their number would presumably dwarf the human population. As absurd as this scenario may sound, an AI revolution could be seen as a stage in the unfolding that began with talkative, toolmaking apes.

While it is impossible to dismiss such fantastic possibilities, we should not let them distract from other shortcomings in the models developed here. A second factor that becomes dangerous to ignore as they diverge is the consumption side, that is, the allocation of output among consumption and investment in various inputs. The neoclassically inspired model in section 2 articulates a Cobb-Douglas production process, which implies a microtheory of optimizing agents on the production side. But while it gives flexibility to investment rates by modulating them isoelastically with the technology level, this consumption-side mechanism is still fixed-coefficient in spirit. It is not grounded in a theory of optimizing consumers who adjust to, and even foresee, radically changing circumstances. Fixed coefficients may do limited harm in models converging to a steady state. They become more problematic in a system that diverges.

Jones (2001) brings optimization on the consumption side to a superexponential growth model. Individuals allocate labor between innovation, production, and reproduction. They derive utility from consumption in excess of the survival level, and from births at a rate exceeding some exogenously set floor. Their utility function is constant-elasticity-of-substitution with an elasticity greater than 1. Because of this high substitutability, utility does not go to zero even if one source of utility does. Corner solutions may occur. Indeed, as the system evolves, innovation raises productivity, wages rise, and individuals depress the birth rate to the exogenous floor. Since
population is the sole dynamic input to production other than technology, and is now effectively exogenous, the system is now partially endogenous as contemplated in section 2.2, with a better shot at steady growth. It transitions from superexponential to exponential growth.

By its example, Jones (2001) illustrates a gap in the multivariate model constructed here. But it also shows the challenge in filling that gap in a way that is parsimonious and empirically grounded. The model has 19 parameters. And like the neoclassical system, it achieves the steady state of constant growth by pushing a key determinant, the minimum population growth rate, out of the model, producing what can be called bounded endogeneity. While the floor is relied upon to generate stable growth in the simulated industrial era, such a floor does not appear to have operated in reality. In the U.S., the population growth rate has fallen rather steadily, from 2.9% per annum in the 1820s to 0.7% in the 2010s (Bolt et al. 2018; UN 2019). Nor is there an obviously better candidate for a factor of production whose exogenously steadied growth could explain the relative constancy of frontier GDP/capita growth in the last two centuries (Jones 2003).

Thus while lack of a realistic consumption side rigidifies this paper’s model in a way that helps send it barreling to infinity, it is not clear how to improve matters, with parsimony and realism. More generally, it seems underappreciated that despite the triumph of the neoclassical model, we lack a compelling theory for the relative constancy of growth in frontier economies. The neoclassical model predicts constant growth of output only by assuming constant, exogenous growth of important inputs, notably technology and population. Yet both have been endogenous over the very long run. Social factors, including economics, have driven population trend much more than biology; income and population help determine the capacity for innovation. Having an empirically grounded theory for steady growth would make it easier to dismiss direct projections from our superexponential past.

The third neglected factor in this paper’s model links most directly to physics. The model does not recognize that the output of the terrestrial economy is effectively capped by the flow of negative entropy from the sun and the earth’s interior (Georgescu-Roegen 1971; Daly 1977). Conventional modeling obscures the link between economic activity and entropy by taking production to extract flows of output from stocks of inputs while leaving the inputs unchanged, which is thermodynamically all but impossible. Depreciation is modeled as decoupled from how much the stocks are used in production, which still implies that production per se has no thermodynamic consequence. The limit imposed by nature is not theoretically inviolable since the locus of valuation of output is the mind of the consumer, and humans might have a taste for entropy; but that possibility seems academic.

In the multivariate model in section 2.1, the finitude of natural resources does in fact damp economic growth. The factor $R$ is fixed at one and assigned a Cobb-Douglas exponent of 0.1, so that the remaining non-technology inputs have diminishing returns to scale, at 0.9. But that does not prevent explosion. Might the relationship between the artificial and the natural be captured more realistically within this mathematical framework? The best that can be done is to introduce a combination of exogenous appreciation in natural resources and endogenous disinvestment in them, the entropic corrosion from economic activity. A simulation appears in Figure 14. The model and initial values are the same as the exploding case in Figure 3 except that the reinvestment coefficient $s_R$ and appreciation rate $\delta_R$ are changed from 0 and 0 to $-0.01$ and 0.001. Like population, the stock of resources $R$ is taken as initially plentiful, at 1. From there, the slow increase in $R$ (in green) hastens the explosion by about 1000 years. But the approach of explosion initiates a plummet in $R$, which quickly brings output ($Y$, in red) to zero. Making the new factor suffer endogenous harm deflects the explosive impulse downward.

The scenario is, one hopes, unrealistic, not least because of the second neglected factor, the response of agents to changing circumstances. Yet the augmented model suffices to demonstrate that a fully endogenous, accelerating-growth model need not generate infinities. Thus the presence of infinities in certain simplifications of such models—ones neglecting natural resource dynamics—is not a logical basis for dismissal of the whole class.
Sadly, natural resource depletion is not the only plausible route to Armageddon (Bostrom and Ćirković 2008; Ord 2020). Some categories of global catastrophic risk are ancient, such as pandemics, while others are made possible by modernity, including nuclear winter and, conceivably, an AI-sparked collapse. This may be the true message of the infinities: not that society will literally explode or implode, but that the human project is intrinsically unstable. When more broadly contemplating the human past and prospect, the traditional focus in growth theory on the steady state seems narrow.

Figure 14. Factor stocks and output in simulated fully endogenous Cobb-Douglas economy with dynamics in resources

7 Conclusion

Solow and Swan built the neoclassical model in the 1950s to explain the relative stability of frontier-economy development over previous decades. Coming after the Depression and during the Cold War, the model spoke to concerns of the day. It offered hope that Western economies could experience steadily rising prosperity. The models generated this prediction through a kind of humility, leaving determinants of major inputs outside the theory, and tending to endow the inputs with constant growth as a placeholder. When studying the very long term, removing those asymmetric restrictions seems more realistic as a matter of principle and evidence. In the very long run, surely all the conventional factors—population, capital, etc.—are endogenous to output or each other. And fully endogenous models diverge, thereby easily explaining the acceleration of growth in the historical record. Perhaps this framework, along with the stochastic data generating that gives it econometric rigor, resonates more with concerns of our day: pandemics, the propensity of the human system to attack its ecological foundations, the benefits and dangers of artificial intelligence.

A throughline of this paper has been the search for a mathematical representation of history that balances parsimony and realism, if emphasizing parsimony. A four-parameter, univariate model that integrates scale effects, depreciation, and dynamic stochasticity can recognizably approximate GWP history since 10,000 BCE. The scale effect is estimated at 0.55 for GWP. This suggests a returns elasticity for investment in TFP of $-1.25$, over the very long term. Perhaps ideas have always gotten harder to find, even as the capacity to search for them—thanks to previous innovations—has grown even faster.
A model emphasizing parsimony deserves critique for realism; and a model with a coherent statistical foundation supports such critique, for it can quantify its own failings. The univariate stochastic model developed here struggles to reproduce the combination of a million years of near-stasis and a few millennia of explosion. Even when restricted to the more explosive phase, the model is surprised by the industrial revolution and the relatively slow, steady growth of recent decades. If the approach of the paper has value, then these shortcomings are also virtues, for they point the way for future work. One extension would be to make the stochastic model bivariate, in order to articulate the Malthusian interaction between population and income within the stochastic data generating process. The deeper question raised by the stochastic model’s imperfect fit is longstanding, and tougher: what determines the scope for and time profile of productivity growth? The stochastic approach developed here might open the way to new tools for thinking about that question, such as models with stochastic volatility. Such work might generate insight into whether the recent period of exponential advance marks a pause in the superexponential trajectory or a permanent break from it.
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A. Appendix: Derivation of formulas in sections 2.2 and 2.3

This appendix presents the algebra behind (16)–(18) and the computation of the equilibrium growth rate in the partially endogenous model and the conditions for its stability.

A.1. Determinant of $-\mathbf{B}$

We will need identities to compute the determinant and inverse of a matrix that is zero except in its diagonal and first column. Let $\mathbf{c}$ and $\mathbf{d}$ be column vectors and $\llbracket \mathbf{c} \rrbracket$ be defined as in (13). Since

$$\text{diag}(\mathbf{d}) - \llbracket \mathbf{c} \rrbracket = \begin{bmatrix} d_0 - c_0 & 0 & \ldots & 0 \\ -c_1 & d_1 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ -c_k & 0 & \ldots & d_k \end{bmatrix},$$

it is immediate that

$$|\text{diag}(\mathbf{d}) - \llbracket \mathbf{c} \rrbracket| = (d_0 - c_0) \prod_{i > 0} d_i. \quad (42)$$

And it can be checked by matrix multiplication that

$$(\text{diag}(\mathbf{d}) - \llbracket \mathbf{c} \rrbracket)^{-1} = \begin{bmatrix} 1 \\ \frac{1}{d_0 - c_0} \\ \frac{1}{d_0 - c_0} \frac{1}{d_1} \\ \vdots \\ \frac{1}{d_0 - c_0} \frac{1}{d_k} \end{bmatrix} = \frac{1}{d_0 - c_0} \llbracket \mathbf{c} \rrbracket + \text{diag} \left( \frac{\mathbf{t}}{\mathbf{d}} \right). \quad (43)$$

Define $\mathbf{A} := \mathbf{I} - \Phi = \mathbf{I} - \llbracket \Phi \rrbracket$, where, recall, $\Phi$ holds the elasticities of reinvestment with respect to the technology level. Then by (13), $\mathbf{B} = \iota \alpha' - \mathbf{A}$. Applying (42) and (43),

$$|\mathbf{A}| = 1 - \phi_0$$

$$\mathbf{A}^{-1} = \mathbf{I} + \frac{1}{1 - \phi_0} \Phi$$

$$\text{adj}(\mathbf{A}) = |\mathbf{A}| \mathbf{A}^{-1} = (1 - \phi_0) \mathbf{I} + \Phi$$

(44)

Note that if technology has no role in the system, so that $\mathbf{A} = \mathbf{I}$, then the above formulas will be correct if we take $\Phi = \mathbf{0}$.

By the matrix determinant lemma,

$$|\mathbf{-B}| = |\mathbf{I} - \Phi - \iota \alpha'|$$

$$= |\mathbf{A} - \iota \alpha'|$$

$$= |\mathbf{A}| - \alpha' \text{adj}(\mathbf{A}) \iota$$

$$= 1 - \phi_0 - \alpha' [(1 - \phi_0) \mathbf{I} + \Phi] \iota$$

$$= 1 - \phi_0 - \alpha' \Phi \iota - (1 - \phi_0) \alpha' \iota$$

$$= (1 - \phi_0) (1 - \alpha' \Phi) - \alpha' \Phi \iota \iota$$

$$= (1 - \phi_0) (1 - \alpha' \Phi) - \alpha' \Phi \iota \iota$$

(45)

Since $\phi_0$ means $\phi_A$, this confirms the characterization of $-|\mathbf{-B}|$ in (16).

A.2. Eigenvalues and eigenvectors of $\mathbf{B}$ in the single-output model

We develop the characteristic equation for $\mathbf{B}$:

$$0 = |\lambda \mathbf{I} - \mathbf{B}| = |(1 + \lambda) \mathbf{I} - \iota \alpha' - \Phi| = (1 + \lambda)^{k+1} \left| 1 - \frac{\Phi}{1 + \lambda} - \frac{\alpha'}{1 + \lambda} \right|.$$

44
The determinant in the last expression is the same as that in (45), but with \( \Phi \) and \( \alpha \) pre-divided by \( 1 + \lambda \). So this determinant equals the last line of (45) but with the same divisions applied. The characteristic equation becomes

\[
0 = (1 + \lambda)^{k+1} \left[ \left( 1 - \frac{\Phi_0}{1 + \lambda} \right) \left( 1 - \frac{\alpha' \mathbf{t}}{1 + \lambda} \right) - \frac{\alpha' \phi}{(1 + \lambda)^2} \right] \\
= (1 + \lambda)^k \left[ (1 + \lambda - \Phi_0) (1 + \lambda - \alpha' \mathbf{t}) - \alpha' \phi \right] \\
= (1 + \lambda)^k \left[ (1 + \lambda)^2 - (\alpha' \mathbf{t} + \Phi_0) (1 + \lambda) + \Phi_0 \alpha' \mathbf{t} - \alpha' \phi \right].
\]

The determinant in the last expression is the same as that in (45), but with \( \Phi \) and \( \alpha \) pre-divided by \( 1 + \lambda \). So this determinant equals the last line of (45) but with the same divisions applied. The characteristic equation becomes

\[
0 = (1 + \lambda)^{k+1} \left[ \left( 1 - \frac{\Phi_0}{1 + \lambda} \right) \left( 1 - \frac{\alpha' \mathbf{t}}{1 + \lambda} \right) - \frac{\alpha' \phi}{(1 + \lambda)^2} \right] \\
= (1 + \lambda)^k \left[ (1 + \lambda - \Phi_0) (1 + \lambda - \alpha' \mathbf{t}) - \alpha' \phi \right] \\
= (1 + \lambda)^k \left[ (1 + \lambda)^2 - (\alpha' \mathbf{t} + \Phi_0) (1 + \lambda) + \Phi_0 \alpha' \mathbf{t} - \alpha' \phi \right].
\]

The roots of the quadratic subexpression are

\[
\lambda_{\pm} = -1 + \frac{\alpha' \mathbf{t} + \Phi_0}{2} \pm \sqrt{\left( \frac{\alpha' \mathbf{t} + \Phi_0}{2} \right)^2 - \Phi_0 \alpha' \mathbf{t} + \alpha' \phi} = -1 + \Phi_0 + \frac{\alpha' \mathbf{t} - \Phi_0}{2} \pm \sqrt{\left( \frac{\alpha' \mathbf{t} - \Phi_0}{2} \right)^2 + \alpha' \phi}.
\]

Exactly one of these roots is positive when

\[
|\phi_0 - 1| < \sqrt{(\alpha' \mathbf{t} - \Phi_0)^2 + \alpha' \phi} + (\phi_0 - 1)(\alpha' \mathbf{t} - \Phi_0) < \alpha' \phi
\]

We successively restate that:

\[
|\phi_0 - 1| < \sqrt{(\alpha' \mathbf{t} - \Phi_0)^2 + \alpha' \phi}
\]

The last line uses (45). This confirms the characterization of the eigenvalues in and near (23).

Next we confirm that eigenvectors corresponding to \( \lambda_\pm \) are \( \mathbf{v}_\pm = \mathbf{f} + (\lambda_\pm + 1 - \phi_0) \mathbf{t} \). For clarity, pick one of \( \lambda_\pm \) and define \( \kappa := 1 + \lambda_\pm \). By (46), \( \kappa \) satisfies

\[
\kappa^2 - \kappa (\alpha' \mathbf{t} + \phi_0) + \phi_0 \alpha' \mathbf{t} - \alpha' \phi = 0.
\]

It follows that

\[
(1 + \mathbf{B}) \mathbf{v}_\pm - \kappa \mathbf{v}_\pm = (\alpha' + \left[ \mathbf{f} \right]) (\mathbf{f} + (\kappa - \phi_0) \mathbf{t}) - \kappa (\mathbf{f} + (\kappa - \phi_0) \mathbf{t}) \\
= \alpha' \mathbf{f} + (\kappa - \phi_0) \alpha' \mathbf{t} + \left[ \mathbf{f} \right] \mathbf{f} + \left[ \mathbf{f} \right] (\kappa - \phi_0) \mathbf{t} - \kappa^2 \mathbf{t} + \kappa \Phi_0 \mathbf{t} \\
= \alpha' \mathbf{f} + (\kappa - \phi_0) \alpha' \mathbf{t} + \Phi_0 \mathbf{f} + (\kappa - \phi_0) \mathbf{f} - \kappa \Phi_0 \mathbf{t} - \kappa^2 \mathbf{t} + \kappa \Phi_0 \mathbf{t} \\
= \phi_0 \alpha' \mathbf{t} - \kappa^2 \mathbf{t} + \kappa \Phi_0 \mathbf{t} \\
= 0
\]

Thus \( \mathbf{v}_\pm \) is an eigenvector of \( 1 + \mathbf{B} \) corresponding to eigenvalue \( \kappa \), and an eigenvector of \( \mathbf{B} \) corresponding to \( \kappa - 1 = \lambda_\pm \).

A.3. The characteristic equation of \( -\mathbf{d} \circ \mathbf{B} \)

By (13),

\[
-\mathbf{d} \circ \mathbf{B} = \delta \circ \mathbf{I} - \delta \circ \Phi - \delta \circ \mathbf{t} \alpha' \\
= \text{diag}(\delta) - \left[ \delta \circ \Phi \right] - \delta \alpha'.
\]

The characteristic equation of this matrix can be written

\[
0 = |\text{diag}(\delta - \mathbf{t} \alpha) - \left[ \delta \circ \Phi \right] - \delta \alpha'|.
\]
Applying the matrix determinant lemma and the determinant and adjoint identities (42) and (43),

\[
0 = |\text{diag}(\delta - \lambda I) - [\delta \circ \phi] - \delta \alpha'| = (1 - \alpha' \left( \frac{1}{\delta - \lambda} \left( [\delta \circ \phi]^{-1} \delta \right) \right) \cdot |\text{diag}(\delta - \lambda I) - [\delta \circ \phi]| \\
= \left( 1 - \alpha' \left( \frac{\delta}{\delta - \lambda} \circ \left( \frac{\delta_0}{\delta_0(1 - \phi_0)} - \phi + t \right) \right) \right) \cdot (\delta_0(1 - \phi_0) - \lambda) \cdot \prod_{i>0}(\delta_i - \lambda)
\]

Because the second and third factors appear in the denominators of the first factors, the right side can only be 0 by virtue of the second and third factors being 0 if \( \lambda \) is at least a double root of \( \prod_{i>0}(\delta_i - \lambda) \). For example, if \( \delta_1 = \delta_2 \), then \( \lambda = \frac{\delta_1}{\delta_0} \) would be a root. However, an infinitesimal change in the elements of \( \delta \) could break such solutions.

For non-degenerate solution, we drop the second and third terms. The characteristic equation distills to

\[
1 = \alpha' \left( \frac{\delta}{\delta - \lambda} \circ \left( \frac{\delta_0}{\delta_0(1 - \phi_0)} - \phi + t \right) \right)
\]

If \( \delta \) is entirely non-zero, this can be written somewhat more intuitively as

\[
1 = \alpha' \left( \frac{t + \lambda}{t + \lambda - \delta} \circ \left( \frac{\phi}{1 + \lambda - \delta - \phi_0} \right) \right)
\]

\[
= \left( \frac{\alpha}{t + \lambda - \delta} \right) \left( \frac{t + \lambda}{t + \lambda - \delta} \circ \left( \frac{\phi}{1 + \lambda - \delta - \phi_0} \right) \right).
\]

This is (18).

A.4. Steady-state growth in the partially endogenous model

The equations for the equilibrium growth rates take somewhat different form when technology is an exogenous factor than when it is endogenous.

If technology is exogenous, \( \Phi_{en, en} = 0, B_{en, en} = t_{en} \alpha'_{en} - I_{en, en} \), and \( B_{en, ex} = t_{en} \alpha'_{ex} + \Phi_{en, ex} \). By the Sherman-Morrison formula,

\[
-B_{en, en}^{-1} = I_{en, en} + \frac{t_{en} \alpha'_{en}}{1 - \alpha'_{en} t_{en}}.
\]

So the growth rates of endogenous factors are

\[
z_{en}^* = -B_{en, en}^{-1} B_{en, ex} \delta_{ex}
= \left( I_{en, en} + \frac{t_{en} \alpha'_{en}}{1 - \alpha'_{en} t_{en}} \right) \left( t_{en} \alpha'_{ex} + \Phi_{en, ex} \right) \delta_{ex}
= \left( I_{en, en} + \frac{t_{en} \alpha'_{en}}{1 - \alpha'_{en} t_{en}} \right) \left( t_{en} \alpha'_{ex} \delta_{ex} + \delta_0 \phi_{en} \right)
= t_{en} \alpha'_{ex} \delta_{ex} + \delta_0 \phi_{en} + \frac{\alpha'_{en} t_{en} \alpha'_{ex} \delta_{ex} + \delta_0 \alpha'_{en} \phi_{en}}{1 - \alpha'_{en} t_{en}} t_{en}
= \delta_0 \phi_{en} + \frac{\alpha'_{ex} \delta_{ex}(1 - \alpha'_{en} t_{en}) + \alpha'_{en} t_{en} \alpha'_{ex} \delta_{ex} + \delta_0 \alpha'_{en} \phi_{en}}{1 - \alpha'_{en} t_{en}} t_{en}
= \delta_0 \phi_{en} + \frac{\delta_0 \alpha'_{en} \phi_{en} + \alpha'_{ex} \delta_{ex}}{1 - \alpha'_{en} t_{en}} t_{en}.
\]
Output growth is

\[ Z^* = \alpha'_e z^*_e + \alpha'_e z^*_e \]

\[ = \alpha'_e \left( \delta_0 \phi_e + \frac{\delta_0 \alpha'_e \phi_e + \alpha'_e \phi_e}{1 - \alpha'_e \phi_e} t_e \phi_e \right) + \alpha'_e \delta_e \]

\[ = \delta_0 \alpha'_e \phi_e + \alpha'_e \phi_e \left( \delta_0 \alpha'_e \phi_e + \alpha'_e \phi_e \right) + \alpha'_e \delta_e \]

\[ = \frac{\delta_0 \alpha'_e \phi_e + \alpha'_e \phi_e}{1 - \alpha'_e \phi_e}. \]

On the other hand, if technology is endogenous,

\[ B_{e, e} = A_{e, e} = I_{e, e} - \Phi_{e, e} \]

The inverse formula (44) for \( A \) carries over mutatis mutandis:

\[ A_{e, e}^{-1} = I_{e, e} + \frac{1}{1 - \phi_e} \Phi_{e, e}\]

Again using the Sherman-Morrison formula,

\[-B_{e, e}^{-1} = (A_{e, e} - \phi_e)^{-1} \]

\[ = A_{e, e}^{-1} + A_{e, e}^{-1} \phi_e A_{e, e}^{-1} \]

\[ = I_{e, e} + \frac{\phi_e}{1 - \phi_e} \left( t_e + \frac{\phi_e}{1 - \phi_e} \right) \left( \alpha'_e + \frac{\phi_e}{1 - \phi_e} \right) \]

\[ = I_{e, e} + \frac{\phi_e}{1 - \phi_e} \left( \alpha'_e + \frac{\phi_e}{1 - \phi_e} \right). \]

Meanwhile, since now \( \Phi_{e, e} = 0 \),

\[ B_{e, e} = t_e \phi_e. \]

Combining,

\[ z^*_e = -B_{e, e}^{-1} B_{e, e} \delta_e \]

\[ = \left( I_{e, e} + \frac{\phi_e}{1 - \phi_e} \right) \left( \alpha'_e + \frac{\phi_e}{1 - \phi_e} \right) \]

\[ = \alpha'_e \delta_e t_e + \frac{\phi_e}{1 - \phi_e} \]

\[ = \frac{t_e + \frac{\phi_e}{1 - \phi_e}}{1 - \alpha'_e t_e} \]

\[ Z^* = \alpha'_e z^*_e + \alpha'_e z^*_e. \]
Using (21), the results for output growth can be consolidated as

\[ Z^* = \begin{cases} \frac{1}{-\mathbf{B}_{en, en}} \left( \alpha'_{en} \delta_{ex} + \delta_A \alpha'_{en} \phi_{en} \right) & \text{if technology is exogenous} \\ \alpha'_{ex} \delta_{ex} (1 - \phi_A) & \text{if technology is endogenous} \end{cases} \]  

(47)

If the sufficient condition for instability (21) holds, then the denominator in (47) is negative. For positive growth, the numerators must be negative too, which would require, in the exogenous case, that \( \alpha'_{en} \phi_{en} \) be adequately large and negative (technological growth substantially damps investment in endogenous factors); in the endogenous case, \( \phi_A > 1 \) (returns to R&D are strongly increasing). Conceding those restrictions results in a picture of a system that operates in one of two main modes, depending on the prominence of exogenous factors in production. With enough exogeneity, as in the Solow-Swan model, the equilibrium growth rate is positive and stable. Otherwise it is negative and unstable.

B. Appendix: Confirming and characterizing the solutions of the Feller/CIR diffusion

The reflecting- and absorbing-barrier solutions for the Feller/CIR diffusion mentioned in section 3.1 are long-established. However, available derivations and confirmations of the solutions are complex and do not treat the two and a unified way. This appendix aims to confirm that the asserted solutions indeed satisfy the corresponding Kolmogorov forward equation, and derive some of their properties, using little more than ordinary calculus.

B.1. Problem

We aim to inventory the solutions of the stochastic differential equation,

\[ dX_t = (bX_t + c)dt + \sqrt{2aX_t}dW_t \]  

(48)

where \( a > 0 \) and \( W_t \) is standard Brownian (Wiener) motion. The process is singular at \( X_t = 0 \), in that the second (diffusion) term in vanishes there. By “inventory solutions,” I mean to state the transition densities compatible with this stochastic equation of motion as well as with associated Markovian boundary conditions.

The corresponding Kolmogorov forward equation, which Feller (1951b) studies, is

\[ \frac{\partial u}{\partial t} = -\frac{\partial}{\partial X} ((bX + c)u) + \frac{\partial^2}{\partial X^2} (aXu), \]

in which \( u(t, X) \) is the transition probability density at time \( t \) conditional on a starting value \( X_0 \). As a general matter, the first-order term captures the effect on the time derivative of the density of the deterministic component of the SDE and the second-order term the effect of random diffusion. Put another way,

\[ \frac{\partial u}{\partial t} = -\frac{\partial f}{\partial X} \]  

(49)
\[ J := (bX + c)u - \frac{\partial}{\partial X} (aXu) \]
\[ = (au + bX)u - aX \frac{\partial u}{\partial X} \]  \hspace{1cm} (50)

with \( \nu := c/a - 1 \). \( J(t,X) \) is the flux of the diffusion.

**B.2. Reducing the problem**

Just as the transformation \( Y_t = X_t^{-1/B} \) reduces the four-parameter diffusion (31) to the three-parameter Feller/CIR (48), further transformations can reduce the Feller/CIR to a one-parameter model, the half squared Bessel process (Göing-Jaescheke and Yor 2003).\(^{36}\) First, we normalize scale in (48) by dividing \( X_t \) by \( a \). Second, we observe this SDE’s tendency to exponential growth or decay—for the sake of exposition, assume growth—which is governed by the drift term \( bX_t dt \).

A second rescaling, by \( e^{-bt} \), might remove that. To combine these steps, we define a new stochastic variable:

\[ Z_t := e^{-bt} X_t \]  \hspace{1cm} (51)

Differentiating both sides of that with ordinary calculus gives

\[ dZ_t = e^{-bt} \frac{a}{a} (dX_t - bX_t dt). \]

Substituting those two equations into (48) and rearranging,

\[ dZ_t = \bar{c} e^{-bt} dt + \sqrt{2 Z_t e^{-bt}} dW_t, \]  \hspace{1cm} (52)

The rescaling indeed simplifies by removing the variance coefficient \( a \) and the exponential growth term \( bX_t dt \). But it complicates by introducing exponential decay into both the drift coefficient \((\bar{c} e^{-bt})\) and the variance of the diffusion term \((2 Z_t e^{-bt})\). Yet since the cumulative variance of a Wiener process equals elapsed time, these two appearances of \( e^{-bt} \) are jointly equivalent to a time change (Oksendal 2013, Theorem 8.5.7).\(^{37}\) That is, to observe the evolution of sample paths according to (52) is equivalent to observing paths according to (52) with the \( e^{-bt} \) factors deleted, but subject to a slow-motion effect that causes playback speed to decay exponentially. To express that notion, we define a new, slowing clock \( \tilde{t} \) subject to \( \tilde{t}(0) = 0 \) and \( \frac{\partial \tilde{t}}{\partial t} = e^{-bt} \). That is,

\[ \tilde{t} := \int_0^t e^{-bs} ds = \begin{cases} (1 - e^{-bt})/b & \text{if } b \neq 0 \\ t & \text{if } b = 0. \end{cases} \]  \hspace{1cm} (53)

The time-transformed variable is

\[ \tilde{Z}_t := Z_t. \]

Then

\[ d\tilde{Z}_t = \bar{c} d\tilde{t} + \sqrt{2 \tilde{Z}_t d\tilde{W}_t}, \]  \hspace{1cm} (54)

where \( d\tilde{W}_t \) is another standard Wiener process. This SDE is a half squared Bessel process. \( 2 \tilde{Z}_t \) can be realized as the sum of \( 2 \bar{c} \) squared, standard independent Brownian motions, at least when \( 2 \bar{c} \) is a positive integer. But we allow \( \bar{c} \) to be any real.

The Kolmogorov forward equation corresponding to the simpler SDE (54) is:

\[ \frac{\partial u}{\partial \tilde{t}} = - \frac{\partial}{\partial \tilde{Z}_t} (\bar{c} u) + \frac{\partial^2}{\partial \tilde{Z}_t^2} (\tilde{Z}_t u). \]  \hspace{1cm} (55)

Solutions for this diffusion equation can be transformed into ones for \( X_t \) in the Feller/CIR diffusion by inverting (51),

---

\(^{36}\) I thank Goran Peskir for pointing out the connection to the squared Bessel. I halve the squared Bessel for beauty.

\(^{37}\) This would not be the case if \( X_t \) entered the diffusion coefficient of (48) with a power other than \( 1/2 \).
and then on to the “superexponential” diffusion via \( Y_t = X_t^{-1/b} \).

**B.3. Constructing solutions for the half squared Bessel**

The solutions for the half squared Bessel are constructed as follows. First define the standard gamma density function,

\[
f_t(x; \alpha) := \frac{e^{-x} x^{\alpha-1}}{\Gamma(\alpha)}.
\]

When \( \alpha > 0 \), this gives rise to a proper probability distribution over \((0, \infty)\). In using it as the basis for solutions to Feller’s diffusion equation, we will extend the function beyond those domains—to \( \alpha \leq 0 \) and to \( x = 0 \). A remarkable feature of \( f_t \) is that derivatives and integrals with respect to the argument are differences and countable sums in the parameter. As for derivatives,

\[
\frac{\partial}{\partial x} f_t(x; \alpha) = \left( \frac{\alpha-1}{\Gamma(\alpha)} - \frac{e^{-x} x^{\alpha-2}}{\Gamma(\alpha)} \right) = f_t(x; \alpha - 1) - f_t(x; \alpha) = -\nabla f_t(x; \alpha),
\]

where \( \nabla \) is the unit-interval backward difference operator with respect to the parameter. Meanwhile, repeated application of integration by parts to the integral definition of the cumulative gamma distribution function, \( F_t \), gives the identity

\[
F_t(x; \alpha) = \sum_{m=0}^{\infty} f_t(x; \alpha + m + 1) = \sum_{m=0}^{\infty} f_t(x; m + \alpha + 1) (57)
\]

when \( \alpha > 0 \). In fact, to extend to the domain of \( F_t \), we will take (57) to define the function for negative, non-integer \( \alpha \). (For \( \alpha = 0 \), we take the limiting value, which is 1. For negative integer \( \alpha \), the formula is indeterminate.)

The next stepping-stone to solutions for Feller’s diffusion equation is an expression for the noncentral \( \chi^2 \) density:

\[
f_{\chi^2}(x; \lambda, \nu) := \sum_{m=0}^{\infty} f_t(\lambda; m + 1) f_t(x; m + \nu + 1) \quad (58)
\]

We restrict to \( \lambda, x > 0 \). If \( \nu \geq 0 \), all the terms in the sum are positive, and by (12), we have

\[
f_{\chi^2}(x; \lambda, \nu) < \left( \sum_{m=0}^{\infty} f_t(\lambda; m + 1) \right) \left( \sum_{m=0}^{\infty} f_t(x; m + \nu + 1) \right) = F_t(\lambda; 0) F_t(x; \nu) = F_t(x; \nu) < 1.
\]

Thus the sum in (58) is bounded above. If \( \nu < 0 \), a finite number of early terms may be negative. But all terms for \( m \geq |\nu| \) will be positive, so the series converges.

This formulation of the noncentral \( \chi^2 \) function is unusual. Let \( k \) be the familiar degrees-of-freedom index associated with the distribution; then the parameter \( \nu \) used here equals \( k/2 - 1 \). If \( k \) is a positive integer, and if \( x_i \) are \( k \) normal variates with variance 1 and means \( \mu_i \) satisfying \( \lambda = \frac{1}{2} \sum \mu_i^2 \), then \( f_{\chi^2}(x; \lambda, \nu) \) is the density of \( \frac{1}{2} \sum x_i^2 \). The usual definition drops the factors of \( 1/2 \).

The formulation (58) maps directly to a more familiar presentation of the noncentral \( \chi^2 \) distribution, as a Poisson mixture of central \( \chi^2 \) distributions. Within (58), \( f_t(\lambda; m + 1) \) is the Poisson probability \( f_p(m; \lambda) \) while \( f_t(x; m + \nu + 1) \) is the density of \( x \) when \( 2x \) has the conventional central \( \chi^2 \) distribution with \( k + 2m \) degrees of freedom.

Alongside the noncentral \( \chi^2 \), I define what I call the Feller density function:

\[
f_{-\chi^2}(x; \lambda, \nu) := \sum_{m=0}^{\infty} f_t(\lambda; m - \nu + 1) f_t(x; m + 1),
\]

again restricting to \( \lambda, x > 0 \). With this notation, it is natural to write \( f_{\pm\chi^2} \) to represent the noncentral \( \chi^2 \) and Feller density functions as a pair. The two are connected by

\[
f_{\chi^2}(x; \lambda, \nu) = f_{-\chi^2}(\lambda; x, -\nu).
\]

In fact, the two functions coincide when \( \nu \) is an integer. The match is immediate when \( \nu = 0 \). When \( \nu \) is a negative
integer, the first $|\nu|$ terms of (12) are 0. So then
\[
f_{\lambda,\nu}(x;\lambda,\nu) = \sum_{m=-\nu}^{\infty} f_{\Gamma}(\lambda; m + 1) f_{\Gamma}(x; m + \nu + 1)
= \sum_{m=0}^{\infty} f_{\Gamma}(\lambda; m - \nu + 1) f_{\Gamma}(x; m + 1)
= f_{-\lambda,\nu}(x;\lambda,\nu).
\]

And when $\nu$ is a positive integer, the first $\nu$ terms of (12) are 0, leading again to equality.

A more common way of writing these density functions is
\[
f_{\pm\lambda,\nu}(x;\lambda,\nu) = e^{-\lambda x} \left(\frac{x}{\lambda}\right)^{\nu/2} I_{\pm\nu}(2\sqrt{\lambda x})
\]
where $I_{\pm\nu}$ is the modified Bessel function of the first kind:
\[
I_{\pm\nu}(z) = \sum_{m=0}^{\infty} \frac{(z/2)^{2m+\nu}}{\Gamma(m+1)\Gamma(m\pm\nu+1)}.
\]

The modified Bessel function of the second kind is
\[
K_{\nu}(z) = \frac{\pi}{2\sin(\nu\pi)} \left( I_{-\nu}(z) - I_{\nu}(z) \right),
\]
which is known to go to 0 as $z \to \infty$. It follows that $f_{\lambda,\nu} - f_{-\lambda,\nu}$ converges to 0 as $x \to \infty$. The two densities differ, rather, in their behavior as $x \downarrow 0$.

Figure 4 in the main text plots $f_{\lambda,\nu}$ and $f_{-\lambda,\nu}$ for $\lambda = 1$ and $\nu = -3.0, -2.5, \ldots, +3.0$. As noted, when $\nu$ is an integer, the two coincide. Otherwise, the two fork toward the left; in some of these cases $f_{\lambda,\nu}$ diverges to infinity. Notably, some of the plots exhibit features evidently inadmissible for a probability distribution: they take negative values, or perhaps diverge rapidly enough to have infinite total integral.

We use the densities $f_{\pm\lambda,\nu}$ to define diffusions that we will show satisfy the half squared Bessel process (54) and, after transformation, the Feller process (48). We construct the diffusions by expressing the inputs to $f_{\pm\lambda,\nu}$ as functions of time and the primary parameters in (48):
\[
x := \frac{\tilde{Z}_t}{\tilde{t}}
\lambda := \frac{Z_0}{\tilde{t}}
\nu := \tilde{c} - 1
\]
Adjusting for the change in variables from $\tilde{Z}_t$ to $x$, whose Jacobian is $1/t$, our two asserted fundamental solutions to the squared Bessel diffusion equation are:
\[
f_{\pm\lambda,\nu}^*(\tilde{Z}_t; Z_0, \tilde{t}, \tilde{c}) := \frac{1}{\tilde{t}} f_{\pm\lambda,\nu}(\frac{\tilde{Z}_t}{\tilde{t}}, \frac{Z_0}{\tilde{t}}, \nu)
\]
Incorporating the scale and time transformations (24), and the Jacobian thereof, namely $e^{-bt}/a$, the fundamental solutions for the Feller diffusion (25) are in (40). Algebraic manipulations confirm that $f_{\pm\lambda,\nu}^*$ coincides with Feller’s (1951b, eq. 6.2) explicit solution for $\nu \leq 0$, except that Feller includes an erroneous extra factor of $(2b)^\nu$.

The transition densities for $Y_t$ are in (41). Figure 15 shows how the Feller/CIR is connected to other common stochastic models through parameter restrictions and the power transform. (The figure uses the definition $\gamma := -1/B$.) The figure shows how any solution for the transition density under the Feller/CIR diffusion (48) is bequeathed to all the other diffusions via these links.
Figure 15. Relationships among univariate stochastic models

**Feller (1951b)**
\[ dX_t = (bX_t + c)dt + \sqrt{2aX_t}dW_t \]
- \( b < 0, c > 0 \) reflecting at \( X_t = 0 \)

**Cox-Ingersoll-Ross (1985)**
\[ dX_t = (bX_t + c)dt + \sqrt{2aX_t}dW_t \]
- \( c = 0 \) absorbing at \( X_t = 0 \)
- \( b = 0, a = 2 \)

**Cox-Ross (1976) square root**
\[ dX_t = bX_t dt + \sqrt{2aX_t}dW_t \]
- \( c = 0 \)
- \( b = 0, a = 2 \)

**Squared Bessel**
\[ dX_t = cdX + 2\sqrt{X_t}dW_t \]
- \( Y_t := \frac{1}{2}X_t \)

**Half squared Bessel**
\[ dY_t = \frac{c}{2}dt + \sqrt{2Y_t}dW_t \]

**Superexponential**
\[ \begin{align*}
    dY_t &= \gamma \left( (a(\gamma - 1) + b)Y_t^{1-1/\gamma} + bY_t \right)dt + \gamma \sqrt{2aY_t Y_t^{1-1/\gamma}}dW_t \\
    &\equiv (sY_t^{1+B} + \delta Y_t)dt + \sigma \sqrt{Y_t Y_t^{1+B}}dW_t \\
\end{align*} \]
- \( s = 0, -2 < B \leq 0 \) absorbing at \( Y_t = 0 \)

**Constant elasticity of variance** (Cox 1996 [1975])
\[ dY_t = \delta Y_t dt + \sigma \sqrt{Y_t Y_t^{1+B}}dW_t \]
- \( B = 0 (\gamma \to -\infty) \)
- \( B = -2 (\gamma = 1/2), \delta < 0 \)

**Geometric Brownian motion** (Black & Scholes 1973)
\[ dY_t = \delta Y_t dt + \sigma Y_t dW_t \]
- \( B = 0 \)

**Ornstein-Uhlenbeck bounded at 0**
\[ dY_t = \delta Y_t dt + \sigma dW_t \]
- \( \delta = 0, \sigma = 1 \)

**Brownian motion bounded at 0**
\[ dY_t = dW_t \]
- \( \delta = 0, \sigma = 1 \)
B.4. Confirming the solutions
To confirm the asserted solutions, we need only consider the half squared Bessel subcase. Our task is to show the asserted solutions (62) indeed solve the forward diffusion equation (55).

B.5. Recurrence relation
Let $L$ be the lag operator with respect to the last parameter of any of the above densities and diffusions, with a step interval of $1$. For example, $(Lf_{x^2})(x; \lambda, \nu) = f_{x^2}(x; \lambda, \nu - 1).$ Then the gamma density function obeys

$$(aL^{-1}f)(x; \alpha) = xf_{\alpha}(x; \alpha).$$

$f_{\pm x^2}$ inherit a form of this relation. For $f_{x^2},$

$$xf_{x^2}(x; \lambda, \nu - 1) = \sum_{m=0}^{\infty} f_{\Gamma}(\lambda; m + 1)xf_{\Gamma}(x; m + \nu)$$

$$= \sum_{m=0}^{\infty} f_{\Gamma}(\lambda; m + 1)(m + \nu)f_{\Gamma}(x; m + \nu + 1)$$

$$= \sum_{m=0}^{\infty} m f_{\Gamma}(\lambda; m + 1)f_{\Gamma}(x; m + \nu + 1) + \kappa \sum_{m=0}^{\infty} f_{\Gamma}(\lambda; m + 1)f_{\Gamma}(x; m + \nu + 1)$$

$$= \sum_{m=0}^{\infty} m f_{\Gamma}(\lambda; m + 1)f_{\Gamma}(x; m + \nu + 1) + \nu f_{x^2}(x; \lambda, \nu)$$

$$= \sum_{m=0}^{\infty} m f_{\Gamma}(\lambda; m + 1)f_{\Gamma}(x; \lambda; m + \nu + 2) + \nu f_{x^2}(x; \lambda, \nu)$$

$$= \sum_{m=0}^{\infty} \lambda f_{\Gamma}(\lambda; m + 1)f_{\Gamma}(x; m + \nu + 2) + \nu f_{x^2}(x; \lambda, \nu)$$

$$= \lambda f_{x^2}(x; \lambda, \nu + 1) + \nu f_{x^2}(x; \lambda, \nu)$$

Swapping the symbols $x$ and $\lambda$ in the above, replacing $\nu$ with $-\nu,$ and applying (60) produces the same relation for $f_{-x^2}.$ To encapsulate, we write,

$$vf_{\pm} = [xL - \lambda L^{-1}]f_{\pm}.$$

By way of (40), the recurrence applies to the asserted Feller diffusion solutions as well:

$$vf_{\pm}^* = \nu \frac{\partial x}{\partial X_t} f_{\pm}^* = \frac{\partial x}{\partial X_t} [xL - \lambda L^{-1}]f_{\pm}^*.$$

(63)

B.5.1 Cross-sectional derivative relation
The derivative identity (56) for the gamma function transfers directly to $f_{x^2}$ via linearity in (58):

$$\frac{\partial}{\partial x} f_{x^2}(x; \lambda, \nu) = -\nabla f_{x^2}(x; \lambda, \nu).$$

With more work, we get something similar with respect to $\lambda:$

$$\frac{\partial}{\partial \lambda} f_{x^2}(x; \lambda, \nu) = \sum_{m=0}^{\infty} (-\nabla) f_{\Gamma}(\lambda; m + 1)f_{\Gamma}(x; m + \nu + 1)$$

$$= \sum_{m=0}^{\infty} (f_{\Gamma}(\lambda; m) - f_{\Gamma}(\lambda; m + 1))f_{\Gamma}(x; m + \nu + 1)$$
\[
\begin{align*}
&= \sum_{m=0}^{\infty} f_r(\lambda; m)f_r(x; m + v + 1) - \sum_{m=0}^{\infty} f_r(\lambda; m + 1)f_r(x; m + v + 1) \\
&= \sum_{m=1}^{\infty} f_r(\lambda; m)f_r(x; m + v + 1) - f_x^2(x; \lambda, v) \\
&= \sum_{m=0}^{\infty} f_r(\lambda; m + 1)f_r(x; m + v + 2) - f_x^2(x; \lambda, v) \\
&= \Delta f_x^2(x; \lambda, v),
\end{align*}
\]

in which \(\Delta\) is the one-unit forward difference operator with respect to \(v\). Once more, applying (60) and replacing \(-v\) with \(v\) throughout produces the same identities for \(f_{-x^2}\). Thus we will write more compactly,

\[
\begin{align*}
\frac{\partial}{\partial x} f_\pm &= -\nabla f_\pm \\
\frac{\partial}{\partial \lambda} f_\pm &= \Delta f_\pm.
\end{align*}
\]

These relations too bootstrap to the asserted Feller diffusion solutions, including the half squared Bessel; the first bootstrapped relation we will use. Starting from (40),

\[
\frac{\partial}{\partial X_t} f_\pm^* = \frac{\partial}{\partial X_t} \left( \frac{\partial x}{\partial X_t} f_\pm \right) \\
= \frac{\partial x}{\partial X_t} \frac{\partial}{\partial x} f_\pm \\
= -\frac{\partial x}{\partial X_t} \frac{\partial x}{\partial X_t} \nabla f_\pm \\
= -\frac{\partial x}{\partial X_t} \nabla f_\pm^*. \tag{64}
\]

\section*{B.5.2 Flux}

Note that

\[
\begin{align*}
x &= \frac{\partial x}{\partial X_t} X_t = \frac{e^{-bt}}{at} X_t = \frac{be^{-bt}}{a(1 - e^{-bt})} X_t \\
\lambda &= \frac{\partial \lambda}{\partial X_0} X_0 = \frac{1}{at} X_0 = \frac{b}{a(1 - e^{-bt})} X_t \\
\frac{\partial \lambda}{\partial X_0} &= \frac{\partial x}{\partial X_t} e^{bt} = \frac{\partial x}{\partial X_t} + \frac{b}{a}
\end{align*}
\]

Starting with the statement of the flux in (50), applying the recurrence relation (63), derivative rule (64), and then identities just above, the flux of the asserted solutions is
\[ J = (av + bX_t)f_t^* - ax_t \frac{\partial}{\partial x_t} f_t^* \]
\[ = a \left[ \frac{\partial}{\partial x} \left( f_t^* + \frac{b}{a} X_t f_t^* - X_t \left( - \frac{\partial}{\partial x} \nabla f_t^* \right) \right) \right] \]
\[ = a \left[ xL - \lambda L^{-1} + \frac{b}{a} X_t + \frac{\partial}{\partial x} X_t \nabla \right] f_t^* \]
\[ = a \left[ \frac{\partial}{\partial x} \left( X_t L - \frac{\partial}{\partial x} X_t e^{bt} X_0 L^{-1} + \frac{b}{a} X_t + \frac{\partial}{\partial x} X_t \right) \right] f_t^* \]
\[ = a \left[ \frac{\partial}{\partial x} e^{bt} X_0 L^{-1} + \frac{\partial}{\partial x} X_t e^{bt} \right] f_t^* \]
\[ = \frac{1}{t} \left[ X_t - X_0 L^{-1} \right] f_t^* \]

In the special case of the half squared Bessel, \( a = 1 \) and \( b = 0 \), so this simplifies to

\[ J = \frac{1}{t} [Z_t - Z_0 L^{-1}] f_t^*. \]  \( (66) \)

**B.5.3 Plugging into Feller’s diffusion equation**

At last, to confirm the asserted solutions, we check that for the half squared Bessel, they satisfy the requirement (49) that the spatial derivative of the flux is the negative of the time derivative of the density. The spatial derivative of the flux (66) is

\[ \frac{\partial J}{\partial Z_t} = \frac{1}{t} \frac{\partial}{\partial Z_t} [Z_t - Z_0 L^{-1}] f_t^* \]
\[ = \frac{1}{t} \left[ 1 + Z_t \frac{\partial}{\partial Z_t} - Z_0 L^{-1} \frac{\partial}{\partial Z_t} \right] f_t^* \]
\[ = \frac{1}{t} \left[ 1 + Z_t \left( -\frac{1}{t} \nabla \right) - Z_0 L^{-1} \left( -\frac{1}{t} \nabla \right) \right] f_t^* \]
\[ = \frac{1}{t} \left[ t - (Z_t \nabla - Z_0 \Delta) \right] f_t^* \]

The time derivative of the density is

\[ \frac{\partial f_t^*}{\partial t} = \frac{\partial}{\partial t} \left( \frac{1}{t} f_t^* (x; \lambda, \nu) \right) \]
\[ = \left[ -\frac{1}{t^2} + \frac{1}{t} \left( \frac{\partial x}{\partial t} \right) \frac{\partial}{\partial x} + \frac{\partial \lambda}{\partial t} \frac{\partial}{\partial \lambda} \right] f_t^* \]
\[ = \left[ -\frac{1}{t^2} \left[ 1 - t \left( -\frac{Z_t}{t^2} \nabla - \frac{Z_0}{t^2} \Delta \right) \right] \right] f_t^* \]
\[ = \frac{1}{t^2} \left[ t - (Z_t \nabla - Z_0 \Delta) \right] f_t^* , \]

as desired.

**B.6. Consistency with the initial condition**

Confirming that these diffusions satisfy the initial condition \( Y_t | t=0 = Y_0 \) is complicated by the change in the mathematical character of the diffusion in the instant after \( t = 0 \). At \( t = 0 \), the distribution is by assumption concentrated with infinite density at a single point; after, it is spread across all positive reals. This change in character manifests in the fact that the mapping (61) of \( Z_0, Z_t \mapsto \lambda, x \) is not defined at \( t = 0 \). So we must instead investigate the behavior of the diffusions in the
limit as \( t \downarrow 0 \) (and thus \( C \to \infty \)).

Starting with the noncentral \( \chi^2 \) diffusion,

\[
\lim_{t \to 0} f^*_X(Z_t; Z_0, t, \hat{c}) = \lim_{t \to 0} \frac{1}{t} \sum_{m=0}^{\infty} f_r \left( \frac{Z_0}{t}; m + 1 \right) f_r \left( \frac{Z_t}{t}; m + v + 1 \right)
\]

\[
= \lim_{t \to 0} \sum_{m=0}^{\infty} \frac{1}{\sqrt{t}} f_P \left( m; \frac{Z_0}{t} \right) \frac{1}{\sqrt{t}} f_P \left( \frac{m + v}{t}; \frac{Z_t}{t} \right)
\]

where \( f_P(z; \beta) \) is again the Poisson density function.

In general, if \( z \sim f_P(\cdot; \beta) \), then as \( \beta \to \infty \), \( f_P(z; \beta) \) becomes well approximated by the normal density with the same mean and variance as \( f_P \), namely \( \beta \) and \( \beta \). (More precisely, \( z/\sqrt{\beta} \), which has density \( \sqrt{\beta} f_P(z; \beta) \), converges in distribution to \( \mathcal{N}(\sqrt{\beta}, 1) \).) So, using \( f_N \) to represent the normal density parameterized by mean and variance, we develop the above as

\[
= \lim_{t \to 0} \sum_{m=0}^{\infty} \frac{1}{\sqrt{t}} f_N \left( \frac{m}{\sqrt{t}}; \frac{Z_0}{\sqrt{t}} \right) \frac{1}{\sqrt{t}} f_N \left( \frac{m + v}{\sqrt{t}}; \frac{Z_t}{\sqrt{t}} \right)
\]

The limit of the sum is a Riemann integral of the pointwise product of two normal curves. So we have

\[
= \lim_{t \to 0} \frac{1}{\sqrt{t}} \int_0^{\infty} f_N \left( m\sqrt{t}; \frac{Z_0}{\sqrt{t}}, \frac{Z_t}{\sqrt{t}} \right) \right) f_N \left( m\sqrt{t}; \frac{Z_t}{\sqrt{t}} - \frac{1}{\sqrt{t}} \right) dm
\]

As \( t \downarrow 0 \) the centers of the normal distributions go to \( +\infty \) even as their variances hold constant. So we may change the lower bound of the integral to \( -\infty \). Moreover, if \( Z_0 \neq Z_t \), then the means of the two normal curves in the last version become more distant from each other even as the variances hold constant, driving the integral of their pointwise product to zero. Thus the limit works out to the Dirac delta function \( \delta_{Z_0}(Z_t) \), which is the initial condition.

The same holds for \( f^*_{-\chi^2}(X_t; X_0, t, a, b, \nu) \).

### B.7. Characteristics of the solutions

Although the functions \( f^*_{\pm\chi^2} \) indeed solve the Kolmogorov forward equation for the half squared Bessel process, they do not behave like proper diffusions for all parameter values. Sometimes, for example, they take negative values. Here we review such properties and their dependence on \( \nu \).

#### B.7.1 Positivity

When \( \alpha \geq 0 \), \( f_r(x; \alpha) \) never takes negative values over \([0, \infty)\). As a result, \( f^*_{\pm\chi^2} \) are everywhere non-negative, i.e., positivity preserving, if their evaluation requires passing only non-negative parameter values to \( f_r \). In particular, examining the definitions (58), (59), and (40), we see that \( f^*_{\chi^2} \) is positive preserving when \( \nu \geq -1 \), as is \( f^*_{-\chi^2} \) when \( \nu \leq 1 \).

Integer values for \( \nu \) generate one class of exceptions to those generalizations—but not a very interesting one. Since \( f^*_{\chi^2} = f^*_{-\chi^2} \) for integer \( \nu \), if one diffusion is positive—and one always is—then both are.

**Summary:**

\( f^*_{\chi^2} \) preserves positivity if \( \nu \geq -1 \) or \( \nu \) is an integer

\( f^*_{-\chi^2} \) preserves positivity if \( \nu \leq 1 \) or \( \nu \) is an integer
Note that we have not asserted that these diffusions fail to preserve positivity for all values of \( \nu \) outside the indicated sets. But that is largely moot because outside these sets, the diffusions are poorly behaved in other respects, as we will see.

B.7.2 Density near zero

The density of \( f_{\chi^2} \) in the \( x \downarrow 0 \) limit is

\[
\lim_{x \downarrow 0} \sum_{m=0}^{\infty} f_\Gamma(\lambda; m + 1) f_\Gamma(x; m + \nu + 1) = \sum_{m=0}^{\infty} f_\Gamma(\lambda; m + 1) \lim_{x \downarrow 0} f_\Gamma(x; m + \nu + 1) = \sum_{m=0}^{\infty} f_\Gamma(\lambda; m + 1) \frac{1}{\Gamma(m + \nu + 1)} \lim_{x \downarrow 0} x^{m+\nu}.
\]

If \( \nu \in \mathbb{Z} \), \( f_{\chi^2} \) equals \( f_{-\chi^2} \), which we analyze just below. Otherwise, the \( \Gamma(\cdot) \) denominator above is always bounded. As a result, \( f_{\chi^2} \) has a zero or pole at 0 of order \(|\nu|\): if \( \nu > 0 \), the \( m = 0 \) term converges to 0 as \( x^\nu \), and later terms do so more rapidly; if \( \nu \) is a negative non-integer, the same term diverges most rapidly, as \( x^\nu \). In the latter case, the sign of that dominating divergent term is that of \( \Gamma(\nu + 1) \), namely \((-1)^{\lceil \nu \rceil}\), as seen in Figure 4.

Under \( f_{-\chi^2} \), the density near 0 is finite for all \( \nu \). For we have

\[
\lim_{x \downarrow 0} f_{-\chi^2} = \sum_{m=0}^{\infty} f_\Gamma(\lambda; m - \nu + 1) \lim_{x \downarrow 0} f_\Gamma(x; m + 1);
\]

and observing that the limit in the right expression is 1 for \( m = 0 \), and zero otherwise, leads to

\[
= f_\Gamma(\lambda; 1 - \nu).
\]

This is non-negative for \( \nu \leq 1 \) and equals zero only when \( \nu \) is a positive integer—features also visible in Figure 4.

Shifting from distribution to the full Feller diffusion, under \( f_{-\chi^2}^* \), the density near the zero boundary at a given time is

\[
\lim_{x_i \downarrow 0} f_{\chi^2}^* = \frac{e^{-bt}}{a^t} \lim_{x_i \downarrow 0} f_{\chi^2} = \frac{e^{-bt}}{a^t} f_\Gamma(\lambda; 1 - \nu) = \frac{e^{-bt}}{a^t} f_\Gamma \left( \frac{Z_0}{t}; 1 - \nu \right) = \frac{e^{-bt}}{a^t} f_\Gamma \left( \frac{X_0}{at}; 1 - \nu \right) = \frac{1 - \nu}{X_0 t} f_\Gamma(\lambda; 2 - \nu),
\]

which is finite and non-zero except when \( \nu \) is a positive integer, when the limit is 0.

Summary:

\[
\lim_{x_i \downarrow 0} f_{\chi^2} = \begin{cases} 
0 & \text{if } \nu > 0 \\
\pm \infty & \text{if } \nu \in \{0, -1, \ldots \} \\
f_\Gamma(\lambda; 1 - \nu) & \text{otherwise}
\end{cases}
\]

(The latter is zero if \( \nu \in \{0, -1, \ldots \} \).

\[
\lim_{x_i \downarrow 0} f_{\chi^2}^* = \frac{e^{-bt}}{a^t} \begin{cases} 
0 & \text{if } \nu > 0 \\
\pm \infty & \text{if } \nu \in \{0, -1, \ldots \} \\
f_\Gamma(\lambda; 1 - \nu) & \text{otherwise}
\end{cases}
\]

B.7.3 Flux near 0

By (65), the flux under the Feller diffusion solutions is
We are interested in the $X_t \downarrow 0$ ($x \downarrow 0$) limit.

As noted in the previous subsection, under $f_\pm^*$, if $\nu \notin \mathbb{Z}$, the density behaves as $x \to 0$ as $(-1)^{\lceil \nu \rceil} x^\nu$. Thus, in both $xf_\pm$ and $-L^{-1}f_\pm$ behave there as $(-1)^{\lceil \nu \rceil} x^{\nu+1}$; and $J$ does as well. That in this limit the density and flux have the same sign implies that when mass is accumulating near $X_t = 0$ with unbounded, positive density—when $|\nu|$ is even—it is arriving there at least in part from below. For a positive flux indicates movement from smaller to larger $X_t$ coordinates. In other words, the singularity at $X_t = 0$ is a source. The odd-$\nu$ behavior is perhaps best interpreted in the same way: when negative mass is accumulating near $X_t = 0$, the associated negative values for $J$ indicate movement of such negative mass up and out of the singularity.

A singularity emitting mass, positive or negative, may be unrealistic in many modeling contexts. So we typically consider $\nu < -1$ inadmissible for the $f_\pm^*$ diffusion; then $x = 0$ is a zero rather than pole of the density.

Turning to the $f_{-X^2}$ diffusion, now $f_-$ and $L^{-1}f_-$ in (69) are, by (67), bounded. As a result, we can compute the $X_t \downarrow 0$ limit by plugging $X_t = 0$ into (69)—or into another expression for the flux. Doing so in (50) yields

\[
\lim_{X_t \downarrow 0} J = \begin{cases} 
\pm \infty & \text{under } f_{-X^2}^* \text{ if } \nu < -1, \nu \notin \mathbb{Z} \\
0 & \text{under } f_{-X^2}^* \text{ if } \nu > -1; \text{ or } f_{-X^2}^* \text{ with } \nu \in \{0,1,\ldots\} \\
\frac{e^{-bt}}{t} \lambda f_t(\lambda; -\nu) & \text{under } f_{-X^2}^*; \text{ or } f_{X^2}^* \text{ with } \nu \in \{-1,-2,\ldots\}
\end{cases}
\]

the second equality using (68). The implications are akin to those for $f_{X^2}^*$ when $\nu < 0$. Under $f_{-X^2}^*$, if $\nu > 0$, then the positive density near $X_t = 0$ is arriving there, on net, from below: the singularity is again a source. If $\nu < 0$ then the flux of $f_{-X^2}$ near $X_t = 0$ is negative, making the singularity a sink: mass reaching the boundary exits the system, if by system we mean the mass diffusing in the range $(0,\infty)$.

Summary:

\[
\lim_{X_t \downarrow 0} J = \begin{cases} 
\pm \infty & \text{under } f_{-X^2}^* \text{ if } \nu < -1, \nu \notin \mathbb{Z} \\
0 & \text{under } f_{-X^2}^* \text{ if } \nu > -1; \text{ or } f_{-X^2}^* \text{ with } \nu \in \{0,1,\ldots\} \\
\frac{e^{-bt}}{t} \lambda f_t(\lambda; -\nu) & \text{under } f_{-X^2}^*; \text{ or } f_{X^2}^* \text{ with } \nu \in \{-1,-2,\ldots\}
\end{cases}
\]

B.7.4 Norm

The discovery that some diffusions satisfying Feller’s equation gain or lose mass at the boundary motivates interest in the total mass away from the boundary. More precisely, we investigate

\[
\|f_\pm\| = \lim_{x \to 0} \int_x^\infty f_\pm(x) \, dx,
\]

which we will call the norm of $f_\pm$. The definition extends from distributions to diffusions in the obvious way, becoming time-dependent. When (positive) mass exits the system, the norm should decrease.

Again focusing first on $f_{X^2}$, we have, by substituting (58) into (70),

\[
\|f_{X^2}\| = \lim_{x \to 0} \int_x^\infty f_{X^2}(x; \lambda, \nu) \, dx = \sum_{m=0}^{\infty} f_t(\lambda; m+1) \lim_{x \to 0} \int_x^\infty f_t(x; m+\nu+1) \, dx.
\]

If $\nu > -1$, then for all $m, m+\nu+1 > 0$ and $f_t(x; m+\nu+1)$ is a proper gamma distribution, with total integral 1. Then the norm of $f_{X^2}$ is an exhaustive sum of Poisson probabilities:
\[
\sum_{m=0}^{\infty} f_r(\lambda; m + 1) = \sum_{m=0}^{\infty} f_r(m; \lambda) = 1.
\]

Thus for \( \nu > -1 \), \( f_{\chi^2} \) as defined in (58) is a proper distribution over \((0, \infty)\).

But if \( \nu = -1 \), the norm of \( f_{\chi^2} \) falls below 1. In particular, segregating the \( m = 0 \) term in (53), we now get
\[
\| f_{\chi^2} \| = f_r(\lambda; 1) \lim_{X \downarrow 0} \int_{X}^{\infty} f_r(x; 0) dx + \sum_{m=1}^{\infty} f_r(\lambda; m + 1).
\]

Since the integrand is identically 0, the whole first term is too. The second term is a non-exhaustive sum of Poisson probabilities, \( \sum_{m=1}^{\infty} f_r(m; \lambda) = 1 - e^{-\lambda} \). Thus now \( \| f_{\chi^2} \| = 1 - e^{-\lambda} = F_r(\lambda; 1) \).

More generally, if \( \nu \) is a negative integer,
\[
\| f_{\chi^2} \| = \sum_{m=0}^{-\nu-1} f_r(\lambda; m + 1) \lim_{X \downarrow 0} \int_{X}^{\infty} f_r(x; m + \nu + 1) dx + \sum_{m=-\nu}^{\infty} f_r(\lambda; m + 1)
\]
The first sum is zero and the second is
\[
= \sum_{m=0}^{\infty} f_r(\lambda; m - \nu + 1) = F_r(\lambda; -\nu)
\]
using (57).

If \( \nu \) is not an integer yet less than \(-1\), then the integrals in the early terms of (71) are unbounded, so that in general the norm is too. In particular, the \( m = 0 \) term dominates, and diverges with \( \int x^\nu dx = x^{\nu+1} \). This behavior is consistent with the earlier finding that, under the same conditions, the singularity is an unbounded source of positive or negative mass.

\( f_{-\chi^2} \) behaves differently in this regard. From the definition (59), we calculate
\[
\| f_{-\chi^2} \| = \sum_{m=0}^{\infty} f_r(\lambda; m - \nu + 1) \lim_{X \downarrow 0} \int_{X}^{\infty} f_r(x; m + 1) dx = \sum_{m=0}^{\infty} f_r(\lambda; m - \nu + 1).
\]
(72)

When \( \nu < 0 \), (57) equates this to \( F_r(\lambda; -\nu) \).

When \( \nu \geq 0 \) is an integer, \( f_{-\chi^2} = f_{\chi^2} \), which we have already reviewed.

Finally, when \( \nu > 0 \) is not an integer, (72) decomposes as
\[
= \sum_{m=0}^{v} f_r(\lambda; m - \nu + 1) + \sum_{m=|v|}^{\infty} f_r(\lambda; m - \nu + 1) = \sum_{m=0}^{v} f_r(\lambda; m - \nu + 1) + F_r(\lambda; |v| - \nu)
\]
This is finite given \( \lambda \) and \( \nu \). But by choosing \( X_0 \), thus \( \lambda \), close to zero, the dominant \( m = 0 \) term can be made arbitrarily large, growing with \( \lambda^{-\nu} \). In general, the norm is unbounded.

Summary:
\[
\| f_{\chi^2}^* \| = \begin{cases} 
1 & \text{if } \nu > -1 \\
F_r(\lambda; -\nu) & \text{if } \nu \in \{-1, -2, \ldots\} \\
\pm \infty & \text{otherwise}
\end{cases}
\]
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\[
\|f_{-\chi^2}\| = \begin{cases} 
F_{\Gamma}(\lambda; -\nu) & \text{if } \nu < 0 \\
1 & \text{if } \nu \in \{0, 1, \ldots\} \\
F_{\Gamma}(\lambda; [\nu] - \nu) + \sum_{m=0}^{\lfloor \nu \rfloor} f_{\Gamma}(\lambda; m - \nu + 1) & \text{otherwise}
\end{cases}
\] (73)

According to (61), \(\lambda\) decreases monotonically with \(t\); it converges to \(X_0/a\) when \(b > 0\) and to 0 otherwise. As result, in those cases where the norm is finite but less than 1, equaling \(F_{\Gamma}(\lambda; -\nu)\), the diffusion is also norm decreasing: \(\|f_{\pm\chi^2}\|\) declines toward \(F_{\Gamma}(X_0/a; -\nu)\) if \(b < 0\) and toward 0 otherwise. On the other hand, the final case of (73) passes negative arguments to \(f_{\Gamma}(\cdot)\). This can produce large values of sign \((-1)^{[\nu]}\); and the magnitudes rise—unboundedly so when \(b \leq 0\) and thus \(\lambda \to 0\).

B.8. Completing the statement of the solutions

This review of the characteristics of \(f_{\chi^2}^\ast\) and \(f_{-\chi^2}^\ast\), summarized in Table 5, equips us to address some unfinished business. We have found that \(f_{\chi^2}^\ast\) possesses traits of a plausible physical or economic model—positivity, a cross-sectional norm of 1—when \(\nu > -1\) or \(\nu\) is an integer. Notably, the density defined for \(f_{\chi^2}^\ast\) does integrate to 1 over \((0, \infty)\). In partial contrast, for \(\nu \leq 0\), \(f_{-\chi^2}^\ast\) is positive and possesses a cross-sectional norm in the range \([0, 1]\)—but not necessarily equal to 1. Definition (59) therefore does not constitute a proper distribution.

How to fix this deficiency is now clear. Under the most meaningful parameter range, \(\nu \leq 0\), the cross-sectional norm of \(f_{-\chi^2}^\ast\) starts at 1 and then declines as \(F_{\Gamma}(\lambda; -\nu)\). Meanwhile, near \(X_t = 0\), the flux is negative: the singularity is a sink. So we know where the mass goes, and how much has gone at any given time.

We therefore define \(f_{-\chi^2}\) more rigorously with a cumulative distribution function over \([0, \infty)\). It accumulates the mass at \(X_t = 0\), where sample paths enter a cemetery or coffin state. The full Feller distribution thus has a discrete and a continuous component:

\[
F_{-\chi^2}(x; \lambda, \nu) = \begin{cases} 
1 - F_{\Gamma}(\lambda; -\nu) & \text{if } x = 0 \\
1 - F_{\Gamma}(\lambda; -\nu) + \sum_{m=0}^{\infty} f_{\Gamma}(\lambda; m - \nu + 1) \int_{0}^{x} f_{\Gamma}(x'; m + 1) dx' & \text{if } x > 0
\end{cases}
\] (74)

When \(\nu\) is an integer, we transfer this definition to the noncentral \(\chi^2\) cdf, \(F_{\chi^2}\). The augmentations carry over to \(f_{\chi^2}^\ast\) and \(f_{-\chi^2}^\ast\).

A special case is \(\nu = -1\), when \(f_{\chi^2}\) and \(f_{-\chi^2}\) both give the noncentral \(\chi^2\) distribution with \(k = 2(\nu + 1) = 0\) degrees of freedom. Under this distribution, the mass at the zero boundary is \(1 - F_{\Gamma}(\lambda; 1) = e^{-\lambda}\) (Siegel 1979; Hjort 1988).

By the definition of \(\lambda\) in (61), as \(t \to \infty\), \(\lambda \downarrow b\) when \(b > 0\); otherwise, \(\lambda \downarrow 0\). As a result, if \(b \leq 0\), essentially all of the mass eventually enters the singularity. But if \(b > 0\), the levitating component of exponential growth, deriving from the \(bX_t \, dt\) term in (48), rescues \(F_{\Gamma}(b; -\nu)\) of the mass from this fate.
Table 5. Characteristics of noncentral $\chi^2$ and Feller diffusions, $f^*_\pm$

<table>
<thead>
<tr>
<th>$\nu$</th>
<th>$f^*_\chi^2$</th>
<th>$f^*_{-\chi^2}$</th>
<th>$f^<em>_\nu = f^</em>-\chi^2$</th>
<th>$f^<em>_\nu = f^</em>-\chi^2$</th>
<th>$f^*_\nu$</th>
<th>$f^*_{-\chi^2}$</th>
<th>$f^*_{-\chi^2}$</th>
<th>$f^*_\nu$, $\nu \not\in \mathbb{Z}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nu &lt; -1$</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>$\nu = -1$</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>$-1 &lt; \nu &lt; 0$</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>$\nu = 0$</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>$0 &lt; \nu &lt; 1$</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>$1 \leq \nu$</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
</tbody>
</table>

B.9. Further characteristics of the solutions

B.9.1 Time to zero

By (74), under the Feller diffusion, the fraction of paths that go 0 by time $t$ is

$$q = 1 - F_\Gamma(\lambda; -\nu) = 1 - F_\Gamma\left(\frac{X_0}{at}; 1 - \tilde{c}\right)$$

This is also the fraction of paths $X_t^\gamma$, with $\gamma < 0$, that have exploded. Solving for $\tilde{t}$,

$$\tilde{t} = \frac{X_0}{aF^{-1}_\Gamma(1 - q; 1 - \tilde{c})}$$

Inverting the definition of $\tilde{t}$ in (39),

$$t = \begin{cases} \frac{1}{b} \ln(1 - b\tilde{t}) & \text{if } b \neq 0 \\ \tilde{t} & \text{if } b = 0 \end{cases}$$

Combining the above gives the time when a fraction $q$ of the Feller-diffusion paths have gone to 0 or (negative powers thereof have exploded):

$$t = \begin{cases} \frac{1}{b} \ln \left(1 - \frac{bX_0}{aF^{-1}_\Gamma(1 - q; -\nu)}\right) & \text{if } b \neq 0 \\ \frac{X_0}{aF^{-1}_\Gamma(1 - q; -\nu)} & \text{if } b = 0 \end{cases}$$

For example, if $q = 0.5$, this is the median hitting time of $X_t$ at zero, as well as the median explosion time of $X_t^\gamma$.

B.9.2 Moments

Moments of $x$

The $r^{th}$ raw moment of the standard gamma density is

$$\int_0^\infty x^r f_\Gamma(x; \alpha) dx = \frac{\Gamma(r + \alpha)}{\Gamma(\alpha)}$$

If $r + \alpha > 0$ the integral is 1, and the raw moment is

$$\frac{\Gamma(r + \alpha)}{\Gamma(\alpha)}.$$

Otherwise the integral and the moment are infinite.

It follows that the $r^{th}$ raw moment of the noncentral $\chi^2$ density is...
\[
\int_0^\infty x^r f_{\chi^2}(x; \lambda, \nu) \, dx = \int_0^\infty \sum_{m=0}^\infty f_\Gamma(\lambda; m+1) x^r f_\Gamma(x; m+\nu+1) \, dx \\
= \sum_{m=0}^\infty f_\Gamma(\lambda; m+1) \int_0^\infty x^r f_\Gamma(x; m+\nu+1) \, dx \\
= \sum_{m=0}^\infty f_\Gamma(\lambda; m+1) \frac{\Gamma(r+m+\nu+1)}{\Gamma(m+\nu+1)}.
\]

This holds if \( \nu + r + 1 > 0 \). Otherwise the moment is infinite.

In particular, if \( \nu > -2 \), the mean of the density \( f_{\chi^2}(x; \lambda, \nu) \) is

\[
E_x[f_{\chi^2}] = \sum_{m=0}^\infty f_\Gamma(\lambda; m+1) \frac{\Gamma(m+\nu + 2)}{\Gamma(m+\nu+1)} = \sum_{m=0}^\infty f_\Gamma(\lambda; m+1)(m+\nu + 1) \\
= \sum_{m=0}^\infty f_\Gamma(\lambda; m+1)(1+\nu) \sum_{m=0}^\infty f_\Gamma(\lambda; m+1) \\
= \sum_{m=0}^\infty f_p(m; \lambda)(1+\nu) \sum_{m=0}^\infty f_p(m; \lambda)
\]

The first sum in the last expression is the 1\textsuperscript{st} moment of the Poisson distribution, which is \( \lambda \), while the second is the 0\textsuperscript{th} moment, which is 1. Thus the mean of the noncentral \( \chi^2 \) density is \( \lambda + \nu + 1 \).

Similarly, if \( \nu > -3 \), the 2\textsuperscript{nd} raw moment of \( f_{\chi^2} \) is

\[
E_{x^2}[f_{\chi^2}] = \sum_{m=0}^\infty f_\Gamma(\lambda; m+1) \frac{\Gamma(m+\nu + 3)}{\Gamma(m+\nu+1)} = \sum_{m=0}^\infty f_\Gamma(\lambda; m+1)(m+\nu + 1)(m+\kappa + 2) \\
= \sum_{m=0}^\infty f_p(m; \lambda)(m+\nu + 1)(m+\kappa + 2) \\
= \sum_{m=0}^\infty f_p(m; \lambda) m^2 + (\nu + 1)(m+\kappa + 2) \sum_{m=0}^\infty f_p(m; \lambda) m + (\nu + 1)(\nu + 1) \sum_{m=0}^\infty f_p(m; \lambda)
\]

The second raw moment of the Poisson distribution is \( \lambda^2 + \lambda \) (so that the variance is \( \lambda \)). The above is then

\[
= \lambda^2 + \lambda + (2\nu + 3) \lambda + (\nu + 2)(\nu + 1) = (\lambda + \nu + 1)^2 + 2\lambda + \nu + 1
\]

Subtracting the square of the mean from this raw 2\textsuperscript{nd} moment gives the variance of the density:

\[
\text{Var}[f_{\chi^2}] = (\lambda + \nu + 1)^2 + 2\lambda + \nu + 1 - (\lambda + \nu + 1)^2 = 2\lambda + \nu + 1.
\]

Again, this is the variance of the full distribution if \( \nu > -1 \).

As for \( f_{-\chi^2} \) (which includes the case of \( f_{\chi^2} \) when \( \nu = -1 \)), the \( r \)\textsuperscript{th} raw moment is

\[
E_{x^r}[f_{-\chi^2}] = \sum_{m=0}^\infty f_\Gamma(\lambda; m - \nu + 1) \frac{\Gamma(r+m+1)}{\Gamma(m+1)}
\]

For \( r = 1 \), we develop this as

\[
= \sum_{m=0}^\infty f_\Gamma(\lambda; m - \nu + 1)(m - \nu) + \sum_{m=0}^\infty f_\Gamma(\lambda; m - \nu + 1)(\nu + 1)
\]

(75)
We apply (57) to the second sum. And via the identity,
\[\alpha f_\Gamma(z;\alpha + 1) = z f_\Gamma(z;\alpha),\] (76)
we rewrite the first sum in (75) as
\[\sum_{m=0}^{\infty} f_\Gamma(\lambda; m - \nu + 1)(m - \nu) = \lambda f_\Gamma(\lambda; -\nu) + \lambda \sum_{m=1}^{\infty} f_\Gamma(\lambda; m - \nu) = \lambda f_\Gamma(\lambda; -\nu) + \lambda \sum_{m=0}^{\infty} f_\Gamma(\lambda; m - \nu + 1) = \lambda f_\Gamma(\lambda; -\nu) + \lambda F_\Gamma(\lambda; -\nu).\] (77)

The development of \(E_x[f_{-x^2}]\) continues with
\[= (\nu + 1) F_\Gamma(\lambda; -\nu) + \lambda f_\Gamma(\lambda; -\nu) + \lambda F_\Gamma(\lambda; -\nu) = \lambda f_\Gamma(\lambda; -\nu) + (\lambda + \nu + 1) F_\Gamma(\lambda; -\nu).\] (78)

This computation neglects the probability mass at 0. But the result is correct because the mass at 0 contributes 0 to the raw moment.

In the same vein, the 2\textsuperscript{nd} raw moment of \(f_{-x^2}\) is
\[E_x[f_{-x^2}] = \sum_{m=0}^{\infty} f_\Gamma(\lambda; m - \nu + 1) \frac{\Gamma(m + 3)}{\Gamma(m + 1)} = \sum_{m=0}^{\infty} f_\Gamma(\lambda; m - \nu + 1)(m + 2)(m + 1)\] (79)
A step in (75) was to recast \((m + 1)\) as \((m - \nu) + (\nu + 1);\) the second-degree equivalent is
\[(m + 1)(m + 2) = (m - \nu)(m - \nu - 1) + 2(\nu + 2)(m - \nu) + (\nu + 1)(\nu + 2).\] (80)

Now,
\[\sum_{m=0}^{\infty} f_\Gamma(\lambda; m - \nu + 1)(m - \nu)(m - \nu - 1) = \lambda \sum_{m=0}^{\infty} f_\Gamma(\lambda; m - \nu)(m - \nu - 1) = \lambda^2 \sum_{m=0}^{\infty} f_\Gamma(\lambda; m - \nu - 1)
= \lambda^2 f_\Gamma(\lambda; -\nu - 1) + \lambda^2 f_\Gamma(\lambda; -\nu) + \lambda^2 \sum_{m=0}^{\infty} f_\Gamma(\lambda; m - \nu + 1)
= \lambda(-\nu - 1) f_\Gamma(\lambda; -\nu) + \lambda^2 F_\Gamma(\lambda; -\nu) + \lambda^2 F_\Gamma(\lambda; -\nu)
= \lambda(\lambda - \nu - 1) F_\Gamma(\lambda; -\nu) + \lambda^2 F_\Gamma(\lambda; -\nu).
\]

Substituting with this formula as well as (77) and (80) into (79), the 2\textsuperscript{nd} raw moment is
\[= \sum_{m=0}^{\infty} f_\Gamma(\lambda; m - \nu + 1)(m - \nu)(m - \nu - 1) + 2(\nu + 2) \sum_{m=0}^{\infty} f_\Gamma(\lambda; m - \nu + 1)(m - \nu) + (\nu + 1)(\nu + 2) F_\Gamma(\lambda; -\nu)
= \lambda(\lambda - \nu - 1) f_\Gamma(\lambda; -\nu) + \lambda^2 F_\Gamma(\lambda; -\nu) + 2(\nu + 2)(\lambda f_\Gamma(\lambda; -\nu) + \lambda F_\Gamma(\lambda; -\nu)) + (\nu + 1)(\nu + 2) F_\Gamma(\lambda; -\nu)
= \lambda(\lambda + \nu + 3) f_\Gamma(\lambda; -\nu) + (\lambda + (\lambda + \nu + 1)(\lambda + \nu + 2)) F_\Gamma(\lambda; -\nu)\]
Subtracting the square of the mean, in (78), then gives the full expression for the variance of the Feller distribution:

$$\text{Var}[f_{\chi^2}] = \lambda (\lambda + 3) f_\Gamma(\lambda; -\nu) + (\lambda + (\lambda + 3)(\lambda + 2)) F_\Gamma(\lambda; -\nu) - [\lambda f_\Gamma(\lambda; -\nu) + (\lambda + 1) F_\Gamma(\lambda; -\nu)]$$

To obtain cross-sectional means and variances of the diffusions, we need to divide corresponding formulas for the distributions by $dx/dX_t = e^{-bt}/a \tilde{t}$ and its square, respectively, in order to pull back through $X_t \mapsto x$ in (39) for fixed $t$.

Summary, after additional rearrangements:

$$\begin{align*}
\mathbb{E}_x[f_{\chi^2}] &= \lambda + \nu + 1 \\
\text{Var}_x[f_{\chi^2}] &= 2\lambda + \nu + 1 \\
\mathbb{E}_x[f_{-\chi^2}] &= \lambda f_\Gamma(\lambda; -\nu) + (\lambda + (\lambda + 1)(\lambda + 2)) F_\Gamma(\lambda; -\nu) - [\lambda f_\Gamma(\lambda; -\nu) + (\lambda + 1) F_\Gamma(\lambda; -\nu)]
\end{align*}$$

Moreover, since the excess kurtosis of $f_\Gamma(\cdot; \alpha)$ is $6\alpha$, when $f_{\pm\chi^2}$ are valid distributions, they inherit the leptokurticity via the definitions (58) and (59).

Moments of $\ln x$

If $x$ is gamma-distributed, the $r^{th}$ raw moment of its log is

$$\mathbb{E}_{(\ln x)^r} [f_\Gamma] = \int_0^\infty (\ln x)^r f_\Gamma(x; \alpha) dx$$

$$= \int_0^\infty (\ln x)^r x^{\alpha-1} e^{-x} dx$$

$$= \left. \frac{1}{\Gamma(\alpha)} \frac{\partial^r}{\partial t^r} x^{\alpha-1+t} e^{-x} dx \right|_{t=0}$$

$$= \left. \frac{1}{\Gamma(\alpha)} \frac{\partial^r}{\partial t^r} (\ln x)^{\alpha-1+t} e^{-x} dx \right|_{t=0}$$

$$= \left. \frac{1}{\Gamma(\alpha)} \frac{\partial^r}{\partial t^r} \Gamma(\alpha + t) \right|_{t=0}$$

$$= \left. \frac{1}{\Gamma(\alpha)} \frac{\partial^r}{\partial \alpha^r} \Gamma(\alpha) \right|_{\alpha=1}$$

To compute the derivates $\frac{\partial^r}{\partial \alpha r} \Gamma(\alpha)$, we use Pascal’s Triangle–type identities for the derivatives of a function in terms of the derivatives of its log—which here are the digamma function $\psi$ and the higher polygamma functions $\psi_1, \psi_2, \ldots$.

$$\begin{align*}
\Gamma' &= \Gamma \psi \\
\Gamma'' &= \Gamma' \psi + \Gamma \psi_1 \\
&= \Gamma \cdot (\psi^2 + \psi_1) \\
\Gamma''' &= \Gamma'' \psi + 2\Gamma' \psi_1 + \Gamma \psi_2 \\
&= (\Gamma \psi^2 + \Gamma \psi_1) \psi + 2\Gamma \psi \psi_1 + \Gamma \psi_2 \\
&= \Gamma \cdot (\psi^3 + 3\psi \psi_1 + \psi_2) \\
\Gamma'''' &= \Gamma''' \psi + 3\Gamma'' \psi_1 + 3\Gamma' \psi_2 + \Gamma \psi_3 \\
&= \Gamma \cdot (\psi^4 + 3\psi^2 \psi_1 + \psi_2) \psi + 3(\psi^2 \psi_1 + \psi_1) \psi_1 + 3\psi \psi_2 + \psi_3 \\
&= \Gamma \cdot (\psi^4 + 6\psi^2 \psi_1 + 4\psi \psi_2 + 3\psi_1^2 + \psi_3)
\end{align*}$$

We get
The fourth central moment is

\[E_{\ln x}[f_r]^4 = E_{\ln x}[f_r] - 4 E_{\ln x}[f_r] E_{\ln x}[f_r] + 6 E_{\ln x}[f_r]^2 E_{\ln x}[f_r]^2 - 4 E_{\ln x}[f_r] E_{\ln x}[f_r]^3 + E_{\ln x}[f_r]^4\]

\[= \psi^4 + 6\psi^2\psi_1 + 4\psi\psi_2 + 3\psi_1^2 + \psi_3 - 4\psi(\psi^3 + 3\psi\psi_1 + \psi_2) + 6\psi^2(\psi^2 + \psi_1) - 3\psi^4\]

\[= 3\psi_1^2 + \psi_3\]

So the excess kurtosis of $\ln x$ under the standard gamma distribution is

\[
\frac{E_{\ln x}[E_{\ln x}[f_r]]^4}{(\text{Var}_{\ln x}[f_r])^2} - 3 = \frac{3\psi_1^2(\alpha) + \psi_3(\alpha)}{\psi_1^2(\alpha)} - 3 = \frac{\psi_3(\alpha)}{\psi_1^2(\alpha)} > 0
\]

If $\nu \geq -1$, so that $f_{\pm\chi^2}(x; \lambda, \nu)$ is a valid distribution, then the leptokurticity of $\ln x$ is also bequeathed to $f_{\chi^2}$. Under $f_{-\chi^2}$, $\ln x$ has infinite kurtosis on the low side because of the non-zero mass at $x = 0$. These properties transfer in the now-familiar way to $X_t$ and $X_t^\gamma$. 

\[E_{\ln x}[f_r] = \frac{1}{\Gamma(\alpha)} \frac{\partial}{\partial \alpha} \Gamma(\alpha) = \psi(\alpha)\]

\[E_{(\ln x)^2}[f_r] = \frac{1}{\Gamma(\alpha)} \frac{\partial^2}{\partial \alpha^2} \Gamma(\alpha) = \psi(\alpha)^2 + \psi_1(\alpha)\]

\[\text{Var}_{\ln x}[f_r] = E_{(\ln x)^2}[f_r] - (E_{\ln x}[f_r])^2 = \psi_1(\alpha)\]