Working memory training improves reading processes in typically developing children
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The goal of this study was to investigate whether a brief cognitive training intervention results in a specific performance increase in the trained task, and whether there are transfer effects to other nontrained measures. A computerized, adaptive working memory intervention was conducted with 9- to 11-year-old typically developing children. The children considerably improved their performance in the trained working memory task. Additionally, compared to a matched control group, the experimental group significantly enhanced their reading performance after training, providing further evidence for shared processes between working memory and reading.
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In everyday life, working memory (WM) is essential for many cognitive processes such as language comprehension, planning or problem solving, and fluid intelligence (e.g., Cowan et al., 2005; Miyake & Shah, 1999). We refer to WM as a dynamic processing system, which is capable of temporarily storing and manipulating a limited amount of information (Kane & Engle, 2002). It is widely assumed that the capacity of WM is fixed to a certain amount of items or chunks, and it has been demonstrated that this amount is age related and varies considerably among individuals (Cowan, 2001; Gathercole, 1999; Pickering, 2001; Rouder et al., 2008). Individual differences in the capacity of WM may arise for several reasons, including limited capacity per se (e.g., Cowan, 2005) or limitations in the cognitive control mechanisms supporting WM (e.g., Hasher, Lustig, & Zacks, 2008; Hasher & Zacks, 1988).
It has been argued that WM capacity is crucial for children’s general ability to acquire knowledge and new skills (Alloway, Gathercole, Adams, & Willis, 2005; Gathercole, Lamont, & Packiam Alloway, 2006; Gathercole, Pickering, Knight, & Stegman, 2004). There is also evidence that WM capacity is directly related to scholastic achievement (Alloway, Gathercole, Kirkwood, & Elliott, 2009; Pickering, 2006; Rapport, Scanlan, & Denney, 1999), as for example, to mathematical skills (e.g., Alloway et al., 2005; Bull & Scerif, 2001; Gathercole, 1999; Mayringer & Wimmer, 2000; McLean & Hitch, 1999; Passolunghi & Siegel, 2001; Siegal & Ryan, 1989), but also to vocabulary (Daneman & Green, 1986), language comprehension (e.g., Nation, Adams, Bowyer-Crane, & Snowling, 1999; Seigneuric, Ehrlich, Oakhill, & Yuill, 2000), and reading ability (e.g., de Jong, 1998; Gathercole, Brown, & Pickering, 2003; Gathercole et al., 2004; Swanson, 1994).

There is a lot of research specifically dedicated to the investigation of the relationship between reading processes and WM. For example, it has been shown in adults that reading comprehension relies on the executive or attention component of WM but also, although to a lesser extent, on the phonological processing and storage component (Daneman & Carpenter, 1980; Daneman & Merikle, 1996). However, de Jonge and de Jong (1996) demonstrated that both executive processing as well as simple storage are equally related to reading comprehension in typically developing children and that both are related to reading speed. Further evidence for an association between WM and reading comes from studies with dyslexic children, which often have phonological deficits (Goulardris, 2003; Snowling, 1998) and, compared to typically developing children, show poorer performance in complex WM spans (Jeffries & Everatt, 2004; Reiter, Tucha, & Lange, 2004), tasks that tap the executive component of WM (Daneman & Carpenter, 1980).

Looking beyond specific school-related skills, there is also evidence that children with low-WM capacity need additional classroom support in school in order to achieve appropriate goals (Alloway et al., 2009). Furthermore, these children have low attention spans, are easily distracted and tend to forget instructions. Therefore, low-WM capacity seems to be a high-risk factor for underachievement in early school years (Alloway et al., 2009).

In sum, WM seems to be a very important factor for scholastic achievement in many domains, including reading. Consequentially, even small increases in the efficacy of WM may significantly improve children’s performance in the classroom and in their daily lives (Minear & Shah, 2006). Therefore, it is not surprising that WM training in children is of high interest. Klingberg and colleagues for example were able to show that WM training with children diagnosed with attention deficit/hyperactivity disorder (ADHD) not only leads to performance improvements in the trained task but also improves other nontrained WM tasks and even matrix reasoning (Klingberg et al., 2005; Klingberg, Forssberg, & Westerberg, 2002). Further, there is some recent evidence by this group that WM training has beneficial effects on nontrained WM tasks and attention in typically developing preschool children (Thorell, Lindqvist, Bergman Nutley, Bohlin, & Klingberg, 2008). Studies with young adults have demonstrated transfer of WM training either within the same cognitive domain (Dahlin, Stigsdotter Neely, Larsson, Backman, & Nyberg, 2008; Persson & Reuter-Lorenz, 2008), or even to more general cognitive abilities relying on WM, such as fluid intelligence (Gf; Jaeggi, Buschkuehl, Jonides, & Perrig, 2008). What might be the mechanism responsible for those transfer effects? Although the aforementioned studies are quite diverse in terms of samples, training, and transfer tasks, all of them
train some aspect of WM, and, furthermore, the transfer is found in domains that are closely related to WM. Thus, it seems that transfer occurs if the training and transfer task share common processes (Jaeggi et al., 2008; Persson & Reuter-Lorenz, 2008). Considering that WM is the underlying process that determines the performance of a multitude of tasks (Cowan et al., 2005), one could predict that training WM will be beneficial for all other tasks and domains that rely on the efficacy of WM. Direct evidence for this view comes from a recent study demonstrating that transfer occurs if the training and the transfer task engage overlapping brain regions, but not if they engage different regions (Dahlin et al., 2008).

Despite the importance of WM for scholastic achievement, there are very few studies to date that examined effects of WM training on standardized academic achievement tests. Traditionally, interventions aimed at reading difficulties by primarily focusing on phonological awareness (e.g., Brady, Fowler, Stone, & Winbury, 1994) or other phonological processes (e.g., Cohen et al., 2006) rather than on WM processes. Early, noncomputerized training studies with children that focused directly on WM provided mixed results but indicated that there is some potential to improve reading by training WM (Gutezeit & Meier, 1977; Hays & Pereira, 1972; Maridaki-Kassotaki, 2002; Whisler, 1974). Recently, St. Clair-Thompson, Stevens, Hunt, and Bolder (2010) examined a computer game that was designed to train memory strategies in typically developing children. Although the intervention group improved in various WM tasks, no gains in standardized academic tests such as reading or arithmetic were obtained. However, there is considerable evidence that strategy training yields large improvements in the trained task but usually results in only small transfer effects due to the intense practice of very task-specific skills (Lustig, Shah, Seidler, & Reuter-Lorenz, 2009). Holmes, Gathercole, and Dunning (2009) trained low-WM children with adaptive WM tasks as used by Klingberg et al. (2005) and observed improvements in several nontrained WM tasks. However, also in this study, there was no evidence for training-related improvements in reading, mathematical ability, or in general intelligence. In contrast, another recent study showed larger improvements in reading speed after a computerized WM training in adult dyslexic readers than in age-matched nondyslexic readers (Horowitz-Kraus & Breznitz, 2009). Finally, Chein and Morrison (2010) trained college students on a visual and a verbal complex span task for 4 weeks and observed transfer on a reading comprehension task.

To conclude, evidence for improved reading after WM training is very scarce, and there are no studies available investigating whether WM training improves reading processes in typically developing children. Therefore, the goal of the current study is to determine whether WM training in this group will lead to transfer effects to important school-related domains; in our case, reading performance.

For the present study, we developed a special variant of a WM task that we used previously in order to train old adults (Buschkuehl et al., 2008). This training taps both storage and processing resources and is based on classic WM span measures such as the reading, operation, or spatial span tasks (Conway et al., 2005; Daneman & Carpenter, 1980; Shah & Miyake, 1996). In our version, participants had to identify the orientation of each picture in a series of animal pictures; that is, they had to decide whether an animal was presented correctly or upside-down. Immediately after presentation of the series, the children had to recall the order in which the animals were presented. Since verbal rehearsal strategies are already common at the age of our sample (Gathercole, 1999), the response window after the presentation of each item was kept short in order to minimize the use of verbal rehearsal or other strategies. Moreover, the training task was adaptive, forcing the
participants to train at their WM capacity limit: After each successful trial, WM load was increased by one item, and after failure, it was reduced by one item.

We used three different measures for reading ability as obtained with the Salzburg Reading Test (SLT; Landerl, Wimmer, & Moser, 1997) in order to investigate differential effects of training: Pseudowords, single words, as well as text passages. Synthetic and phonological reading are assessed with pseudoword reading, requiring self-generated pronunciation without the possibility to access previously acquired and stored knowledge. Automatic and direct word recognition is assessed with single and composite words. The third part consists of reading a short, coherent story (Landerl et al., 1997). The requirement is to read as quickly and accurately as possible in all subcomponents. As we train on WM, we expected more transfer to those reading tasks that place more demands on WM. Thus, we predicted the largest transfer effect for text reading because proficient reading requires the simultaneous engagement of multiple WM-related processes: Information must be held in WM until a sentence has been read to the end. Additionally, reading demands the continuous encoding of words, the storage of these words and/or the general content across sentences, building inferences between words and sentences, and, finally, comprehension and interpretation (Just & Carpenter, 1992). These multiple processes are less important in single word and pseudoword reading and, thus, our WM training should have a smaller impact on those tasks.

In addition to reading performance, we also included a transfer task, which is highly correlated with measures of scholastic achievement, namely \( Gf \) as measured with a matrix reasoning task. Concerning \( Gf \), the dose-response curve observed in Jaeggi et al. (2008) led to the prediction of only small transfer effects (if any), since the training time in the present study was considerably shorter than the one implemented in the previous study. In addition, the training task we used here does not involve as much visuospatial WM processes as the one used in Jaeggi et al. (2008). Consequently, there are less overlapping processes between the training and the transfer task. Thus, although we did not expect large effects in \( Gf \) in the present study, the inclusion of this task is important in order to get a sense of how this training compares to our successful dual \( n \)-back training.

Furthermore, differential effects of training and transfer were of interest. One important issue is to ensure that any observed transfer effect is strictly training related and not due to preexisting individual differences. Therefore, appropriate matching between the training and the control group is essential. Nevertheless, within the training group, we have seen that individual differences in intelligence affect the transfer results in that participants with initially lower intelligence scores showed larger transfer effects (Jaeggi et al., 2008), presumably because there was more room for improvement. Thus, also in this study, we tested whether interindividual differences as assessed at pretest are related to training performance and transfer. Additionally, we examined whether and how performance in the training task affects transfer.

The present study differs in various ways from previous training research conducted with children. Unlike many other WM-training studies in which different tasks were combined into multidomain interventions (e.g., Buschkuehl et al., 2008; Klingberg et al., 2002, 2005; Persson & Reuter-Lorenz, 2008; Rueda, Rothbart, McCandliss, Saccomanno, & Posner, 2005), we used only one training task, making sure that the effects could be traced back to one specific task and its involved processes. Also, we allocated only a minimal amount of training time (10 sessions), which is considerably shorter than the training time used in other approaches (e.g., Klingberg et al., 2002, 2005). Finally, we used an adequate number of subjects and an adequate, well-matched control group.
METHOD

Participants

A total of 66 children aged 9 to 11 (M = 9.50 years, SD = 0.56) participated in the study. All of them attended the end of third grade or the beginning of fourth grade in elementary schools near Bern, Switzerland, at the time of data collection. The parents gave written consent for their children to participate in the study. The experimental group consisted of one entire class of 24 children, and 42 children from four other classes formed the control group. No payment or rewards were offered for participation.

After data collection, 6 children (4 from the experimental group) were excluded from data analyses because of known and diagnosed neurological, psychiatric, or developmental disorders as assessed by teacher reports. Three of them had diagnosed developmental disorders (one ADHD, one visual perception disorder, and one auditory perception disorder), and for 1 child there was reasonable evidence for an epileptic disorder. Another child had a concussion between pre- and posttest sessions, and, finally, 1 child was excluded because of missing data in the pretest session due to time constraints. The remaining 40 children of the control group were matched one by one with a child of the remaining 20 children of the experimental group; thus the data of 20 control children were not used for data analyses. Matching criteria were gender, age in months, and pretest scores in Gf. Additional factors such as special education needs or native language were held constant between groups as much as possible. Most of the children were native Swiss-German speakers. Of the non-native Swiss-German-speaking children, all of them understood and spoke German fluently without having any problems following the training and test sessions. After this matching procedure, both groups consisted of 20 children with 11 girls and 9 boys in each group. The mean age was 119.75 months (SD = 5.95) for the experimental group, and 120.25 months (SD = 4.95) for the control group, t(38) = 0.29; p = ns. Concerning Gf at pretest, there was no significant group difference either (experimental group: M = 24.16, SD = 4.32; control group: M = 26.30, SD = 4.88), t(38) = 1.47; p = ns.

Apparatus

The training was performed using Windows-based computers with 17-inch screens set at a 1024 x 768 resolution. The training was programmed with E-Prime (Release 1.1) and was conducted in a computer lab consisting of 12 machines. No previous computer skills were required for the completion of the training. All transfer tasks were administered as paper-and-pencil versions.

Task Design and General Procedure

The experimental group received 2 weeks of WM training, preceded and followed by pre- and posttests. The control group participated in the pre- and posttests at the same test-retest interval but did not take part in any intervention.

The pre- and posttests were conducted 3 or 4 days before and after the training, respectively. Thus, in the experimental group, the time between pre- and posttests was 18 days, except for 2 children for whom the time was 19 days. In the control group, the time between both test sessions was 18 days for all children.

The training took place over 2 consecutive weeks from Monday to Friday during the first school lesson in the morning. For the training, the class was divided into two groups...
of 12 children who performed the training individually in a computer lab. The group to go first alternated each day. The training consisted of two 6-minute blocks separated by a 5-minute break.

**Material and Procedure**

**Training** The training task was a WM span task consisting of two parts, as illustrated in Figure 1. In the first part (processing/encoding stage), a sequence of animals was presented in the center of the computer screen. There were four possible animals (300 × 300 pixels in size), which could be named with two syllables in Swiss-German (camel, 

![Figure 1](Training task: A complete trial with a set size of two is shown. In the encoding/processing stage, participants have to decide about the orientation of the picture (click on the green mouse button [right] for correct presentation or on the red button [left] for upside-down) while encoding the sequence at the same time. Five monkeys appear if participants make a mistake in this stage or if they take more than 3 s to respond. In the recall stage, participants have to reproduce the sequence of animals presented in the encoding/processing stage by clicking on the appropriate animals from the display in the correct order. At the end of the trial, participants receive feedback on whether the recall was correct or not. In addition, the current high score is given on the left, indicating the highest set size obtained in a particular session so far. After the feedback screen, a new trial begins with the set size depending on performance in the previous trial (see text for details).}
zebra, giraffe, and rhino). The stimuli were taken from the Snodgrass and Vanderwart-“like” objects (Rossion & Pourtois, 2004) consisting of colored and shaded line drawings. Each picture appeared either normally or upside-down, and the participants had to decide on the orientation of the picture by pressing the appropriate mouse button (right/green for correct presentation, left/red for upside-down). At the same time, the sequence of animals had to be encoded in order.

Participants were allowed 3000 ms to give their orientation answer; otherwise, five monkeys appeared on the upper part of the computer screen (see Figure 1) as a prompt to respond quickly. The same monkeys also appeared if the participants hit the wrong button.

In the second part (recall stage), participants had to reproduce the previously shown animal sequence in the correct order. They could do this by clicking on the appropriate pictures (200 × 200 pixels) consisting of the four possible animals that were displayed in the upper half of the screen (see Figure 1; recall stage). As a confirmation for their mouse click, a small picture (100 × 100 pixels) of the chosen animal appeared at the bottom of the screen. Once an animal was chosen by a mouse click, it could not be changed, but there was no time limit for the recall of the items.

The orientation of the animals in the first part of the task was randomly assigned. The sequence of animals was also determined randomly and, thus, each animal could appear multiple times within a sequence; however, there was the restriction that no animal could be presented more than twice in a row.

An important feature of the training was its adaptivity in that task difficulty was matched to the actual performance of each individual: If the subjects made no mistakes in the first part and reproduced the previously shown sequence correctly in the second part, the next sequence length (henceforth termed “set size”) was increased by one animal. If the participants made a mistake in the first part (i.e., by pressing the wrong mouse button, taking too much time to answer, or both) but reproduced the sequence correctly, the next set size remained unchanged. If the children reproduced the sequence incorrectly (regardless of the performance in the first part) the next set size was reduced by one animal. The smallest possible set size was two.

In order to make the training task attractive for children, a performance feedback was given at the end of each trial (see Figure 1): Participants could win points that were expressed as apples that piled up. Each time the presented sequence of animals was reproduced in the correct order, the participant won an apple. If the repeated sequence was incorrect, no apples were earned; and, in addition, a monkey appeared that prevented the participant from winning an apple. However, apples that were already won were not taken away. Furthermore, a performance indicator was given as a high score representing the maximum number of animals that could be reproduced in the correct order if there was no mistake in the first part of the training task. After the feedback screen, the next trial started as soon as the participant hit the mouse button.

In each training session, the task started with a set size of two animals and ended after 6 minutes. The averaged set size per run served as the dependent variable.

**Transfer tasks**

**Test of Nonverbal Intelligence (TONI; Brown, Sherbenou, & Johnsen, 1997)** This task was used to measure abstract, figural problem solving, that is fluid intelligence (Gf; Brown et al., 1997). Out of four to six alternatives, the child had to choose
the solution that logically concluded the pictures of geometric patterns depicted above the response alternatives. The participants were given a test booklet with 45 problems. Due to time constraints, the time for task completion was restricted to 10 minutes in which the children had to solve as many problems as possible. The children were told that they might not reach the end of the booklet within this time, but that they should just try to solve as many problems as possible. The standardized procedure according to the test manual gives no time limit to complete the test (Brown et al., 1997). However, most of the children completed all problems in 10 minutes or less, thus we think that this procedure had no adverse effects on the validity or reliability of the test as a measure of Gf. Further, we only used raw scores instead of the norm-based data for our analyses. Before the actual task, five practice trials were given in order to ensure that the task was properly understood. The dependent variable consisted of the number of correctly solved trials in this time frame. Parallel forms were used for the pre- and posttests.

**Salzburger Lesetest (SLT)** This task is the reading part of the Salzburg Reading and Spelling Test and is widely used to assess reading ability in German-speaking countries (Landerl et al., 1997). The correlations between the subtests used here and German grades range between \( r = .37 \) and \( r = .54 \) (Landerl et al., 1997), thus, it seems that the test has some external validity, and we consider it as a valid predictor of school-relevant skills. The parallel test reliability scores for reading speed in this test are adequate (between \( r = .84 \) and \( r = .99 \); Landerl et al., 1997) and therefore suitable for pre- and posttests in a training study.

The children were given five different sheets containing pronounceable pseudowords (24 dissimilar to words, 30 similar to words), words (30 frequent words, 11 compound words), as well as a short and meaningful story (57 words long) in which context facilitated successful reading, representing a normal reading situation (Landerl et al., 1997). Words, pseudowords, and story had to be read as quickly and as correctly as possible and reading times and errors for the whole sheet were recorded. As dependent variables, the RTs and number of errors were \( z \)-transformed and summarized into three composite measures, one for pseudowords, one for words, and one for text. Parallel forms were used in the pre- and posttest sessions.

**Data Analysis**

Statistical analyses were performed with SPSS (Release 15.0.1). All statistic tests are based on a significance level of \( \alpha = .05 \).

For the experimental group, the mean training level was assessed for each child and training session, and the mean set size per training day was calculated. In order to get a measure for the individual training gain, we calculated the individual performance differences between the first and the last training day. Additionally, the mean set size over all sessions was calculated. For all training data, the first three trials of each session were regarded as warm-up trials and were excluded from data analyses. In cases of missing data, the respective value was interpolated between the former and latter session based on the individual training scores. However, this affected only two values, which represented less than 0.01% of all data points.

We also investigated whether interindividual differences were related to training performance by means of correlational analyses. We considered performance on the intelligence and reading measure at pretest as potential determinants of training and transfer.
Thus, we correlated these variables with the overall training performance (mean all training sessions), and the training gain (difference of the last and the first training session, divided by the first training session).

For the transfer measures, we first tested whether the two training groups differed at pretest using independent \( t \)-tests. We analyzed a global transfer effect by calculating a multivariate analysis of variance (MANOVA) with group (experimental, control) as the between factor and the differences between post- and pretest scores (from this point on termed gain scores) as dependent variables. Following the suggestions by Olson and Stevens (Olson, 1974, 1979; Stevens, 1979) we report Pillai’s \( V \) as an \( F \)-statistic, assuming that it yields the most robust outcome. Further, we used a discriminant function analysis and separate independent \( t \)-tests with the gain scores as dependent measures to follow up the MANOVA.

Finally, we tested whether interindividual differences were related to the transfer effects. We took the variables in which we found significant transfer effects by means of the MANOVA and \( t \)-tests as described above and correlated them with \( Gf \) and reading performance at pretest, as well as the overall training performance and the training gain.

RESULTS

Specific Training Effect

The mean performance across all children is depicted in Figure 2. There were large interindividual differences in training performance, as there were children who highly improved their performance, while others showed almost no improvement at all. On average, the children performed 55.6 trials (\( SD = 9.13 \)) per training day and reached an overall set size of 4.03 (\( SD = 0.61 \)). The highest set size consisted of eight items, which was only reached by four children. On the first day, the children started on an average set size of 3.37 (\( SD = 0.57 \)). On the last day, their average set size was 4.16 (\( SD = 0.84 \)), representing a significant performance increase of 23\%, \( t(19) = -6.20, p < .001, d = 1.09 \). The increase from the second (\( M = 3.92, SD = 0.63 \)) to the last training day also remained significant (6% increase), \( t(19) = -1.97, p < .05, d = 0.32 \); however, comparing the third (\( M = 4.02, \)

Figure 2 Training performance for all participants. The mean training levels (average set size) as well as the corresponding standard errors of the mean are depicted for each training session. The first three trials of each training session were excluded from the analysis.
Table 1 Pearson’s Correlations Between Interindividual Differences and Training Performance.

<table>
<thead>
<tr>
<th></th>
<th>TONI pretest</th>
<th>SLT pretest</th>
<th>Overall training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid intelligence (TONI) at pretest</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading (SLT) at pretest</td>
<td>.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall training performance (mean all sessions)</td>
<td>.21</td>
<td>-.33</td>
<td></td>
</tr>
<tr>
<td>Training gain (session 10 minus Session 1)</td>
<td>-.02</td>
<td>-.38</td>
<td>.60**</td>
</tr>
</tbody>
</table>

Note. n = 20. TONI = Test of Nonverbal Intelligence. SLT = Salzburger Lesetest (composite score all subtests).

**p < .01.

SD = 0.59) with the last day, the improvement was no longer significant (3% increase),
t(19) = −1.33, p = .10, d = 0.19.

Interindividual Differences and Training Performance

The correlation matrix correlating training performance (overall training performance and training gain) and the interindividual differences variables (Gf and reading at pretest) is displayed in Table 1.

Transfer Effects

Descriptive data for pre- and posttest scores for each group, as well as the effect sizes for the pre-post differences, are reported in Table 2. There were no significant differences between groups in any transfer measures at pretest.

Table 2 Descriptive Data (Mean and Standard Deviations) in Pre- and Posttest Sessions for the Experimental and Control Group, as Well as Difference Scores and Effect Sizes (Cohen’s d) for the Pre- and Posttest Comparisons for Each Group.

<table>
<thead>
<tr>
<th></th>
<th>Pretest</th>
<th>Posttest</th>
<th>Difference Score</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fluid Intelligence (TONI)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EG</td>
<td>24.16</td>
<td>25.45</td>
<td>1.29</td>
<td>0.32</td>
</tr>
<tr>
<td>CG</td>
<td>26.30</td>
<td>27.05</td>
<td>0.75</td>
<td>0.18</td>
</tr>
<tr>
<td><strong>Reading Test (mean RT in seconds &amp; errors)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pseudowords Time</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EG</td>
<td>39.43</td>
<td>39.62</td>
<td>0.19</td>
<td>−0.01</td>
</tr>
<tr>
<td>CG</td>
<td>41.81</td>
<td>41.33</td>
<td>−0.48</td>
<td>0.04</td>
</tr>
<tr>
<td>Errors</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EG</td>
<td>2.00</td>
<td>2.38</td>
<td>−0.22</td>
<td>0.17</td>
</tr>
<tr>
<td>CG</td>
<td>1.90</td>
<td>2.80</td>
<td>0.48</td>
<td>−0.19</td>
</tr>
<tr>
<td>Words Time</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EG</td>
<td>26.30</td>
<td>21.09</td>
<td>−5.21</td>
<td>0.73</td>
</tr>
<tr>
<td>CG</td>
<td>24.26</td>
<td>21.37</td>
<td>−2.89</td>
<td>0.31</td>
</tr>
<tr>
<td>Errors</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EG</td>
<td>0.90</td>
<td>0.48</td>
<td>−0.42</td>
<td>0.65</td>
</tr>
<tr>
<td>CG</td>
<td>0.60</td>
<td>0.35</td>
<td>−0.25</td>
<td>0.31</td>
</tr>
<tr>
<td>Text</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EG</td>
<td>38.52</td>
<td>36.57</td>
<td>−1.95</td>
<td>0.20</td>
</tr>
<tr>
<td>CG</td>
<td>34.64</td>
<td>36.59</td>
<td>1.95</td>
<td>−0.20</td>
</tr>
<tr>
<td>Errors</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EG</td>
<td>1.65</td>
<td>1.15</td>
<td>−0.50</td>
<td>0.27</td>
</tr>
<tr>
<td>CG</td>
<td>0.60</td>
<td>1.45</td>
<td>0.85</td>
<td>−0.48</td>
</tr>
</tbody>
</table>

Note. EG: Experimental group; CG: Control group; TONI: Test of Nonverbal Intelligence. Experimental group: n = 20, Control group: n = 20.
WORKING MEMORY TRAINING IMPROVES READING

Table 3 Standardized Canonical Discriminant Function Coefficients and Canonical Variate Correlation Coefficients for the Significant Function of the Transfer Measures.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Standardized canonical discriminant function coefficients</th>
<th>Canonical variate correlation coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid Intelligence (TONI)</td>
<td>.26</td>
<td>−.11</td>
</tr>
<tr>
<td>Reading gain – Pseudowords</td>
<td>.17</td>
<td>.14</td>
</tr>
<tr>
<td>Reading gain – Words</td>
<td>.55</td>
<td>.56</td>
</tr>
<tr>
<td>Reading gain – Text</td>
<td>.87</td>
<td>.80</td>
</tr>
</tbody>
</table>

Note. TONI = Test of nonverbal intelligence.

The MANOVA with all outcome measures (Gf, reading of pseudowords, words, and text) as dependent variables was significant, $F(4, 35) = 3.80, p < .05$, $\eta^2_p = .30$. The discriminant function analysis resulted in one function that was significant, Wilks’ Lambda = .70, $\chi^2 (4, N = 40) = 12.99, p < .05$, and comprised all four outcome measures. Table 3, with the standardized canonical discriminant function coefficients and the canonical variate correlation coefficients, indicates that the function is mainly driven by the gain in the text-reading measure and to a lesser degree by the word-reading measure. Smaller contributions resulted from the Gf measure and the pseudoword-reading. The findings from the independent $t$-tests showed that the trained group significantly improved more than the control group in text reading, $t(38) = −3.25, p < .01, d = 1.03$, as well as in word reading, $t(27.87) = −2.28, p < .05, d = 0.72$, but not in the other measures ($d < 0.18$).

Interindividual Differences and Transfer

None of the significant transfer effects (gain in word and text reading) were significantly correlated with the variables we considered here (pretest performance in Gf [TONI] or reading [SLT], overall training performance, or training gain).

DISCUSSION

In this study, 20 children were trained with a WM-based training intervention for two weeks. Children were tested on measures of reading and problem solving before and after the training. Their performance was compared to a matched control group that did not engage in any training activity. Our participants not only showed a significant gain in the trained task but also in untrained measures, in particular, reading of single words and text.

The specific training data showed that the children significantly improved their performance in the trained task. The largest improvement occurred in the first four training days, after which the performance increase leveled off. This training curve is different from some previous studies, in which participants showed a linear performance increase (Chein & Morrison, 2010; Dahlin et al., 2008; Jaeggi et al., 2008; Klingberg et al., 2005). But, on the other hand, there are also studies in which participants show almost no training gain throughout the intervention (Buschkuehl et al., 2008, Figure 3c; Olesen, Westerberg, & Klingberg, 2004, Exp. 2; Thorell et al., 2008). Nevertheless, despite the different training curves, all of the aforementioned studies reported transfer effects to untrained tasks. Therefore, it would be of interest for future studies to investigate whether and how the quality of the training is related to the amount of transfer.
Concerning the transfer measures, we found an overall larger performance increase in the experimental group as indicated by the MANOVA. The MANOVA was driven by the gain in reading performance, that is, in reading of text and words but not pseudowords. What might be the underlying mechanisms for such transfer? In terms of the processes involved, we think that our transfer task shares important features with the training task that we defined as an essential prerequisite to obtain transfer effects (Jaeggi et al., 2008). The training task is a classic complex span task. Such tasks often have been shown to be related to reading comprehension (Daneman & Merikle, 1996) but also to reading speed (de Jonge & de Jong, 1996). The differential transfer effects in the reading subtests suggest that the training only affected those reading processes that demand a considerable amount of WM and that require access to lexical knowledge. This is consistent with prior research showing that there is a stronger link between verbal WM and familiar lexical items than for unfamiliar nonword stimuli (Gathercole, Pickering, Hall, & Peaker, 2001; Roodenrys, Hulme, & Brown, 1993). This seems to be in contrast to neuroimaging data showing greater activity in inferior frontal lobe structures during reading or rehearsal of pseudowords relative to familiar words (e.g., Fiez et al., 1996; Mechelli, Gorno-Tempini, & Price, 2003). However, pseudowords may increase the demands for lexical processing because there is no semantic representation available (Mechelli et al., 2003) and could hence be related to effort (Fiez, Balota, Raichle, & Petersen, 1999). Thus, this activation pattern does not necessarily provide evidence for a stronger association between WM and pseudowords than between WM and familiar words. Furthermore, there is evidence for a direct relationship between WM performance and vocabulary knowledge in children (e.g., Gathercole & Baddeley, 1993; Jarrold, Baddeley, Hewes, Leeke, & Phillips, 2004). Our results are also consistent with findings by Unsworth and Engle (2006) showing that errors in a complex span task are related to memory retrieval. It is possible that our training has improved retrieval processes, which in turn enhanced reading speed of single words and text with semantic content, since decoding performance relies on retrieval of vocabulary (Perfetti, 2010). As we found the strongest transfer effects in text reading, one could argue that in text reading as opposed to single-word reading, additional syntactic processes come into play, which strongly rely on working memory capacity (cf. Caplan & Waters, 1999). This is in line with research that shows a stronger relationship between WM and the comprehension of complex sentences than WM and simple sentence comprehension (Montgomery, Magimairaj, & O’Malley, 2008). Alternatively, it has been argued that the strong relationship between WM and reading primarily results from the involvement of attention control in both tasks (e.g., Hasher et al., 2008; Hasher & Zacks, 1988). Thus, in more general terms, our training procedure may have facilitated the ability to control attention.

Interestingly, although there was considerable variance in terms of training performance, we could not pinpoint a specific feature from training performance that correlated with transfer to reading, and, further, neither performance on the intelligence measure nor reading performance at pretest correlated with the transfer measures. Although a somewhat surprising finding, it could well be that there are other training-related features that are related to transfer but that we did not capture, such as, for example, attentional or motivational factors. In addition, we think that, due to the relatively small sample size, the power to detect such differences might have been limited.

Due to the short training time, we did not expect large effects on Gf′ (cf. Jaeggi et al., 2008), also since two other studies that trained ADHD children observed transfer effects on Gf′ only after 5 weeks involving sessions of 40 minutes each (Klingberg et al., 2002, 2005).
In addition, the same group failed to show transfer on Gf with a shorter training (Thorell et al., 2008). Thus, considering that our training intervention was merely 10 sessions long, our lack of transfer to Gf is hardly surprising; although there is now recent evidence that transfer to Gf is possible with very little training time (Karbach & Kray, 2009). Our results, however, are comparable to those of Chein and Morrison (2010), who also trained their participants on a complex WM task and found no transfer to Gf.

Although our data are well in line with widely accepted theoretical assumptions regarding the relationship between WM and reading performance, our study has some limitations that have to be considered: First of all, we used a quasi-experimental design that comes with its associated disadvantage that there might be some inherent group differences. Due to our matching procedure, we observed no significant differences in the pretest scores, but nonetheless there could have been other differences in the participating classes that we did not capture. Related to this issue, the fact that we did not include an active control group to control unspecific effects of the training might suggest that the observed transfer effects are driven by some unspecific factors (e.g., Hawthorne effect). However, as we have found reliable transfer effects using the same task in other participant groups before (Buschkuehl et al., 2008), we rather think that our effects are driven by the training intervention. If the gain of the experimental group was mainly based on such unspecific factors, we should have seen advantages for the experimental group in all pre- and posttest measures, which was not the case.

Finally, we are aware that the SLT does not measure the full range of reading-related processes as it does not assess comprehension, for example, but, nevertheless, we think that this test is a good proxy for measuring basic reading processes, and, also, it seems to be a valid predictor of school-relevant skills (Landerl et al., 1997). These caveats notwithstanding, our results are quite remarkable given the brevity of the intervention and given its impact on cognitive processes, which are of importance for scholastic achievement. Additionally, our results provide further evidence that WM and reading share overlapping processes. Finally, in contrast to many previous WM training studies, which often looked at transfer on other laboratory tasks, we showed that it is possible to improve an ability that is very important in everyday life and is related to scholastic achievement in school-aged children.
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