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Abstract

Many studies have recently applied deep learning to the automatic colorization of line drawings. However, it is difficult to paint empty pupils using existing methods because the convolutional neural network are trained with pupils that have edges, which are generated from color images using image processing. Most actual line drawings have empty pupils that artists must paint in. In this paper, we propose a novel network model that transfers the pupil details in a reference color image to input line drawings with empty pupils. We also propose a method for accurately and automatically coloring eyes. In this method, eye patches are extracted from a reference color image and automatically added to an input line drawing as color hints using our pupil position estimation network.

CCS Concepts

• Computing methodologies → Image processing; • Applied computing → Fine arts;

1. Introduction

The colorization of illustrations is a very time-consuming process, and thus many automatic line drawing colorization methods based on deep learning have recently been proposed. However, it is difficult to paint details in empty pupils using these methods because the line drawings used for training are very different from actual line drawings drawn by a human. To train a network, these methods use the line drawings extracted from color illustrations drawn by illustrators. Therefore, the pupils in the extracted line drawings contain edges. In contrast, actual color character illustrations are created by painting or filling in almost empty parts of line drawings. Such line drawings are mostly contour lines and lack details. The pupils are thus empty (Fig. 2). Details are painted during the colorization of the line drawing.

Ci et al.’s method [CMW*18], Petalica Paint [Yon17], and Zhang et al.’s method [ZLW*18] are semi-automatic colorization methods for intuitively colorizing line drawings based on color scribbles or dots input by users. These methods achieve accurate and detailed colorization by having users input color scribbles or dots in regions to be colorized. Tag2Pix [KJPY19] is a colorization method that allows users to specify regions and colors using natural language, such as "brown hair". Input can also be in the form of a color reference image, where methods apply the colors in the reference image to an input line drawing image [ZJLL17, FHOO17, lli18]. These methods can automatically or semi-automatically colorize line drawings. The inputs to these methods contain edges, whereas actual color character illustrations are created from drawings that contain mostly contour lines, where pupils, the most important
parts of character drawings, have no edges inside. This problem is overlooked, and it is difficult to delete pupil details.

In this paper, we propose a deep learning model for semi-automatic colorization that can add pupil details to line drawings. Our method extracts line drawings from color character illustrations. Then, the network estimates the pupil positions in these line drawings. We create line drawings with pseudo empty pupils by erasing the region around the estimated pupil positions. This process creates line drawings with empty pupils (such images are traditionally difficult to obtain in large quantities) for use as a training dataset for our colorization network.

We train the colorization network with a hint image that consists of a line drawing with empty pupils and pupils cropped from a color reference image. Such hint images train the colorization network to transfer pupil details in a hint image to a line drawing. Our method can semi-automatically colorize line drawings based on an input line drawing and a color reference image (Fig. 1), which are processed by two networks, namely the pupil position estimation network and the colorization network, respectively. The colorization target of our method is character face illustrations. Our main contributions can be summarized as follows:

- We propose a method for creating a line drawing dataset with pseudo empty pupils and a hint patch for generating pupil details.
- We combine a colorization network with a pupil position estimation network to automatically and accurately colorize pupils.

For previous methods, the input line drawings are different from actual line drawings used to create a color illustration. Our method is the first reported attempt to overcome this problem.

2. Related Work

2.1. Line Drawing Colorization

Many automatic line drawing colorization methods based on deep learning have recently been proposed. Some methods use user-specified color hints in the form of added color strokes [CMW⁺18, Yon17, SLF⁺17] or dots [ZLW⁺18, LQWL18] in regions to be colorized. These methods achieve accurate and detailed colorization even if the regions are quite small. However, they are often complicated because users need to input many color hints for accurate colorization.

Some semi-automatic colorization methods simplify line drawing colorization by allowing natural language or color reference images to be used as color hints. Tag2Pix [KJPY19] is a colorization method that allows users to specify regions and their colors using natural language in the form of tags. Although this method is intuitive, color control by users in details is difficult because Tag2Pix is limited to colorizing learned regions. Zou et al. [ZMG⁺19] proposed a method similar to Tag2Pix. The main differences are that their method applies sentences as the input, whereas Tag2Pix applies words, and that their method enables the colorization of multiple objects in a scene, whereas Tag2Pix does not. However, Zou et al.’s method cannot paint details that do not appear in the input image and it is difficult to specify such painting details using sentences.

Methods that use a color reference image [ZJLL17, HLK19, FHOO17, III18, SLWW19, LKL⁺20] colorize a line drawing based on colors in a reference image. These methods enable diverse and flexible colorization of line drawings if a color reference image is prepared. Comicolorization [FHOO17] and Style2Paints [III18] colorize line drawings based on a color reference image. Users can adjust the colorization result using color dots.

The above methods train a network using line drawings with edges in the pupils and thus cannot accurately paint details in empty pupils. We aim to support the colorization of illustrations in practical settings by colorizing empty pupils. The proposed system paints the details in empty pupils during line drawing colorization, making it practical for illustration support. Compared with Deep-Eyes [AMT20], which enables semi-automatic colorization, including pupil details, based on a color reference image, our colorization network enables more accurate and detailed colorization by adding feature reconstruction loss to loss functions and using a distance field image as an input image.

2.2. Neural Style Transfer

Neural style transfer [GEB16, HB17, LW16, LYY⁺17, PL19] uses a convolutional neural network (CNN) to transfer the style of a reference image to an input image; it can generate the details in the reference image. Neural style transfer is effective for photographs and pictures. However, to apply neural style transfer to line drawings, the reference image and input image must have almost the same features (e.g., character poses and image structures). In contrast, the proposed method can colorize a line drawing and transfer pupil details in a reference image to the line drawing even if the structures of the line drawing and color reference image are different because it trains a colorization network using a hint image that consists of pupil patches of a color reference image (these patches are arranged at the pupil positions of the line drawing).

2.3. Image Synthesis

Recently, an image synthesis method for line drawings that uses a generative adversarial network (GAN) has been proposed [GPAM⁺14]. Pix2Pix [IFFE17], LinesToFaePhoto [LQWL18], and SketchyGAN [CH18] are image synthesis methods that take a line drawing or sketch as the input. These methods can generate
4.4. Dataset Creation for Colorization Network

We train the colorization network using a dataset of images with our pseudo empty pupil dataset and color hint images as the input data and the corresponding color images for the dataset as the ground truths. A pseudo empty pupil dataset is created using the procedure described in Sec. 4.2 to generate distance fields. The pupil positions are estimated by our estimation network. Here, the dataset

4.5. Data Creation

Here, we describe the creation of the datasets for the pupil position estimation network and the colorization network. We used Danbooru2018 [AcBG19], which is a large-scale character illustration image database, to create dataset images to train the networks. We used 2275 and 256 images to train and validate the pupil position estimation network, respectively, and about 420000 images cropped from color illustrations to train the networks.

To avoid low-resolution images, images with dimensions of at least 256 × 256 pixels were detected by a face detector [Nag11]. Images larger than 256 × 256 pixels were cropped and resized to 256 × 256 pixels. The images were randomly cropped to 224 × 224 pixels. The line drawings and color illustrations shown in the figures are from Danbooru2018.
with pseudo empty pupils is transformed into distance field images as input for this network because distance field images are a dense representation, which includes the distance from drawing lines, for training the colorization network [SZC∗20, CH18, LCWZ19]. A distance field representation is more robust than line drawings against noise and variations in input images. It enables the colorization of a given region with the same color and the generation of shadows and highlights in hair and skin regions.

When automatically creating a hint image to train the network, if the pupil patches are on the original scale, the colorization results will include areas that are unpainted or colorized beyond the edges because the pupil sizes in the input line drawing and the reference image are different. In such cases, the network generates pupils on the original scale regardless of the pupil size in the input line drawing. To minimize these artifacts, the height and width of the reference image are independently scaled in the range of 0.5 to 2 times, and then pupil patches with a size of 48 × 48 pixels are cut out around the pupils. The cropped right and left patches are randomly arranged in one of four combinations (left-right, right-left, left-left, or right-right). Then, the pupil patches are arranged at the pupil positions in the input line drawing in an empty (black) image to generate the hint image. We train the colorization network with these hint images.

4.4. Hint Image Creation during Testing

The pupil angle in a reference image is usually different from that in an input line drawing. Therefore, the reference image is rotated during testing so that the pupils are at the same angle as that of those in the line drawing to avoid shifting the pupil area in the output image. The preprocessing of our method deals with only the rotation of the hint image during testing. The rotation is automatically applied as follows. The angle between pupils in the reference image and pupils in the input line drawing is obtained from linear functions derived from the pupil positions output by ResNet. The reference image is rotated so that this angle is 0 degrees. Pupil patches around the pupils with a size of 48 × 48 pixels are generated, as done in the training of the colorization network.

5. Network and Training

Our method uses two types of network, namely the pupil position estimation network and the colorization network. In this section, the structure and training of each network are described.

5.1. Pupil Position Estimation Network

Generally, character illustrations have various pupil shapes and textures. To deal with the various pupil shapes, we use a CNN for pupil position estimation. Object detection using a CNN [GDDM14, WSC∗19, TPL20] can be used for the detection of regions of a specified object; however, many data are required to train the CNN, which is thus very time-consuming. The proposed method uses a relatively simple CNN based on ResNet-34 [HZRS16] to estimate the centers of pupils. This network can be trained using a small dataset, it very accurately estimates positions, and its training is very fast.

The input and ground truths for training the pupil position estimation network are the mixed line drawing dataset (Sec. 4.2) and the corresponding pupil positions, respectively. The input and output layers of our network are different from those of ResNet-34. The input layer has one channel for inputting the grayscale line drawing. The output layer has four channels for outputting the x and y coordinates of the right and left pupils. The loss function of the network is the mean squared error. The Adam optimizer [KA15] is used with the parameters $\beta_1 = 0.9$, $\beta_2 = 0.99$, and $\beta_1 = 0.99$. We updated the weights on two GPUs (NVIDIA RTX 2080 Ti) and
trained the model for 1325 epochs with a batch size of 128 per GPU. The time required for training was about 1 hour 40 min.

5.2. Colorization Network

We use the distance field dataset, which contains images with pseudo empty pupils (Sec. 4.4), and the corresponding color hints of pupils as the inputs, and the corresponding color image as the ground truths to train the colorization network. The structures of the generator and discriminator of this network are almost the same as those for the drafting stage [ZLW18]. Unlike the drafting stage, spectral normalization [MKKY18] is used in the middle layer of our discriminator. In addition, the reference image is transformed into color features using a histogram model [FHOO17]. These color features are input into the middle layer of the network. A diagram of the network architecture is shown in the supplemental material. The input layer has four channels for inputting the grayscale line drawing and the hint image of pupils. The loss functions of the network are L1 loss ($L_1$), adversarial loss [GPAM14] ($L_{adv}$), and feature reconstruction loss [HLK19] ($L_F$). Feature reconstruction loss is a loss function used to match high-level similarities between the output and ground truth using image feature layers (relu3_2) from VGG-19 [SZ15]. Using this loss function, the network can generate more detailed pupils. $L_F$ is expressed as follows:

$$L_F = E[\|\Phi(G(x, x_{hint}, vc)) - \Phi(y)\|_1]$$  \hfill (1)

where $G$ is the generator and $x$ and $x_{hint}$ are the distance field image and hint image, respectively. $vc$ is the color feature vectors and $y$ is the ground truth. $\Phi(\cdot)$ indicates feature extraction. The loss function of the colorization network adds these loss functions (Eq. 2).

$$L_{color} = \alpha L_1 + \beta L_{adv} + \gamma L_F$$  \hfill (2)

where $\alpha$, $\beta$, and $\gamma$ are the weights for the three loss functions. In our method, $\alpha = 1.0$, $\beta = 0.001$, and $\gamma = 0.1$. The Adam optimizer uses the parameters $lr = 0.0002$ for the generator, $lr = 0.00002$ for the discriminator, and $\beta_1 = 0.9$ and $\beta_2 = 0.99$ for both. We updated the weights on two GPUs (NVIDIA RTX 2080 Ti) and trained the model for 11 epochs with a batch size of 16 per GPU. The time required for training was about 34 hours.

6. Results and Evaluation

6.1. Comparison of Results

Figure 5 shows a comparison between our results and those obtained using existing methods. Figure 5 (f) shows the result of Style2Paints [III18] obtained using a reference image. Using only the reference image, the method can transfer the colors of the reference image to the line drawing, but often cannot colorize regions with specified colors. For example, in Fig. 5 (f), the blue color of the clothes is reflected in the hair. Tag2Pix [KJYPY19] can colorize specified regions with specified colors using natural language as color hints (Fig. 5 (c)). However, these methods cannot accurately paint pupil details (Figs. 5 (c) and (f)).

Figure 5 (b) shows the image corrected by adding color dots to 5 (f) with Style2Paints. In such cases, the results often become more vivid than those obtained using the proposed method. Style2Paints with a reference image and color dots can paint pupil details based on color gradation, but it cannot generate the high-frequency components of pupil details. In addition, users need to input many color hints to generate pupil details. Petalica Paint [Yon17] enables colorization based on color hints, but it cannot generate pupil details and the sclera. Neural style transfer cannot transfer the style of a color reference image to a line drawing, but often cannot colorize regions with specified colors. For example, in Fig. 5 (g), the style of the clothes is reflected in the hair. Tag2Pix [KJYPY19] can colorize specified regions with specified colors using natural language as color hints (Fig. 5 (c)). However, these methods cannot accurately paint pupil details (Figs. 5 (c) and (f)).
In contrast to these methods, our method can paint pupil details and colorize hair and skin with colors of the corresponding regions in a color reference image without additional input (Fig. 5 (g)). In addition, our method shows high reproducibility of reference colors when colorizing multiple input line drawings using a given reference image (Fig. 6), and enables highly accurate colorization of the pupils, even when the left and right pupil colors of the reference image are different (Fig. 6, right).

To evaluate our method, we quantitatively compared it with previous methods. We selected Tag2Pix and Style2Paints because they allow easy specification of colors. We used the Fréchet inception distance (FID) [HRU+17] to compare our method and Tag2Pix, and the peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) to compare our method and Style2Paints using only a reference image. FID is a metric for evaluating the performance of a GAN [GPAM+14]. It represents the difference between the distribution of ground truth images and that of generated images. A lower FID value indicates higher similarity between the ground truth images and the generated images. PSNR evaluates image reproducibility; it indicates how similar an output image is to a ground truth image. SSIM is similar to PSNR, but is more sensitive to local differences. For both PSNR and SSIM, higher values indicate higher similarity between an output image and a ground truth image.

To calculate FID, we used 43000 color images as the test dataset and 235 line drawings drawn by a human. We obtained all color images of the test dataset from Danbooru2018 [AcBG19], 203 line drawings from Danbooru2018, and 32 line drawings from online sources. The same test dataset and line drawings were used for Tag2Pix and our method. To colorize face line drawings using Tag2Pix, we created tags for the hair, eyes, blush, and background as color hints. These tags are described below.

We used 180 combinations of hair tags (15 colors) and eye tags (12 colors) as color hints. Then, a blush tag (pink or transparent) and background tags (13 colors) was selected randomly. These tags were added to the 180 combinations of hair and eye tags. We colorized a line drawing using 180 tag hints, creating 42300 colorized images. Our method colorized a line drawing using 180 reference images, creating 42300 colorized images.

We calculated PSNR and SSIM for the results generated by colorizing an actual line drawing using semi-automatic colorization methods and actual illustrations. We obtained 28 sets from online sources because it is difficult to collect a lot of actual line drawings as input and the corresponding color illustrations created by a human. We colorized the line drawings using the corresponding color images, creating 28 colored images using our method and 28 colorized images using Style2Paints. Table 1 shows the FID, PSNR, and SSIM values for each method. Our method has the highest value for each metric.

### 6.2. User Study
To evaluate our method, we conducted an online questionnaire with 12 participants. Using reference color images, we compared our method to Style2Paints using only the reference color images [III18] and our network trained without erasing pupils. We colorized 14 line drawings randomly selected from 235 actual line drawings with 10 reference color images randomly selected from 103 color images, using three colorization methods. Of the 140 (14 line drawings × 10 reference images) images created for each method, we randomly selected 10 images for evaluation. Each participant evaluated 30 images in terms of four criteria. Each evaluation criterion was scored on a five-point Likert scale. The evaluation criteria were as follows:

- **Color reproducibility**: Closeness of the colors in the generated image to those in the reference image.
Pupil details
Transfer of pupil details in the reference image to the generated image.

Non-pupil details
Transfer of non-pupil details in the reference image to the generated image.

Overall quality
Quality of the color character illustration.

Table 2 shows that our method outperformed the existing methods in all evaluation metrics. All scores for Style2Paints are low. Style2Paints tends to colorize line drawings more vividly than the reference image, and often includes hair color in skin. Our method without erasing pupils obtained a low score for pupil details. This shows that the colorization network cannot transfer pupil details without erasing pupils. The overall quality of this method is also low, indicating that pupil details are important in a color illustration.

6.3. Analysis of Proposed Method
We analyzed our data creation, input image, and loss function. We conducted ablation studies of the colorization network to confirm the effectiveness of the data creation, distance field image, and feature reconstruction loss. Figure 8 shows the generated images. The colorization network trained using line drawings often failed to colorize hair regions and sometimes did not paint shadows (Fig. 8 (c)), compared with our result using distance field images (Fig. 8 (e)). The colorization network trained without hint images sometimes could not paint pupil details and users cannot specify the pupil details as an input (Fig. 8 (b)). The network trained without erasing pupil details could not generate the high-frequency components of pupils in the reference image; it could only transfer pupil colors (Fig. 8 (a)).

We evaluated the results in terms of FID, PSNR, and SSIM. Then, we calculated the PSNR and SSIM of images, 48 x 48 pixels in size, cropped at the estimated pupil positions because the focus is the painting of pupil details. Table 3 shows the values of FID, PSNR for the whole face, SSIM for the whole face, PSNR for only the pupils, and SSIM for only the pupils. In the table, the lowest scores of each metric during training in 11 epochs are shown. The dataset used for evaluation was the same as that described in Sec. 6.1. The method without \( L_F \) had the highest FID and PSNR (face) values. The full method had the highest PSNR (pupils), SSIM (face), and PSNR (pupils) values. Figures 8 (d) and (e), and these scores show that the colorization network can paint more pupil details when it uses feature reconstruction loss; however, the colorization network trained without this loss enables colorization that is closer to the ground truth images. For the method without feature reconstruction loss, the FID value is the highest but the lines of input line drawing are often deleted (Fig. 8 (d)).

The reference image is rotated so that the pupils are at the same angle as that of those in the line drawing. We thus compared the cases with and without the rotation of the reference image. When the face angles of the images are different, the generated image becomes unnatural because the face angle is different from the pupil angle (Fig. 9).

Figure 9: Comparison of results obtained with and without rotation of the reference image. Without rotation, the angle of pupil details is different from that of the face in the generated image.

Figure 10: Example of generated image when the estimated pupil position is outside the pupil.
Table 3: Evaluation of various versions of the proposed methods in terms of FID, PSNR, and SSIM.

<table>
<thead>
<tr>
<th>Method</th>
<th>FID</th>
<th>PSNR (face)</th>
<th>PSNR (pupils)</th>
<th>SSIM (face)</th>
<th>SSIM (pupils)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) w/o erasing pupils</td>
<td>36.31</td>
<td>15.27</td>
<td>16.84</td>
<td>0.6144</td>
<td>0.6590</td>
</tr>
<tr>
<td>(b) w/o hint image</td>
<td>38.69</td>
<td>14.59</td>
<td>13.35</td>
<td>0.5973</td>
<td>0.5070</td>
</tr>
<tr>
<td>(c) w/o distance field</td>
<td>69.67</td>
<td>13.92</td>
<td>17.55</td>
<td>0.6202</td>
<td>0.7546</td>
</tr>
<tr>
<td>(d) w/o $L_F$</td>
<td>28.42</td>
<td>15.51</td>
<td>18.64</td>
<td>0.6003</td>
<td>0.7470</td>
</tr>
<tr>
<td>(e) Ours Full</td>
<td>30.59</td>
<td>15.46</td>
<td>19.23</td>
<td>0.6268</td>
<td>0.7924</td>
</tr>
</tbody>
</table>

Figure 11: Estimation accuracy of pupil positions in extracted line drawing.

Figure 12: Estimation accuracy of pupil positions in actual line drawing.

In our method, cropped patches around the estimated pupil positions are given to the colorization network as hints. When the estimated positions are outside the pupils, the colorization network cannot accurately paint the pupils (Fig. 10). Therefore, we calculated the error between the ground truth positions and the estimated positions. We used 200 actual line drawings and extracted line drawings from color images for this test. We used the Euclidean distance to calculate the errors because the network estimates the centers of pupils. The results were rounded to the nearest integer. If the estimated position of even one pupil had a large deviation, our method could not transfer the pupil details. Therefore, we calculated the error between the ground truth positions and the estimated positions for each pupil. The largest value of the two pupils was taken as the estimation error. Figures 11 and 12 show comparisons of the estimation error for the pupil position estimation network trained with 2275, 2000, 1500, and 1000 cropped images, and 2275 uncropped images. For training with 2275 cropped images (a), the estimation error was less than 4 pixels for extracted line drawings from color illustrations for 98% of the color images and 89% of actual line drawings. In contrast, for training with 2275 uncropped images (e), the estimation accuracy is relatively poor. This empirically shows that random cropping increases estimation accuracy. For errors of less than 4 pixels, the estimated pupil positions are mostly located within the pupils even for small pupils, and the colorization network can generate images with little distortion (Fig. 13).

Comparing with the cases trained with fewer images (b, c, d), the errors of less than 4 pixels were obtained for more than 90% and 80% of line drawings extracted from illustrations and the actual line drawings, respectively, even for the dataset that included only 1000 images. These results show that our network trained with a small dataset can estimate pupil positions with an error of less than 4 pixels.

6.4. Limitations

When the estimated positions are outside the pupils, our method transfers pupil details to these incorrect positions (Fig. 10). The pupil position estimation network is trained with line drawings that include both right and left pupils. Therefore, for line drawings with only one pupil, the network fails to estimate the pupil position and cannot transfer pupil details. In the future, these problems will be
addressed by developing a graphical user interface. In addition, the proposed method cannot generate details in areas other than pupils, such as hair regions.

7. Conclusion

In this paper, we proposed a network that can colorize an illustration in a way that reflects the details in reference image pupils. Our method accurately colorizes small areas of pupils by estimating pupil positions. To enable the painting of details on empty pupils, edges around pupils are erased in the line drawing. For more accurate colorization, the colorization network uses distance field images as input images. This network generates more pupil details by adding feature reconstruction loss to the loss functions.
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