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Over the years, the field of pattern recognition has attracted

workers from a variety of areas such as engineering, system the-

ory, statistics, linguistics, psychology, etc., resulting in a vast

literature containing abstract mathematical approachesas well

as highly pragmatic techniques. This literature is scattered in

a large numberof journals in several fields. At least three IEEE

journals regularly publish pattern recognition papers. While

several textbooks are available for a beginner in the field, a

need often arises to go to the source, which, due to the nature

of the literature in this field, is not always a straightforward

task. This collection of selected readings is not limited to

early or “classic’’ papers. Rather it is designed to be a com-

panion volume to manyof the textbooks in pattern recognition

and to be asource of useful references for engineers interested

in developing the many potential applications of pattern recog-

nition methodology.

The first paper in this volume, ‘‘Patterns in Pattern Recogni-

tion” by L. N. Kanal, serves not only as an excellent overview

of machine pattern recognition, but also as a suitable introduc-

tion to this volume. In addition to discussing the status of var-

ious aspects of the field as of 1974 and putting different ap-

proaches, techniques, and trends in perspective, this paper

provides a very useful bibliography.

In the current literature on pattern recognition, one discerns

two dominant models: the feature extraction-classification

model and the linguistic or syntactic model. As can be seen

from the discussion of syntactic methods by Kanal, while ad

hoc structural methods have been around from the very begin-

ning of machine pattern recognition, the syntactic formalisms

currently receiving much academic attention have not as yet

had any significant impact on practical pattern recognition.

The current flurry of research activity suggests that in a few

years it will probably be desirable to put together a volumeof

papers devoted to this aspect of pattern recognition methodol-

ogy. Meanwhile, the discussion by Kanal provides an excellent

introduction and references to the literature for those readers

who wantto explore this aspect further.

In every field of scientific endeavor, some of the landmark

work has a tendency of going out of print or becoming very

difficult to find. A highlight of this volumeis the inclusion of

a few papers that fall in this category. The work by Fix and

Hodgeson discriminatory analysis done in 1951 and 1952 was

Preface

published as USAF School of Aviation Medicine Technical

Reports. This work opened up a whole new area of research

in nearest neighbor classification techniques. The original

technical reports went out of print some time ago; their inclu-

sion here should prove helpful. The classic paper by R. A.

Fisher, although having had a significant impact on the field,

is not easily accessible, having been published in the Annals of

Eugenics in 1936. The inclusion of this paper here may allow

the reader to go to the original source.

Pattern recognition is an applied field which tends to discover

techniques to solve practical problems. Over the years, how-

ever, a lot of theory has been developed withlittle application

of the theory being attempted to the extent that, for a prac-

tical problem, the approach to be taken Is rarely clear. Within

the last few years, there has been a tendencyto use interactive

systems which allow the user to apply a variety of techniques

to the problem at hand. The problems of dimensionality, sam-

ple size, and the error rate often tend to limit the design goals.

A highlight of this volume is the selections on these topics.

Nine papers covering all the major issues involved in these areas

are included.

Although pattern recognition techniques can be applied to a

variety of problems in a numberof fields, only optical charac-

ter recognition (OCR), blood cell recognition, and isolated

speech recognition have reached a stage of commercial use.

However, except in the already mature area of OCR, no fully

documented case histories are available in the literature. Al-

though the work on OCRis nearly two decadesold, the early

approaches did not exploit the theoretical advances and relied

only on ad hoc techniques. Due to proprietary reasons, most

of the more recent commercial applications (e.g., blood cells)

described in the literature give general discussions, often leaving

out crucial details. The application papers included here are

intended to give an indication of potential rather than specific

case histories. One hopes that well-developed case histories

will appear in the not too distant future.

In closing, | would like to express my gratitude to Professor

Laveen Kanal who, in addition to writing the paper which

serves as the introduction to this volume, has been a source of

many helpful suggestions.

ASHOK K. AGRAWALA

Editor
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Patterns in Pattern Recognition: 1968—1974
Invited Paper

LAVEEN KANAL, FELLOW, IEEE

Abstract—This ;aper selectively surveys contributions to major topics

in pattern recognition since 1968. Representative books and surveys on

pattern recognition published during this period are listed. Theoretical

models for automatic pattern recognition are contrasted with practical

design methodolog;. Research contributions to statistical and structural

pattern recognition are selectively discussed, including contributions to

error estimation and the experimental design of pattern classifiers. The

survey concludes with a representative set of applications of pattern

recognition technology.

I. INTRODUCTION

\ N [HAT IS a pattern that a machine may knowit, and

a machine that it may know a pattern? Thatis the

fundamenta: mystery challenging research in automatic

pattern recogni‘ion. This survey reviews the main paths

followed since 1968 and examines some of the research
performedin tkquest for answers.

This paper complements two 1972 articles. The paper by

Kanal and Chandrasekaran (1972) probed theoretical ap-

proaches based on alternate models for pattern recognition

and assessed c)ntributions to the problem of inferring

grammars from samples. To make the present survey some-

whatself-contained and accessible to readers not working

in pattern reccgnition, a brief discussion of models is

presented in S:ction II. However, work on interactive

pattern analysis and classification systems is mentioned only

In passing becaiise the 1972 article in the PROCEEDINGS OF

THE IEEE [Kanal (1972)] considered that topic at length.

The topics ccvered here are grouped under the following

section heading::

II.

Il.

IV.

Journals, Books, and Surveys

Models for Automatic Pattern Recognition

Design Methodology For Automatic Pattern Rec-

ognition Systems

Statistal Feature Extraction, Evaluation, and

Selection

Dimensionality, Sample Size, and Error Estimation

Statisti:al Classification

Structu-al Methods

Applications

Prospe«ts.

V.

VI.

VI.

VUI.

IX.

xX.

Section II gives a representative list of journals, books,

and surveys for the period 1968-1974. Section IIT contrasts

Manuscript rece: ved July 5, 1974. This work was supported in part
by the Air Force ‘Dffice of Scientific Research under Grant AFOSR
71-1982, in part by the National Science Foundation under Grants
GK39905 and GK.41602, and in part by L.N.K. Corporation.
The authoris w. :h the Department of Computer Science, University

of Maryland, College Park, Md. 20742, and with the L.N.K. Cor-
poration, Silver Spring, Md. 20904.

two models, the feature extraction statistical-classification

model and the linguistic structural model, which have

served as the basis for pattern recognition theory; it also

briefly introduces a hybrid model. In Section IV, I describe

how these theoretical models differ from the practical

design methodology which has evolved during the last few

years.

Prior to 1968 classification algorithms seemed to be the

main output of theoretical research in statistical pattern

recognition. Section V reflects the effort devoted since 1968

to theoretical approaches to problems of feature extraction,

evaluation, and selection. In Section V, I examine recent

approaches to defining pattern representation spaces and

to deriving features that enhance class separability; the-

oretical and experimental investigations of distance mea-

sures and error boundsandtheir use in feature evaluation;

and feature subset selection procedures.

Problems in the design and analysis of pattern classifica-

tion experiments represent another area receiving increased

attention since 1968. Section VI summarizes recent in-

vestigations and the resulting rules of thumb on the ratio

that should be maintained between the number of design

samples per class and the numberoffeatures. Insights gained

from work on howbestto use a fixed size sample in design-

ing and testing a classifier are also summarized. In addition,

Section VI presents results on the nonparametric estimation

of the Bayes error and on the use of unlabeled samples in

estimating the errorrate.

Section VII is primarily concerned with nonparametric

classification. It also briefly describes attempts to compare

classification procedures.

Using examples in waveform segmentation and speech

recognition in Section VIII, I comment on certain key

concepts and differences that distinguish some recent prob-

lem-oriented contributions to segmentation, feature extrac-

tion, and structural analysis from other general numerical

analysis and grammar based approaches. In addition,

research on generalizing pattern grammars to overcomethe

limitations of string grammarsis described.

Section IX considers the present status of applications,

and Section X comments on how work in pattern recogni-

tion is likely to proceed in the near future. References follow

Section X.

It is not feasible to cover the waterfront of pattern

recognition in a journal article. The aim of the selective

discussion of topics and contributions which I present here

is to provide a perspective on how pattern recognition

theories, techniques, and applications have evolved during

the last few years.
Reprinted from /EEE Trans. Inform. Theory, vol. |\T-20, pp. 697-722. Nov. 1974.
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II. JOURNALS, BOOKS, AND SURVEYS

Since 1968 more than five hundred journal articles on

pattern recognition have appeared in the English language

engineering literature alone. Within the family of IEEE

journals, articles on pattern recognition have been regularly

published in the TRANSACTIONS ON COMPUTERS, TRANS-

ACTIONS ON INFORMATION THEORY, TRANSACTIONS ON SYS-

TEMS, MAN, AND CYBERNETICS, and occasionally in the

TRANSACTIONS ON AUTOMATIC CONTROL, TRANSACTIONS ON

BIOMEDICAL ENGINEERING, and the PROCEEDINGS OF THE

IEEE. Other journals regularly publishing papers in this

area include Pattern Recognition, Information Sciences, and

Information and Control. Statistical journals that frequently

publish papers relevant to pattern classification include the

Journal of the American Statistical Association, Biometrics,

Biometrika, Technometrics, and the Journal of the Royal

Statistical Society.

For years the closest item to a textbook in pattern recog-

nition was a monograph entitled Learning Machines

[Nilsson (1965)]. In 1974, one could choose from more than
half a dozen textbooksofvarying merit onstatistical pattern

recognition, e.g. [Andrews (1972), Young and Calvert

(1974), Chen (1973), Duda and Hart (1973), Fukunaga

(1972), Mendel and Fu (1970), Meisel (1972), and Patrick

(1972)|; for a book review see [Cover (1973)]. In addition,
one could turn to monographs devoted to, or including

some discussion of, various aspects of pattern recognition

[Anderberg (1973), Bongard (1970), Fu (1968), (1974),

Lindsay and Norman (1972), Rosenfeld (1969), Tsypkin

(1971), (1973), Uhr (1973), Ullmann (1973), and Watanabe

(1969)] and numerous hardcovercollections of papers and

conference proceedings [e.g., Cacoullous (1973), Cheng et

al. (1968), Fu (1970), Grasselli (1969), Kanal (1968),

Kohlers and Eden (1968), Krishnaiah (1969), Tou (1970),

(1971), and Watanabe (1969), (1972)].

The books by Duda and Hart, Meisel, and Ullmann

provide broad coverage of the literature up to early 1972.

Duda and Hart’s bibliographic and historical remarks at

the end of each chapter set a high standard of scholarship

and give a “who did what, when, and where”’ picture of the

pattern classification and scene analysis literature. Meisel’s
bibliographyis also thorough. Ullmannstarts with a descrip-
tion of a 1929 patent for a reading machine and gives the

reader a guided tour of 451 references including several

patents. Anderberg summarizesliterature on clustering tech-

niques, while Fukunaga examines the problems of error

estimation in greater depth than the other textbooks.

Young and Calvert include a chapter each on twospecific

applications, viz., electrocardiograms and optical character

recognition (OCR).

In addition to these books, many surveyarticles, reviews,

and bibliographies were also published in this period. The

PROCEEDINGS OF THE IEEE devoted its October 1972 issue

to papers extensively surveying applications of digital pat-

tern recognition [Harmon (1972)]. Earlier survey papers

that appeared in the PROCEEDINGSinclude [Ho and Agrawala

(1968), Levine (1969), and Nagy (1968)]. A series of papers

[Rosenfeld (1972), (1973), (1974)] covers developments in
picture processing by computer during the period 1969

IEEE TRANSACTIONS ON INFORMATION THEORY, NOVEMBER 1974

through 1973 and provides an extensive bibliography. For
speech recognition, a survey[Hill (1971)], a study committee

report [Newell et al. (1973)], a recent conference proceeding
[Erman (1974)], and a forthcoming book [Reddy (1974)]
provide adequate coverage. Additional survey articles on

specific topics are cited in subsequentsections of this paper.

III. MODELS FOR AUTOMATIC PATTERN RECOGNITION

An early motivation for work on automatic pattern

recognition was to model pattern recognition and intel-

ligence as found in living systems; the Perceptron [Rosen-

blatt (1960)] and other 1960 vintage “learning” or “‘self-

organizing” networks are examples of models that, at least

initially, were biologically motivated. Although the excite-

ment about them had been greatly dampened by 1968, such

““‘bionic”’ models continuedto attract a few circles interested

in pattern recognition [Amari (1972)], adaptive control

[Business Week (1974), Mucciardi (1972)], the implicit
storage of a fixed set of patterns [Moore (1971)], modeling

the cerebellum [Albus (1971), (1972)], and modeling the
input-output relationships of other complex systems

[Ivakhnenko (1971), Mucciardi (1974)]. The Proceedings
of a 1974 Conference [Conf. on Biologically Motivated

Automata (1974)] indicates a revival of interest in bio-
logically motivated automata, neural models, and adaptive

networks. |

How well the “bionic”? networks model the biological

systems that served as their motivation is open to question.

The point is moot if one accepts the view that recognition

is an attainmentor a goal rather than a process, method, or

technique [Sayre (1965)]. Then machines can “‘recognize”’

certain patterns without necessarily having anything in

common with the methods used by biological systems to

recognize those same patterns [Kanal and Chandrasekaran
(1968)]. Most of the theoretical work on machine recogni-
tion of patterns has not been biologically motivated but has
adopted oneor the other of two models, the feature extrac-

tion statistical-classification model or the linguistic model.

The period 1960-1968 witnessed extensive activity on

decision-theoretic multivariate statistical procedures for the

design of classifiers. However, the statistical decision theory

approach was justly criticized for focusing entirely on

Statistical relationships amongscalar features and ignoring

other structural properties that seemed to characterize pat-

terns. The general feature-extraction classification model,

shown in Fig. 1, was also criticized for performing too

severe data compression, since it provided only the class

designation of a pattern rather than a description that would

allow oneto generate patterns belonging to a class.

These criticisms led to proposals for a linguistic model
for pattern description whereby patterns are viewed as

sentences in a language defined by a formal grammar. By

1968 these proposals together with the success of syntax-

directed compilers had attracted manyto research in pattern

grammars. The linguistic or syntactic model for pattern

recognition uses a “‘primitive extractor,’ which transforms

the input data into a string of symbols or some general

relational structure. The primitive extractor may itself be

a feature extractor classifier. Then a structural pattern
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Fig. 1. (a) Operational system. (b) An example.

analyzer uses a formal grammarto parse the string and thus

constructs a description of the pattern.

In the past, much has been made of the apparent dif-

ference betweer: the two models. The stress on the distinc-
tion between tle two models hides many similarities: in

practice, in the syntactic model, the extraction of “prim-

itives” can invalve statistical classification procedures, and

the association of patterns with generative grammars is

equivalent to the classification of patterns into categories.

The definitica of the formal linguistic model can be

enlarged to include other familiar generative mechanisms,

such as differential equations, functional equations, and

finite-state Markov chains. Stochastic-syntactic models in-

troduce probabilistic aspects into the linguistic model by

specifying a discrete probability distribution over produc- -

tions of a base grammar. For an N class problem, one could

develop N stochastic grammars. Each parse provides a

structure along with a probability that the structure repre-

sents the input pattern; the input is associated with the

grammar giving the most probable parse [see, e.g., Fu and

Swain (1971), Fu (1972)].

Whena formal modelis not explicitly present, the terms

“ad-hoc” or “heuristic” are used. The phrase “structural

pattern recognition” refers to all pattern recognition ap-

proaches base! on defining primitives and identifying

allowable struc:ures in terms of relationships among prim-

itives and substructures that combine primitives. This term

represents less 1 specific set of procedures than anattitude,

i.e., that pattern recognition algorithms should be based on

the mechanism: that generate and deform patterns.

The structur:al pattern recognition model is reminiscent

of the ‘“‘analysis by synthesis” model proposed for speech

recognition in this TRANSACTIONS [Halle and Stevens

(1962)]. In the latter model, a synthetic pattern was gen-

erated and ma‘ched with the input pattern. The emphasis

was on using a generative model that embodied the physical

processes thought to govern speech pattern generation in

humans, and criving this synthesizer with parameter values

obtained from ‘he input pattern. The set of parameter values

that provided : match were then used to characterize and

recognize the input pattern. The general flavor of the

“analysis by synthesis” model and of the structural pattern

recognition werk now being doneis similar, but the em-

phasis is no longer on identically matching the input pattern

nor on matching the physical processes closely. More

flexibility is obtained through “black-box” generative

models that generate patterns “‘like’’ the input pattern with-

out necessarily being closely related to the physical processes

about which we may not have much information.

An outline of a formalism that attempts to combinethe

linguistic and statistical aspects of patterns has been pre-

sented in some thought-provoking papers by Grenander

(1969), (1970). The major outlines of the proposalarefairly

easy to follow but the details of the model are quite am-

biguous and much interpretation must be provided by the

reader. This model assumesweare given a set of primitive

structural objects called signs, which together with known

grammars or other known generative mechanisms, produce

a set ¥ of “pure images.” Subsets of ¥ satisfying certain

similarity properties (which we do notdefine here) are called

“pure patterns.” The pure images are subjected to prob-

abilistic deformations to give a set ¥” of deformed images.

Recognition algorithms would then have to define the

inverse mappings from the set of deformed images to the

pure patterns.

The formalism requires that there exist a method of

analysis leading to a unique history of formation for any

given image. In practice, in most interesting problemsit is

only the deformedpatterns, further corrupted by noise, that

are available, and the deformations and generative mech-

anism must be discovered from a limited set of samples.

Because there will rarely be a unique definition of primitives —

and generative mechanisms, there will rarely be a unique

analysis as required by the model.

In the period being considered, the fuzzy set model

proposed by Zadeh (1965) has been applied to classification

in a number of theoretical papers. Unlike classical sets,

fuzzy sets are defined to have a membership function that

can take on any real value between zero and one. This

produces a nonexclusive assignmentof a pattern to class.

It should be emphasized that this concept is different from

a probabilistic assignment of patterns to classes even though

a probability also takes on values between zero and one. In

the latter case, for a two-class problem, for example, an

individual pattern may be probabilistically assigned to one

class or the other, but is not thought of as inherently belong-
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ing to both classes simultaneously, as is true in the fuzzy

set model. An extensive bibliography on fuzzy sets is given

in Kauffman (1973). Zadeh’s papers remain the best source

for understanding the idea and stimulating thinking about

potential applications [Zadeh (1973)].

IV. DESIGN METHODOLOGY FOR AUTOMATIC PATTERN

RECOGNITION SYSTEMS

The term “pattern analysis’? was not noticeably men-

tioned prior to 1968 and does not appearin the surveys on

pattern recognition published that year in the PROCEEDINGS

OF THE IEEE [Nagy (1968) and Ho and Agrawala (1968)]. Its

widespread use in the literature seems to have followed the

publication of Sammon’s reports on the “On-Line Pattern

Analysis and Recognition System” (OLPARS) [Sammon

(1968)].
As it is understood today, pattern analysis consists of

using whatever is known about the problem at hand to

guide the gathering of data about the patterns and pattern

Classes which mayexist in the environment being examined,

and then subjecting the data to a variety of procedures for

inferring deterministic and probabilistic structures that are

presentin the data. Statisticians call this exploratory data
analysis. Histogram plots, scatter plots, cluster analysis

routines, linear discriminant analysis, nonlinear mappings,

analysis of variance, and regression analysis are examples of

procedures used to detect and identify structures and sub-

structures in the data. The purpose is to understand the

regularities and peculiarities of a data base to enable better

feature definition leading to simpler andbetterclassification

or description.

Pattern analysis is now considered an intrinsic and im-

portant part of the design process. In contrast, in the

literature prior to 1968, automatic pattern recognition sys- —

tem design consisted primarily of designing the classifier.

The available features and samples were not explored much

but used directly, perhaps in a “learning machine” approach

wherein parameters of a fixed structure are sequentially

adjusted until correct classification is obtained for all

“training” samples or until an error criterion is minimized;

or the features were used in a fixed discriminant function

the coefficients of which werestatistically estimated from

the available samples; or assuming parametric forms for

the joint densities of feature vectors from each class,

sequential and nonsequential statistical estimation pro-

cedures were proposed to estimate parameters of the den-

sities for each class and derive classifier designs based on

statistical decision theory.

Prior to 1968, it was acknowledged that the boundaries

between feature definition, extraction, and classification

were not sharp and that feedback between them wasneeded.

However,this was notreflected in the work presented in the

literature. At least all the theory-based papers assumed neat

partitions between feature extraction andclassification. The

theoretical research published during the past few years on

the syntactic approach to pattern recognition has, for the

most part, continued on this path. For example, in the

papers on the stochastic syntactic approach to pattern

recognition [Fu (1972) and Lee and Fu (1972)], the extrac-
tor and analyzer functions are treated independently, which

prevents the structural information available to the analyzer

from influencing the primitive extraction. Without this feed-

back the representation provided by the extractor may not

be well suited to the patterns being examined. Noting this

limitation, models that incorporate feedback between the

analyzer/classifier and the extractor have recently been

proposed. These are described in Section VIII
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A major evolution that has occurred during the last few

years is to view the design of a pattern recognition system

as a highly iterative process. Fig. 2 illustrates the complex

nature of this desizn process. The theoretical models, in

which the flow of data and decisions is in only one direction,

from the input pattern environment to the categorizer/

structural analyzer, are indicative of the operational pattern

recognition system one seeks as an endresult.

The advantages of human interaction and intervention

in all phases of tk: iterative design process and the im-

portantrole of interactive computing and display technology

in makingthis feasi le have been elaborated upon in Kanal

(1972), which also summarized the data analysis techniques

based on clusterin::, statistical discriminant analysis non-

linear mapping, ec. New graphical representations to

enable human understanding of multivariate data continue

to be explored, e.g., see Chernoff (1973). While no radically

new statistical approaches to data analysis have appeared

since 1968, effort has been devoted to improving and

comparing algorithms and interpreting their relevance to

feature extraction, evaluation, and selection. The next

section presents sorie of the results.

V. FEATURE EXTRACTION, EVALUATION, AND SELECTION—

‘““\TATISTICAL METHODS”’

Feature extracticn and selection can have a variety of

goals. We maybeinterested in: finding key features that

permit the generation or reconstruction of the original

patterns, selecting f2atures that parsimoniously characterize

patterns, finding fe:.tures that are effective in discriminating

between pattern classes, or some combination ofthese goals.

In this section, tlie word “feature”? denotes an entity that

is derived from son‘e initial measurements; this implies that

somehow we knowwhat initial measurements should be

made. Reducing the initial measurements can lead to

economies in sensor hardware and data processing. A

simple approach to discarding measurements might be to

examine how closely a linear combination of.the selected

measurements repr2sents a discarded measurement[ Beale,

Kendall and Manz (1967), and Allen (1971)]. Clearly, no

reduction in measurementeffort is achieved if the selection

is from features tiat are combinations of all the initial

measurements; this is true of many ofthe feature extraction

selection proceduri:s that have been proposed. However, in

the resulting lower-dimensional space, the search for a

classifier may be greatly simplified.

Much of the mathematical-statistical work on feature

extraction and selection during the past few years has been

on:

1) linear and nonlinear transformations to map patterns

to lower-dim:nsional spaces for pattern representation

or to enhanc:class separability;

2) feature evaluation criteria that bound the Bayes error

probability and transformations that are optimum

with respect to such criteria;

3) search procec ures for suboptimalselection of a subset

from a given set of measured or derived features.

Pattern Representation Spaces

Many transform techniques, such as Fourier, Walsh-

Hadamard, and Haar, have been proposed for deriving

feature domains [Andrews (1972)]. The method of prin-
cipal components, which rank orders the eigenvalues of the

pooled covariance matrix of all the classes according to the

magnitude of their associated eigenvalues, has a long history

in classical multivariate analysis. Some papersin this period

have considered nonlinear principal component analysis

where, given a class of possible nonlinear coordinates, one

finds the coordinate along which the data variance is max-

imum, and then obtains another coordinate uncorrelated

with the first, along which the variance is next largest, etc.

[Gnanadesikan and Wilk (1969)].
Among linear transformations, the Karhunen—Loéve

(K-L) expansion in terms of the eigenvectors of the co-

variance matrix is in one sense the minimax or “most

reliable” feature extractor [Young (1971)]. Watanabe and

others have proposed feature domains based on eigen-

vectors of the pooled autocorrelation matrix and on the

eigenvectors of the autocorrelation matrix of a given class

[Watanabe (1969)]. A novel K-L type modification of the

Fourier transform has been suggested recently for pictures

[Fukunaga and Sherman (1973)].
Their ‘“‘optimality” properties notwithstanding, for a

given data set the preceding procedures may or may not

provide effective representations. Other candidates to be

tried include nonlinear mappings based on multidimen-

sional scaling and intrinsic dimensionality algorithms.

Multidimensional scaling and parametric mapping are tech-

niques for finding a configuration of data points in the

smallest dimensional space that, according to some defined

error criterion, preserves the local structure of the points

in the original n-dimensional space. It is possible that the

data may tend to lie on a curve in the n-dimensional space;

estimation of the parametric form of this curve would

indicate the intrinsic dimensionality of the collection of

data points.

These nonlinear mappings have been the subject of some

investigation during the past few years [Bennett (1969),

Calvert and Young (1969), Sammon (1969), Fukunaga and

Olsen (1971), Trunk (1972), and Olsen and Fukunaga

(1973)]. The basic ideas and references on these mappings

were briefly summarized in Kanal (1972). Some recent

contributions aimed at simplifying or improving nonlinear

mapping algorithms are mentioned next.

Sammon’s nonlinear mapping algorithm [Sammon

(1969)] involves computing all the K(K — 1)/2 interpoint

distances in the lower-dimensional space. In Chang and

Lee (1973) simultaneous adjustment ofall the K points to

minimize the error function is replaced by a heuristic

relaxation procedure in which a pair of points1s adjusted

at a time.

Iterative algorithms for nonlinear mapping must be

repeated for new data points. A noniterative nonlinear

mapping is proposed in Koontz and Fukunaga (1972).

Noniterative procedures, using K-L expansions for local

regions, have also been proposed for estimating the in-



trinsic dimensionality of the nonlinear surface on which

the data may lie [Fukunaga and Olsen (1971) and Olsen

and Fukunaga (1973)]. The local dimensionality estimation

could be affected by noisy data samples being distributed

abouttheir intrinsic dimensional surface, rather than falling

exactly on it. In Fukunaga and Hostetler (1973), a method

for density gradient estimation is presented, and it is

suggested that the samples be moved according to the

density gradient so as to condense them onto an intrinsic

dimensional skeleton.

Iterative nonlinear mapping algorithms have often been

useful for representing pattern data in a lower-dimensional

space. Whether or not the noniterative procedures men-

tioned here truly improveexisting implementations of non-

linear mapping and intrinsic dimensionality estimation

remainsto beseen. |

Representations Enhancing Separability

Instead of the information preserving aspects of K-L

representations, Fukunaga and Koontz (1970) emphasized
the extraction of eigenvectors that enhance class separ-
ability. This was done by finding the linear transformation
that when applied to the autocorrelation matrix of the
mixture of the two classes gives an identity matrix. Then
after rank ordering the eigenvalues for class 1, one has
1S 4,0 22,9 >--->14,9 >0 and for class 2,
A = 1 — A{?. The recommendation that |2; — 0.5] be
the criterion to select the eigenvectors to be used as features
has been disputed in Foley (1973) where a three-dimensional
two-class counterexample is presented. In this example,
there is complete overlap between the two classes along
two of the dimensions with very little overlap in the remain-
ing dimension, and it is shown that the Fukunaga—Koontz
ranking procedure leads to the two features with zero
discriminating power being given the same weight as the
one feature that provides high discrimination. As an al-
ternative, a generalization of an optimal discriminant plane
[Sammon (1970)] is recommended.

Let

d(X0 — YO

d'Ad

where d is the (column)vector (of direction cosines) repre-
senting the direction on which the data is to be projected,
(X™— X))is the difference between sample meanvectors
for the two classes, and A = cW, + (1 — c)W,, where
0 <c <1 is a weight constant and W,, i = 1,2, is the
within-class scatter matrix for class i. Orthogonal dis-
criminantdirections are obtained by maximizing this *“gen-
eralized Fisher ratio” and successively constraining each
discriminant direction to be orthogonal to the previousset
of discriminant directions. Foley (1973) presents examples
in which this “discrim-vector” approach is superior to the
Fukunaga—Koontz method.
For the multiclass case most of the work haseither cast

the M-class problem as M(M — 1)/2 two-class problems or

employed multidimensional scatter ratios popular in clas-

sical statistical multiple discriminant analysis [Duda and

iC 
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Hart (1973)]. While based on linear operator theory, the
attempt in Watanabe and Pakvasa (1973) to systemize the

generation of orthonormal feature spaces for the multiclass

problem, such that separability of the classes is emphasized,

is different. Additional investigation is needed before its

usefulness can be assessed.

Distance Measures and Error Bounds

If classification rather than description of patterns is the
goal, the ultimate test of a set of features is their contribu-

tion to the Bayes error probability. The aim of feature

selection is to reduce the number of features without ad-

versely affecting error performance. Unfortunately, in most

situations, even if the class conditional densities are known,

a straightforward analytical relationship between the Bayes

error probability and the features used is not available.

Hence, various measures of information and distance have

been proposed to measure the effectiveness of a given set

of features. The majorresults relating such measures to the

Bayes error probability are summarized in Table I.

The primary utility of the distance measures and corre-

sponding boundsin Table is for theoretical investigations.

For example, the Bayesian distance and related bounds led

Devijver (1973) to a theoretical justification for the least

mean-squared error (LMSE) as a feature selection and

ordering criterion [Wee (1968)] and to the relationship of

the LMSEcriterion to the nearest-neighborrule. Of course,

like the nearest-neighbor (NN) rules, the relationships

derived from these bounds represent asymptotic results.

Despite the many papers published in this area, the net

result of the extensive investigations on distance measure

bounds for P, seems to be that one should try to estimate

the error probability itself in some direct manner.

Subset Selection and Heuristic Search

The feature selection problem can be viewed as a (com-

binatorial) optimization problem requiring a criterion func-

tion and a search procedure. All the literature on feature

subset selection can be described in these terms. Some of the

procedures were suggested years ago. I will cite here a few

recent papers that illustrate the procedures.

In diFigueredo (1974) the probability of misclassification

is the criterion functional to be minimized. Within a class

of transformations that could include nonlinear transforma-

tions, the optimal transformation from the initial space to

a feature space of prescribed lower dimensionis determined,

such that the increased misclassification error in the lower-

dimensional space is minimized. The iterative algorithms

presented are computationally much more complex than

corresponding iterative algorithms for the Bhattacharyya

bound [Decell and Quiren (1973)]. The kK-NN bound was
suggested as an evaluation criterion in Cover (1969) and

used in Whitney (1971). Average information content

T(QLXY) = AQ) — H(QLX) was suggested for feature

evaluation at least a decade ago. Experiments with this

measure in different contexts continue to be reported[e.g.,

Simon et al. (1972) and Michael and Lin (1973)]. The

divergence is another measure with a long history [Kailath
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TABLEI
DISTANCE MEASURES AND ERROR BOUNDS

Name Expression Relationships

Bayes error probability P, =

1) Equivocation or Shannon
entropy

H(Q|X)

2) Average conditional quad-
ratic entropy [Vajda (1970)]

3) Bayesian distance [Devijver BQIUX) = E . P, 2Bayesi (Q|X) [2| olor}

4) Minkowski measures of non- P, (w;|x) — -
m

inkow , M(Q|X) = E{y
uniformity [Touss.aint (1973)] i=1  

5) Bhattacharyya bound [see
Kailath (1967)]

6) Chernoff bound [see Kailath C(Q\|X;s) = E{[P,(wi|x)'~s -
(1967)]

7) Kolmogorovvari:tional
distance [see Kailiuth (1967)]

8) Generalized Koln: ogorov
distance [Devijver (1974),
Lissack and Fu (J 973)]

9) A family of approximating 0,(Q|X) = 4 — EP.|x)
functions[Ito (1972)]

10) The Matusita dist.ince [see
Kailath (1967)]

E|— ¥. Psowilx) log P,0vlx)|

MOIX) = E|X Pwlxl — Pow]

2(k+—

 

P,(w2|x)

JAQ|X) = E{|Pwi|x) — PrQw2|x)|"},

y= [ftom - peelwad? dx]

1 — ,_max [Pip(X|w,)] dx
x («tl

m Class Bounds

3f1 — BOQ|X)]

 mB(O|X)1)— m— 1< (1 - VB@i)]s™—— [1 - [EO

IA Pe < [1 — BQ|X)]

HOLX) = Rw = == — mai);
P. < “ee < Rxnn < coe cs Ronn < Ryn

{see Cover and Hart (1967) and Devijver (1974)]

Two Class Bounds

B(Q|X) = EXLP.w,|x) » Pe(w2|x)]"7}
m m

multicategory error: P,.< >) > P.(wi,wy);
i=1 j=it+t

41 — [FZ(Q|X)]3 < Pe Ss HI — J(Q|X)},
fora > 1;

upper bound equals [1 — B(Q|X)], when a = 2;

On+1 < Qn3 Qo = 1 — B(Q\X);

K(Q\X) = 4E{|P.wi |x) — Pp(w2|x))}

0<a<a@

_ (w2 |x)]2"+ 1)/2n+ 14]

y gives the same bound as b(Q|X);

two-class bound relations:

P. < O,(Q\X) < Ql(Q|X) < FHOQ|X) S JOQ[X)

[see Ito (1972) and Hellman and Raviv (1970)]

 

Notation: Q = (wi, i := 1,2--:m;2 < m < ©)—aset of pattern classes; P; is an a priori probability of class w,;; X is a n dimensional vector

random va<iable; S, is a sample space of X; p(X|w,) is a conditional probability density function; P,(w;|X) is a posterior probability

of class w, conditioned on X; f(X) = X™, P;p(x|w,—the mixture distribution; E is an expectation over S, with respect to f(X);

Rynis an rnclass infinite sample nearest-neighbor risk; Rxnn is a k nearest-neighborrisk.

(1967)] on which experiments continue to be reported. Only

for a few distributions is it possible to obtain analytical

expressions for the distance measures of Table I and use

them in feature selection. It is also generally necessary to

estimate the distri>utions.

It is an annoyirig fact that the set of K individually best

discriminating features is not necessarily the best discrim-

inating feature set of size K, even for the case of (condi-

tionally) independent features [Elashoff et al. (1967),

Toussaint (1971), and Cover (1974)]. Unfortunately, the

only way to ensur that the best subset of K features from

a set of N is chosen is to explore all (%) possible combina-

tions. Since this .; usually infeasible, various suboptimal

search procedures are used.

A search proceilure which has been used much in the

past is the “forward sequential’ selection procedure in

which the best individual features are chosen on thefirst

round, and then the best pair including the best individual

feature are chosen, etc. An example of the use of this

selection procedure is the experimental comparison of seven

evaluation techniques in Mucciardi and Gose (1971). A

much used counterpart to forwardselection is the sequential

rejection procedure in which one finds the best set of

(n — 1) features by discarding the worst one, then the best

set of (n — 2) among the preceding (n — 1) selected features

is chosen, etc. The dynamic programming formulations for

feature selection presented in Fu (1968), Nelson and Levy

(1968), and Chang (1973) translate problems of feature

selection into the notation of dynamic programming.

Other systematic approaches to feature subset selection,

which arelikely to receive attention in the near future, are

suggested by the possibility of posing many problems in



pattern classification as graph searching problems. Branch

and bound algorithms [Lawler and Wood (1966)] and
heuristic search algorithms [Hart, Nilsson and Raphael
(1968) and Nilsson (1972)] can be applied not only to clus-
tering [Koontz et al. (1974)] but also to reducing the search

involved in feature subset selection. Simple heuristic search

procedures have been used with automatic feature genera-

tion procedures in Becker (1968) and Simonet al. (1972).

The usefulness of the result, whether in feature generation

or feature reduction, is, of course, dependent on the

appropriateness of the evaluation function used in the

search procedure.

Further Comments on Statistical Feature Extraction

The preceding approaches to feature extraction and

evaluation start with the patterns as points in a multi-

dimensional measurement space that has somehow been

defined. The statistical procedures then act as if relation-

ships such as joint probability distributions, interpoint

distances, and scatter matrices were the only relationships

that mattered in defining patterns and their class member-

ships. All the optimization, with respect to variouscriteria,

glosses over the fact that the initial representation space

(and the “semantic coordinate space’’) has nothing optimal

about it but was arrived at arbitrarily by some accepted

convention, or by a combination of intuition, problem

knowledge, etc. There is no guarantee that with the repre-

sentations chosen in a given situation the minimum achiev-

able error will be acceptably low.

The initial representation space and the features selected

must be iteratively refined in terms of one another and the

classifier as described in Section IV; the proper role of the

feature extraction, evaluation, and selection proceduresde-

scribed in this section is that of intermediate tools or sub-

routines in such a recursive interactive design procedure.

VI. DIMENSIONALITY, SAMPLE SIZE, AND ERROR ESTIMATION

For feature selection and classifier assessment, estimates

of the Bayes error probability are of interest, as are estimates

of the probability of misclassification of any “suboptimal”

classifier that is used. Very often, little is known about the

underlying probability distributions, and performance must

be estimated using whatever samples are available. In this

context various questions arise concerning the relationships

between the number of features, the limited size of the

sample, the design of the classifier, and the estimation ofits
performance.

The questions and the answers available to them in 1968

were discussed in Kanal and Chandrasekaran (1968); see

also Duda and Hart (1973). Here we summarize some

recent results concerning:

1) quantitative estimation of the bias in the error estimate

based on the design sampleset;

2) whether statistical independence of measurements

allows performance to be improved by using addi-

tional measurements;

3) how to best use a fixed size sample in designing and

testing a classifier;
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4) comparison of error estimation procedures based on

counting misclassified samples with nonparametric

estimation of the Bayes error probability using density

estimation techniques;

5) use of unclassified test samples in error estimation.

“Testing on the training set’? and “resubstitution”’ are

names for the approach in which the entire set of available

samples is first used to design the classifier, and future

performanceis predicted to be that obtained on the design

set. The well-known optimistic bias of this approach was

confirmed by various theoretical and experimental demon-

strations [Hills (1966) and Lachenbrach and Mickey (1968)].
A classical alternative is the sample-partitioning or “hold-

out”? method, whereby some samples are used to design the

classifier and the remaining to test it. Usually half the

samples are held out. An attempt [Highleyman (1962)] at

analytically determining the optimal partitioning in order

to minimize the variance of the estimated error rate has been

shown [Kanal and Chandrasekaran (1968)] to rest on shaky

assumptions. Based on experimental comparisons reported

in Lachenbruch and Mickey (1968) and elsewhere, the con-

clusion at the end of 1968 seemed to be that one should use

the “‘leave-one-out’? method. In this method, given N

samples, a classifier is designed on N — 1 samples, tested

on the remaining sample, and then theresults of all such

partitions of size N — 1 for the design set and onefor the

test set are averaged. Except in some special cases, this

method takes N times the computation of the hold-out
method.

In Glick (1972) it is shown that the resubstitution method

is consistent for general nonparametric density estimation

schemes, and Wagner (1973) proved that the leave-one-out

method is consistent in the nonparametric case under

certain mild conditions. As pointed out in Foley (1972),

even if a sample partitioning scheme is used during the

experimental phase of designing a classifier, the entire set

of samplesis likely to be used for the final design. Thus one

would like to know the conditions under which the estimate

using resubstitution is a good predictor of future per-

formance, and the relationship between that and the optimal

probability of error achievable by a Bayesclassifier.

For two multivariate normal distributions with equal

known covariance matrices and estimated mean vectors,

Foley (1972) derived the amountof bias of the resubstitution

estimate as a function of N/L, the ratio of the number of

samples per class to the number of features. The practical

qualitative recommendation that emerges from the analysis

and simulations is that if N/L is greater than three, then

(for the case considered) the expected error rate, using the

resubstitution method, is reasonably close to one with an

independenttest set. An approximate upper boundof 1/8N

for the variance of the design set error rate suggests that

even if just a few features are used, there must be enough

samples per class to get a good low-variance estimate of

the error rate. Thus, for NV = 50, regardless of the value of

the expectation of the design set error rate, the variance is

bounded above by 0.0025. In addition to this, the analysis
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in Foley (1972> reinforces a well-known result, viz., that by
adding more ard morefeatures one can keep on decreasing
the error rate on the design set and yet have the additional
features provide no additional discrimination ability on
independent test samples.
As mentioned in Kanal and Chandrasekaran (1968), the

less that is known about the underlying probability struc-
ture, the larger is the ratio of sample size to dimensionality
that is needed. This is borne out by the analyses and results
in Mehrotra (1473), which extended the investigation of the
N/L ratio in Foley (1972) to the case where the common
covariance matrix of two multivariate normal distributions
is no longer assumed knownbut has to be estimated from
samples. The nature of the results is similar to those in
Foley (1972) but now, even for a N/L ratio aslarge asfive,
the expected probability of error on the design set is shown
to be considerably optimistically biased. The results of
Foley and Melirotra are based on certain expansions, ap-
proximations, «nd simulations and are meant to provide
insight and rules of thumb for practice. They lead to the
conclusion that the larger the ratio of training sample size

to feature set dimensionality, the better is the error estimate

obtained from the training set. Furthermore, a sufficiently

large number o* samples per class is required in order to

have a low-vari:.nce error estimate.

What about t1e numberof features? That is, for a given

finite design sample size N, is there an optimal measurement
complexity? Experimentally it has often been observed,

given finite training sets, that as the number of measure-

ments is increa‘ed, the performance of the classifier first

improves, later reaches a peak, and finally falls off. The

analyses in Hugies (1965) and Chandrasekaran and Harley

(1969) convincingly demonstrate that, in general, there does

exist an optim: measurement complexity at which the

mean classificat:2n accuracy peaks andthat the value ofthe

optimal measur::‘ment complexity increases with increasing

sample size. Later, the effect of constraining the measure-

ments to be statistically independent was examined in

Chandrasekaran (1971) and Chandrasekaran and Jain

(1973). In the first paper, Chandrasekaran studied the

optimal Bayesian decision function for the case of inde-

pendentbinary variables, with class conditional probabilities
{pi(1 — p;} and {q;,(1 — ¢;)} under class one and class

two, unknown and to be estimated from finite samples

from the two classes, using uniform a priori distributions
for p; and qg;. His conclusion was that in this case the mean

probability of correct classification monotonically increases

with N, the nuriber of measurements, giving perfect clas-

sification as N — oo. The resulting conjecture that in-

dependence of :neasurements guarantees an optimal mea-

Surement compexity of infinity was proved invalid in

Chandrasekarar. and Jain (1973). This second paper

presents necessa‘y and sufficient conditions to test whether
or not the number of measurements in the statistically
independentcas:: should bearbitrarily increased. From this

work and from thefeature selection example in Elashoff et

al. (1967), one learns that statistically independent variables
can behave mor: strangely than one might suspect.

The qualitative practical conclusions to be drawn from
the aforementionedinvestigations on dimensionality, sample
size, and expected performance seem to be the following.
Depending on the probability structure, our degree of
knowledge about it, and the estimation procedure used:
a) there exists a lower limit on the number N of design
samples per class needed to achieve a low enough variance
for the error estimate; b) the ratio of N to the dimen-
sionality L must be “large enough”if we are to get a good
estimate of the average probability of misclassification;
c) for the given sample size there is an optimalvalue for L,
1.€., an optimal measurement complexity consistent with
N/L that satisfies b). These conclusions do not, of course,
hold for the case of completely knownstatistics but the
latter would be a fortunate situation enabling the use of
simple statistical methods. It is apparent that only the
surface has been scratched thus far, and the phenomena of

dimensionality, sample size, and optimal measurement

complexity need to be quantitatively investigated in a

variety of contexts not hitherto examined.

Next consider how best to use a given fixed sample of

size N in designing andtesting a classifier. Toussaint (1974)

gives an extensive bibliography on this and related topics

in the estimation of misclassification. With the “rotation” or
II method recommended there is a compromise between

the hold-out (7) method and the leave-one-out (U) method.

It consists of partitioning the total set of N class tagged

samples into a test set {X},"s = {X,,-::,X,}, where
1 < k < N/2, N/k an integer, and a training set {¥},7" =
{X,41,°'',Xy}; and then training the classifier on {X},7"
and testing it on {X},7* to get an error estimate denoted by

P.[11];. The procedure is repeated with additional disjoint

test sets {X},"5, i = 2,---,N/k and correspondingtraining
sets, and the average over the various disjoint test sets

results used for the expected error, ie., E[P,(I1)] =

k/N>N* PTI]; With k = 1 this is the leave-one-out
method, and with k = N/2 this gives a version of the

hold-out method well known instatistics as cross valida-

tion in both directions [Mosteller and Tukey (1968)]. The

rotation method is also related to the “‘jackknifing”’ pro-

cedures described in Mosteller (1971).

The average resubstitution error rate E{P,(R)} provides

a lower bound onthetrue error probability while the other
approaches yield upper bounds. In the graphs in Foley

(1972) one finds that an average of the design set andtest

set results gives a good estimate of the true error prob-

ability. This leads Toussaint (1974) to recommend the

estimate

P.* = aE{P(T)} + (1 — a)P(R)

where 0 < « < 1 is a constant depending on the sample

size N, the feature size L, and the test set size k. In

Toussaint and Sharpe (1973)it is reported that experimental

work with a = 1/2, k/N = 1/10, and N = 300, led to P,*
essentially equal to P,(U). To compute the leave-one-out

estimate P,(U) would take 300 training sessions, while to
compute P,* takes only 11 training sessions, one for P,(R)
and ten for E{P,(I1)}.



Estimation of the Bayes error probability using classified,

i.e., class-tagged design samples but unlabeled test samples

has been investigated in a number of papers. These in-

vestigations use a result of Chow (1970) that, for optimal

classification involving a reject option, a surprisingly simple

fundamental relation exists between the error and reject

rates. In a Bayes strategy, the conditional probability of

error 1S

Pip&{X)

F(X)

where f(x) is the mixture density >°; P;p,(x). With rejection

allowed, the optimum strategy is to reject whenever

r(X) > t, where ¢ is the rejection threshold, and decide as
before, otherwise. The reject rate R(t) = Pr[r(X) > t] =
1 — G(t), where G(t) is the cumulative distribution func-

tion (cdf) of r(X). The error rate is then given by

r(X) = | — max
i

t

| y AR(y).
0

A plot of this relationship gives an error-reject tradeoff

curve the slope of which at a given point is the rejection

threshold. Chow (1970) noted that this simple integral rela-

tion allows the error rate and tradeoff curve to be determined

from the empirically observed reject rate function R(t) on

unlabeled samples; it can also be used for model validation

by comparing the empirical error-reject tradeoff curve with

the theoretical one derived from the assumed P; and p,(X).

This latter idea was applied in Fukunaga and Kessel

(1972), which pointed out that the suggestion was equivalent

to a goodness-of-fit test for the distributions G(t) or R(f).

One of the methods examinedis a test based on the expecta-

tion of the conditional probability of error r(X); E{r(X)}

is just the Bayes error probability P,, without the reject

option. For the M-class case, the estimate

EQ) = | ye) = -
0

bE=1L¥ ww
N, x rd

based on N, independent unlabeled samples from the mix-

ture density f(X), has a variance at least P,/M less than the

variance Pl — P,) of the estimate based on counting

misclassified labeled test samples. This paradoxical be-

havior, whereby one gets a better estimate by ignoring the

class tags on test samples, is attributed to the fact that the

error count estimate gives a binary quantization of the

error on a test sample, while r(X;) assigns a real value.

The application in Fukunaga and Kessel (1972) of

optimum error-reject rules to two-class multivariate normal

problems, for equal and also unequal covariance matrices,

provides some interesting comparisons with the work of

Foley (1972) and Mehrotra (1973) described earlier, and

the remarks made in Kanal and Chandrasekaran (1968)

concerning the role of structure.

For the equal covariance case with sample means and

sample covariance estimated from a total of N, + N, = N,

design samples, the analysis in Fukunaga and Kessel (1972)

suggests that N,/L should be ten or greater in order for

mean performanceto reasonably approximate the optimum.

10
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In terms of number of samplesperclass, this suggestion 1s

consistent with Mehrotra (1973), although the latter’s result

was obtained by a different approach not involving the

reject option.

For the unequal covariance case with unequalas well as

equal mean vectors, simulation experiments in Fukunaga

and Kessel (1972) showed that the results still depended on

the ratio of the number of samples per class to the feature

dimensionality but that an even larger number of design

samples is needed. Also, with estimated parameters the

true error rate is greatly underestimated by the error rate

calculated from the empirical reject function. The article
concluded that ‘“‘using the empirical reject rate to predict

error rates can produce very inaccurate results if the model

used in the classifier design is inaccurate.”

Asnoted earlier, the asymptotic error rate of the nearest-

neighbor classification rule provides a bound that is as

close or closer to the Bayes error probability than any of

the other bounds. Cover (1969) proposed that the numberof

misclassified samples when using a nearest-neighbor clas-

sifier be considered as an estimated bound for the Bayes

error probability. As the total number of samples asymp-

totically increases, for increasing k, the k-NN rules do

provide increasingly better asymptotic bounds on the Bayes

error probability. Cover’s suggestion was followed up in

Fralick and Scott (1971) and Fukunaga and Kessel (1973),

where nonparametric estimation of the Bayes error prob-

ability was investigated via a) error rates resulting when

k nearest-neighbor classification was used, and b) error

rates of approximate Bayes decision rules based on es-

timated density functions obtained by using multivariate

extensions [Murthy (1965)] of Parzen estimators [Parzen

(1962)].

Fukunaga and Kessel (1973) used labeled design samples

and unlabeled test samples. For a test sample X; from

the test set of N, unlabeled samples, consider its k nearest

neighbors among the design set N,. Of these k neigh-

bors, let k, be from class w, and k, from class w,, andlet

r,(X) = min {k,/k, k,/k}. Then the sample mean EF, =

1/N, >, 7,(X;) has an expectation that is a lower bound
on the Bayes error. An upper bound is obtained from an

unbiased estimate of the conditional k nearest-neighbor

error. For N, very large, the average of the lower bound

r,(X) and the upper bound, over the unlabeled samples,

gives a good experimental estimate for the Bayes error.

The use of unlabeled test samples results in a lower variance

for this estimate than an error estimate based on labeled

test samples.

The results in Fukunaga and Kessel (1973) and previous

results in Fralick and Scott (1971) suggest that for a small

number of design samples the approach using Parzen

estimates performs better than the k nearest-neighbor

procedures. Further comments are madein Section VII.

When designing a pattern classification device, it Is

expected that a large labeled design set will have to be

gathered. These results suggest a way of estimating the

minimum probability of error that is achievable with a
given set of features, without having to also label a large
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set of test saniples. The labeling oftest samples is not only
expensive but can often be an additional source of error,
as has been found in some medicalapplications.
The investigations into dimensionality, sample size, and

error estimation described in this section represent perhaps
the most useii1l research in statistical pattern recognition
during the period 1968-1974. Although incomplete, they do
provide rules of thumb and guidance for designing pattern
classification systems and analyzing their experimental
performance.

VII. STATISTICAL CLASSIFICATION

The basic a:sumption underlyingstatistical classification
is that there exists a multivariate probability distribution
for each class.Membersof a pattern class are then treated as
samples from a population, which are distributed in a
n-dimensional feature space according to the distribution
associated with that population. For two classes an observa-

tion x on the vector random variable X representing the

features is treated as coming from one of two distributions
F, or F3.

This theoretical framework leads to subcategories ranging

from complete statistical knowledge of the distributions to

no knowledge except that which can be inferred from

samples. The s1bcategories are

a) known distributions;

b) parametric families of distributions for which the

functiona! forms are known, but somefinite set of

parameters need to be estimated;

c) the nonpzrametric case in which the distributions are

not known.

Under b) and ¢) there are the possibilities that either some

sample patterns of known classification are available, or

unlabeled samples are available.

The subcateyories a), b), and c) were discussed in Fix and

Hodges (1951) and by various other authors in statistics.

In Ho and Agrawala (1968) the basic categorization scheme

was enlarged to include the additional aspect of unlabeled

samples. The j:aper surveyed work onstatistical classifica-

tion algorithm: presented in the engineering literature on

pattern recognition through early 1968. Some topics under

categories a) arid b) that were considered in some detail are

sequential and nonsequential statistical decision theoretic

algorithms, recursive Bayesian procedures for “learning

with a teacher’ when labeled samples are available, and

the Bayesian formulation of “learning without a teacher”

when unlabelei| samples are available. Under category c)

the paper described: algorithms for learning the coefficients

of linear decision functions based on iterative deterministic

optimization rocedures for solving linear inequalities

under some criterion function; extensions of these pro-

cedures to desl with nonlinear inequalities or piecewise

linear inequali:ies; algorithms based on stochastic approx-

imation methods to find the coefficients of orthonormal

series represenations for the difference between the un-

known a posteiori probability distributions for each class;

and someclust:-ring algorithms for unlabeled samples. Also

11

mentioned wastheresult in Cover and Hart(1967) that for
an infinite sample size, using the nearest-neighbor rule for
classifying a sample leads to an error rate that is never
worse than twice the Bayes error probability.

In the period since 1968, papers on classification under
subcategories b) and c) for labeled and unlabeled samples
have continued to appear; a survey ofstatistical classifica-
tion similar to that in Ho and Agrawala (1968) could now
easily be the sole topic of a very long journal article.
However, the majority of recently published booksin pat-
tern recognition devote almost all their attention to statis-
tical classification, estimation, and clustering procedures,
and some of them, Duda and Hart (1973) in particular,
provide very good surveys of the literature on these topics

through early 1972. Thus I have limited the scope of this

section to 1) some recent references and surveysforstatis-
tical classification procedures that derive from approaches

covered in earlier surveys, and 2) brief descriptions and

comments on somerecent contributions. Under 2) I focus —

on topics in nonparametric classification. In recent years,

this is the category of classification procedures that has

been of greatest interest for work in pattern recognition.

Some Recent References

Prior to 1968 algorithms for the optimal solution of linear

inequalities were often proposed in the pattern recognition

literature. Papers on this topic continue to appear regularly.

A recent example is Warmack and Gonzalez (1973) that

claims to have the first direct algorithm, not based on

gradient optimization techniques or linear programming,

for the optimal solution of consistent and inconsistentstrict

linear inequalities. An accelerated relaxation-based pro-

cedure for finding piecewise linear discriminant functionsis

described in Chang (1973).

Many papers on decision-directed learning and on

various other unsupervised learning schemessuchaslearn-

ing with a “probabilistic teacher” and learning with an

“imperfect teacher” have appeared since 1968. In Agrawala

(1973) schemes for learning with various types of teachers

are reviewed, and simple block diagrams are presented to

reveal their interrelationships.

For learning with various types of teachers and for many

other problems in statistical pattern classification, e.g.,

automatic threshold adjustment, taking context into ac-

count, intersymbolinterference, and distribution-free learn-

ing, at least conceptually, compound decision theory

provides an integrated theoretical framework. A_ brief

tutorial exposition of compound decision theory procedures

appears in Kanal and Chandrasekaran (1969); see also the

comments in Cover (1969) and the extended presentation in

Abend (1968). In pattern recognition, examples of recent

papers based on compounddecision theory approachesare

Welch and Salter (1971) and Hussain (1974). The optimal

processing algorithms based on these approaches are

generally unwieldy, and many approximations must be

invoked.

Complementing the surveys of clustering presented in the

pattern recognition literature is an excellent survey [Har-
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TABLEII
NonPARAMETRIC PROBABILITY DENSITY FUNCTION EsTIMATORS [SEE COVER (1972)]

 

Formulation

f(X) density function; X1 +++ Xn-°> (independently

 

 

 

 

where k, iS an integer n, d(n) is the distance to
the k,th closest sample point from x

tigan (1974)], which provides many interesting recent

references not cited in pattern recognition books and

articles. The author aptly describes the present status of

clustering theory as chaotic and says

the probabilistic and statistical aspects of clustering are

still immature, the principal body of knowledge being

clustering algorithms which generate standard clustering

structures such as trees or partitions from standard forms

of input data such as a distance matrix or data matrix.

Dissatisfaction with heuristic approaches has led to some

theoretical analyses of clustering. A recent reference is

Wright (1973), who attempts an axiomatic formalization

of clustering.

Some recent papers have considered the comparative

evaluation of alternative discrimination procedures, a topic

that is of direct interest to pattern recognition practice.

In Moore (1973), five discriminant functions for binary

variables are evaluated. These are the first- and second-

order Bahadur approximations, linear and quadratic dis-

criminant functions, and a full multinomial procedure

 

No. Estimator identically distributed random variable) Comments

. 1 .

1 Histogram partition real lineinto sets S1552,° °°, let g(x) be variance > Oas =? unbiased

indicator function for i, then 1) selection of S;’s and their numberis arbitrary

. k iz 2) results in piecewise constant fn(x)

fo = Dad Y ale}
i Nj=1

k

.

2 Orthogonal function fix) = YX CWC) 1) reduces to histogram approachif v1 = 91
i=1 2) possibility of negative values for f,(x) exists

where 3) scale of w; must be selected before the datais observed

a 1 2 [see also Crain (1973)]

C,{= - > wi(x,)n j=

which minimizes

Jr = | (0) — Aoy? ae

f ~~ _ - h? u"

3 Rosenblatt estimator fix) = Linx + 2) ah F(x

—

MI Ef.(x) = f(x) + ef (x) + o(h*)

5 4 1where ; EAC) — fey? = E2 + Eisreor + 0 (5; + A)
lo, 2hn 36 nh

F(x) == g(x — x;)n=

wa . fl, x20

F(X) = ff x <0

4 Parzen estimator f(x) = 1 y K (* —_ unbiased
" h(n) ;= h(n) ; 1 1 x — x1\\?L i

var (f,(x)) < = (Fp K( ))
K is bounded, absolutely integrable Kernel n \A(n) hn

function 1

IxK(x)| 0 as |x| > 0 rate of convergence ¥ * (depends on continuity off)

[ Koay = 1

5 Loftsgaarden and f(x) = ky/n if k, > 0, Kn > 0

Quesenberry 2d(n) n

=> consistent estimate

based on estimating the class conditional probability dis-

tributions. Among the conclusions drawn is that for binary

variables, the quadratic discriminant function rarely per-

forms as well as the linear discriminant function. This

confirms the experience reported by many persons working

in pattern recognition [Kanal (1972)]. A comparative study

of linear and quadratic discriminant functions for inde-

pendent variables from three nonnormal continuous dis-

tributions is reported in Lachenbruck et al. (1973). Other

comparative studies of some classification procedures are

Gessaman and Gessaman (1972) and Odell and Duran

(1974).

Many of the comparisons in these studies leave one less

than satisfied as to the generality or objectivity of the

conclusion. An objective approach suggested by decision

theory is to develop admissibility criteria that would

eliminate obviously bad algorithms. Admissibility of k-NN

algorithmsfor classification is discussed in Cover and Hart

(1967). In a recent study [Fisher and Van Ness (1973)],
seven seemingly reasonable admissibility conditions were

used in an attempt to compareeightclassification procedures
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including k-NNrules,linear discriminant analysis, quadratic
discriminant analysis, and Bayes procedures. Unfortunately,
the approach did not provide much comparative information
about the alternate algorithms.

Nonparametric Classification Procedures

Nonparametric approachesto classification include:

1) linear, nonlinear, and piecewise linear discriminant

functions;

2) stochastic approximation and potential function

methodsfor approximating the decision boundary;

3) clustering prc.edures;

4) density estimation methods for use in an optimal

decision rule;

5) nearest-neighlor classification rules;

6) statistically equivalent blocks;

7) discrete variable methods when there is no inherent

metric.

The basic concepts underlying the first five approaches

are clearly presente! in Duda and Hart (1973) and Fukunaga

(1972). These booksalso briefly deal with discrete variables

and present some series approximations for the joint

probability functio: of binary variables. Extensive develop-

ment and discussion of research contributions to the first

five topics, up to 1972, are presented in Patrick (1972),

which is the onl, pattern recognition book with any

material on the topic of statistically equivalent blocks. In

the following, I briefly describe some recent contributions

to topics 4) to 6) that have not been previously surveyed

and appear to mer:t comment.

Five commonly ised nonparametric probability density

function estimators are examined and compared in Cover

(1972), which gives 87 references on nonparametric density

estimation. Table [I presents a summary of the five es-

timators. The appl cation of B-splines to multivariate pdf

estimation using Parzen estimators is the subject of a recent

dissertation [Bennett (1974)]. B-splines are local rather
than global approximating functions, so that each point in

a set of data point; being approximated with the B-spline

basis functions has influence on a fixed fraction of the

density estimate. For estimating a L dimensional pdf from

nrandom L-vectors of data, Bennett presents an algorithm

that uses a L dimensional density kernel estimator with a

L-fold tensor product of B-splines as basis functions.

The & nearest-nei zhborclass of estimators of Loftsgaarden

and Quesenberry derive from a method of nonparametric

density estimation suggested by Fix and Hodges (1951). In

this approach the volume of the region containing the k

nearest neighbors cf a point is used to estimate the density

at that point. Thus the numberof observations is fixed and

the volume is rardom. This contrasts with the Parzen

estimator approaclin which the volume is fixed and the

number of data pxints is random. This symmetry is sug-

gestive and Fralick and Scott (1971) pointed out that the

need to choose the kernel K and window (weighting) func-

tions / in the Parzen estimator has its counterpart in the

need to choose th: number of nearest neighbors and the

metric in the k near2st-neighbor approach. Using techniques

similar to earlier work on the derivation of the optimum
kernel function for Parzen estimators, Fukunaga and
Hostetler (1973) obtained a functional form for the optimum
kK in terms of sample size, dimensionality, and the underlying
probability distribution. The optimality is in the sense of
minimizing an approximated mean-square error or inte-
grated mean-squareerrorcriterion.
A number of papers, many of them published in this

TRANSACTIONS, have been concerned with the asymptotic
convergence of kK-NN rules and certain variations thereof,
[Cover (1968), Peterson (1970), Wilson (1972), Wagner

(1971), (1973), and Wolverton (1973)]. Of course, the small

sample behavior of any nonparametric decision rule is

problematical. Cover (1969) has conjectured that

The failure of the NN rule score to be nearits limit is a

good indication that every other decision rule based on

the m samples will also be doomed to poor behavior. A

small sample with respect to the NN rule is probably a

smaller sample with respect to more complicated data

processing rules.

The experiments of Fralick and Scott (1971) and Fukunaga

and Hostetler (1973) would not seem to support that con-

jecture, as they appear to favor Parzen estimates. However,

as Cover has pointed out, Parzen estimates involve a

smoothing parameter that the experimenter can adjustafter

looking at the data. My own experimental comparisons,

done in 1964, of nearest-neighborrules with other competing

classification procedures for a specific problem did not favor

nearest-neighbor rules. However, these are isolated ex-

periments, and theoretical analysis and systematic ex-

perimentation are needed to answer questions about the

small sample performance of NN rules and, indeed, all

competing classification procedures.

Other than the early work of Fix and Hodges (1952) for

univariate and bivariate Gaussian distributions, the only

published studies of the small sample performance of the

NNrule seem to be Cover and Hart (1967) and the recent

paper by Levine, Lustick, and Saltzberg (1973), for the case

of samples from two uniform univariate distributions. Not

surprisingly, for this case it is shown that the probability of

misclassification is close to its asymptotic value even for

extremely small samples. An unpublished result by W.

Rogers and T. Wagner has been communicated to me by

one of the reviewers of an early draft of this paper. For

nearest-neighborclassifiers they find that with the leave-one-

out method the variance in the risk estimate is less than

5/4n + 3/n3/? independentof the underlying distribution. A
similar result is claimed for any local classifier. This result is

a nonparametric finite sample size result that should allow

competing classification procedures to be compared using

confidence intervals on the risk estimates.

During the period under consideration, a few papers on

nonparametric classification using distribution-free toler-

ance regions have appeared. Unlike most of the pattern

recognition literature, these papers take a non-Bayesian

Neyman-—Pearson approach to error performance and are

thus of some interest.
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In 1947, J. W. Tukey used the term “‘statistically equiv-

alent block” for the multivariate analog of the interval

between two adjacent orderstatistics; to extend the concept

of orderstatistics to the multivariate case, it is necessary to

introduce ordering functions. Given n observations from a

continuous distribution, the sample space is divided by

these observations into n + 1 blocks. For any block B; the

proportion of the population covered, referred to as the

“coverage,” is treated as the value of a random variable U;,.

Subject to mild restrictions on the procedure used to divide

the sample space, the random variables U,::: U,4, have a

joint distribution that is independent of the distribution

giving rise to the sample observations. The distribution is

the Dirichlet distribution—a uniform distribution over a

set prescribed by simple inequalities. This property of the

coveragesof the (n + 1) blocks leadsto the term statistically

equivalent blocks.

Since the sum of any group of the U; has a beta distribu-

tion, the marginal distribution of the proportion of the

population that lies in a group of the blocks has the beta
distribution. Enough blocks can be chosen to make a

probability statement such as “in repeated sampling the

probability is p that the region R contains at least « of the

population.” Thus a distribution-free tolerance region
whose coverage has the beta distribution can be constructed

in the multivariate case by defining ordering functions to

generate statistically equivalent sample blocks.

In Quesenberry and Gessaman (1968), an optimal pro-

cedure, in the two-class case, is defined to be one that

minimizes the probability of reserve judgment, i.e., rejec-

tion, while controlling the conditional error probabilities

for each class within prescribed upper bounds. The paper

presents a nonparamettic classification procedure based on

forming regions of reserve judgment from intersections of

distribution-free tolerance regions. The choice of the order-

ing functions determines the usefulness of the procedures;

for some families of distributions it is possible to select

ordering functions that will make the nonparametric

procedure consistent with the optimal procedure for the
given family.

In the same context as the preceding paper, Anderson

and Benning (1970) present a suboptimum nonparametric

classification procedure for the two-class problem. In this

paper, the set of ordering functions used to form tolerance

regions for thefirst distribution are based on clusters of the

sample drawn from the seconddistribution, and vice versa.

Hyperspherical (Euclidean distance) and hyperelliptical

ordering functions are suggested to order observations with

respect to cluster means. Note that the general theory of

distribution-free tolerance regions does not consider the

case where the regions corresponding to a distribution

depend on randomness from a source different than the

observations on that distribution. Anderson and Benning

(1970) prove that the theory does hold for this case.

Anearlier paper in this area is Henrichon and Fu (1969).

A recent paper is Beakley and Tuteur (1972), which presents

three ordering procedures to develop nonparametric toler-

ance regions and uses them in automatic speakerverification.
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In Gessaman and Gessaman (1972) reserve judgment pro-

cedures based on nonparametric tolerance regions are

compared with other standard procedures.

For discrete variables satisfying only a nominal scale

(ie., when there is no inherent metric), a switching theory-

based approach is presented in Michalski (1972), (1973)

and Stoffel (1972), (1974). In the past, various similarity

and clustering metrics have been tried for nominalvariables

[Anderberg (1973), Goodall (1966), and Hills (1967)].

Sammon (1971) suggested procedures for transforming such

discrete variables, termed Discrete Type II variables, into

continuous features; the OLPARS Discrete Variable Sub-

system commented upon in Kanal (1972) provides a number

of such transformations. The contribution of Michalski

(1972) and Stoffel (1972) is a feature generation and clas-

sification procedure that generates a small set of n-tuplesfor

discrete nominal variables. These n-tuples, called “prime

events” in Stoffel (1972), are claimed both to fit a specific

class and to discriminate it from other classes.

The independent developments by Michalski and by

Stoffel of essentially the same concepts and procedures

are based on theidea of the “‘cover’’ of two events, and they

are related to work on the synthesis of switching functions

from incompletely specified input-output relations.

Michalski’s work on a “‘covering theory’ approach to

switching andclassification problemspredates Stoffel’s 1972

report, but his formulation, development, and exposition

are imbedded in complex notation. Here I follow Stoffel’s

terminology.

An eventis an n-tuple (x,,x2,'°*,x,) in which a subset

of the elements have specified values, and the unspecified

elements are “don’t care” variables. Event e, “‘covers”’

event e,, if and only if every element of e, which has a

specified value equals the value of the corresponding

element in e,. Thus event e, = (2,-,-°), where - denotes an

unspecified element, covers event e, = (2,1,0) and event

e; = (2,2,:), but e, does not cover e, or e3, and e3 does not

cover e, or e,. A prime event is an event that covers only

those measurement vectors assigned to one class by a

Bayes classifier. Also a prime event is not covered by

another prime event. An algorithm to generate a sufficient

set of prime events that will cover the class is given; the

resulting set may not be the smallest possible.

To accountfor vagaries in the sample, Hammingdistance

is used as a measureofsimilarity between events or between

a measurement vector and an event. Classification is done

by assigning a sample to that class the set of prime events

of which covers the sample vector. If the distance from all

prime events exceeds a threshold, then the sample is

rejected.

The procedure is certainly a systematic approach to the

generating of a small set of good templates. However, it

generates prime events for each class versus the rest of the

classes. It is easy to give examples where by grouping classes

together and usinga tree classification structure one can do

as well with fewer prime events.

The last comment brings up the question as to whether

the complexity of patterns and pattern representation
































































































































































































































































































































































































































































































































































































































































































































































































































































































































