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The use of artificial intelligence (AI) to compose music is becoming mainstream. Yet, there is a concern that

listeners may have biases against AIs. Here, we test the hypothesis that listeners will like music less if they

think it was composed by an AI. In Study 1, participants listened to excerpts of electronic and classical music

and rated how much they liked the excerpts and whether they thought they were composed by an AI or

human. Participants were more likely to attribute an AI composer to electronic music and liked music less

that they thought was composed by an AI. In Study 2, we directly manipulated composer identity by telling

participants that the music they heard (electronic music) was composed by an AI or by a human, yet we

found no effect of composer identity on liking. We hypothesized that this was due to the “AI-sounding”

nature of electronic music. Therefore, in Study 3, we used a set of “human-sounding” classical music

excerpts. Here, participants liked the music less when it was purportedly composed by an AI. We conclude

with implications of the AI composer bias for understanding perception of AIs in arts and aesthetic

processing theories more broadly.

Public Significance Statement

Artificial intelligence (AI)—computers making intelligent decisions or emulating humans—is revolu-

tionizing the music industry. Yet, very little is known about how people emotionally respond to AI-

generated music. The findings of the present work indicate that listeners tend to be biased against music

that they think was created by an AI if the music itself does not fit expectations of what an AI could

create.
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Artificial Intelligence (AI)—widely defined as computer sys-

tems that make intelligent decisions or emulate humans—is a

growing field that is changing the way humans live every day,

including the ways we listen to music. For example, music

streaming platforms such as Spotify and Pandora use AI algo-

rithms to recommend new music to listeners based on their

previous listening behavior. Generally, users welcome such ap-

plications of AI to improve their music listening experience (Jones

& Pu, 2008; McCourt & Zuberi, 2016). In contrast, users may be

hesitant about listening to music that was created or composed by

an AI. For example, recent survey research suggests that both the

general public and music professionals have negative perceptions

of AI-created music and express a low likelihood of purchasing

music created by AIs (Tigre Moura & Maw, 2021). In this prior

work, participants were asked to rate their attitudes towards AI-

composed music and their intention to purchase AI-composed

music in general, but this study did not consider people’s attitudes

toward specific songs purportedly created by AIs. Their ratings

reflected negative attitudes and low intention to purchase music in

general that is created by AIs.
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Despite this hesitance from both music professionals and the

general public, the field of AI is swiftly working towards creating

music using AI. AI tools made by Google, OpenAI, and others are

not only assisting musicians in creating new music, but are com-

posing their own completely new music, including deepfakes that

realistically emulate artists ranging from Bach to Nirvana. For

example, DeepBach is an AI trained to emulate Bach chorales.

When asked to identify whether a piece of music composed by

DeepBach was created by a computer or Bach, around 50% of

participants judge them as Bach-composed, with trained musicians

being less likely to identify a DeepBach piece as composed by Bach

than naïve listeners (Hadjeres et al., 2017). Bachbot is a similar AI

designed to emulate Bach chorales. Participants were not able to

distinguish a true Bach composition from a Bachbot composition at

levels above chance (Liang et al., 2017). That is, listeners found

Bachbot nearly indistinguishable from real Bach music. Thus, while

the field of AI is swiftly improving on the technical challenges of

programming AIs to compose music, an important question re-

mains: Do people enjoy music less if they think it was created by an

AI? First, we will situate this question in the broader literature on

aesthetic judgments of music and of products created by AIs, before

empirically investigating this question in a series of three studies.

Contextual Influences on Aesthetic Judgments of Music

One long-standing debate in the field of empirical aesthetics

surrounds the relative contributions of stimulus properties to aes-

thetic judgments. That is, is it possible to distill down the sensory

features of a stimulus that are universally considered aesthetically

appealing, or are aesthetic judgments predominantly influenced by

extrastimulus information? While historically, most empirical

research on aesthetics has focused on stimulus properties and/or

artworks in isolation, more recently, scholars have begun embracing

the role that context and extrastimulus features play in aesthetic

judgments (Leder & Pelowski, 2021). Several major theories of

aesthetic appreciation and judgment include contextual information

(for visual-arts specific theories, see Chatterjee & Vartanian, 2014;

Leder & Nadal, 2014; Pelowski et al., 2017; for a music-specific

theory, see Brattico et al., 2013). Empirical work on the subject has

identified that contextual information, including information about

the creator of an artwork, and whether an artwork is framed as “art”

or “not art,” can influence a viewer or listener’s aesthetic judgments

of that object (for a thorough review of framing effects in aesthetic

judgments, see Leder & Pelowski, 2021).

Specifically regarding music, prior work has indicated that musi-

cal preferences can be influenced by many types of contextual or

extramusical information (North, 2010), including social factors like

group affiliation (Lonsdale & North, 2009, 2017) or environmental

factors such as time of year (Krause & North, 2018). One particu-

larly relevant contextual factor that can affect aesthetic judgments of

music is knowing who composed or performed the music. Infa-

mously, auditions for orchestras were highly biased against female

musicians until the introduction of blind auditions mitigated that

bias (Goldin &Rouse, 2000). Listeners have also been shown to like

music more when they believe it was composed byMozart versus an

unfamiliar composer (Fischinger et al., 2018). Liking is also influ-

enced by the psychological characteristics of the composer: that is,

people prefer music that is composed by artists who have a similar

personality to their own (Greenberg et al., 2021). In addition, a

congruence between musical style and performer can impact liking.

For example, listeners like U.S. patriotic music more when it is

played by a U.S. military band rather than a university band (Belfi

et al., 2021). Taken together, these results indicate that the aesthetic

appeal of music can be influenced by the identity of the composer and

performer of the music.

Recent theories of aesthetic judgments have also proposed that

one’s preexisting schemas about contextual information interact with

the perceived self-relevance of an artwork to influence aesthetic

judgments. That is, if an artwork both fits with one’s prior schemas

and is seen as self-relevant, this will result in positive aesthetic

judgments of the work (Pelowski et al., 2017). Perhaps some of the

aversion around AI-created music is that people have strong

emotional responses to music and find music particularly central

to their identities and sense of self (Lamont & Loveday, 2020;

Lonsdale & North, 2017; Peck & Grealey, 2020). While seemingly

obvious, prior research indicates that the primary reason people

listen to music is because they enjoy it (Sanfilippo et al., 2020).

Furthermore, almost everyone experiences strong emotional responses

to music, with only around 3% of the population reporting that they

do not experience pleasure from music (for review, see Belfi & Loui,

2020). Perhaps it is the strong connections people feel towards music

that causes skepticism about AI-generated music. Listeners may have

preexisting expectations about what type and quality of music an

AI could create, and high-quality AI-generated music challenges

their preexisting schemas.

Aesthetic Judgments of Products Created by AI

Across many domains, people tend to judge AIs differently than

humans, even when in identical situations. For example, negative

outcomes produced by the actions of AIs are judged less harshly and

forgiven more than humans (Bigman et al., 2020; Furlough et al.,

2021; Malle et al., 2015; Shank et al., 2019). However, when an

algorithm and a human both make the same mistake, people are

more likely to rely on the human than the algorithm moving forward

(Bigman et al., 2020; Dietvorst et al., 2015). This may be partly due

to the fact that AIs are not viewed as having the ability to feel

emotion or have experiences (Gray et al., 2007). Despite this

perceived lack of emotion, AIs are still expected to be agentic in

completing tasks (Gray et al., 2007). However, whether or not an AI

is seen as suitable for a given task may depend in part on whether the

task involves a subjective, aesthetic judgment. Some people believe

that AIs are incapable of completing more subjective tasks (e.g.,

providing dating advice) and therefore people are less likely to

accept AI recommendations on such tasks (Castelo et al., 2019). In a

study about AI recommendations on shopping websites, people

preferred AI over human recommenders when choosing products

based on their utilitarian attributes (e.g., recommending winter coats

based on warmth) but preferred human recommenders when choos-

ing products based on aesthetic attributes (e.g., recommending

winter coats based on appearance; Longoni & Cian, 2020).

In addition to differences in the perceived utility of AI for

recommending products based on aesthetics, differences are found

in responses to aesthetic products created by AIs. For example, prior

work has indicated that people find music, cooking recipes, and

paintings created by AIs to be less authentic than those created by

humans (Jago, 2019). In the advertising industry, people prefer

advertisements created by AIs when they believe that the creation of
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the advertisements is more objective than creative (Wu & Wen,

2021). Individuals are also more likely to view poems and paintings

created by an AI as less favorably than ones created by humans (Wu

et al., 2020). People also prefer human-created poetry, even though

individuals were unable to reliably distinguish between human and

AI-created poems (Köbis & Mossink, 2021). Additionally, pieces

of visual artwork labeled as being created by a computer were rated

as less aesthetically appealing than those labeled as sourced from

an art gallery (Kirk et al., 2009). Notably, the response to AI-created

aesthetics also depends on people’s perception of the AI. For

example, when an AI system has been described as a tool, it is

assigned less responsibility for the creation of a piece of artwork

than when it is anthropomorphized and made to seem more human

(Epstein et al., 2020). In sum, this work suggests that people judge

both the actions and products of AIs more negatively than those of

humans.

The Present Study

Taken together, this prior work on aesthetics and AI has led to what

we deem as the “AI composer bias.”We hypothesize that people will

like music less if they believe that the music was composed by an AI.

It is important to note that our hypothesis is not founded onmusic that

is actually composed by an AI versus that which is composed by a

human. Instead, we predict that, if given an identical piece of (human-

composed) music, a listener will like it less if they are simply told

it was composed by an AI. In a series of three studies, we probe this

hypothesis in different ways. In Study 1, participants listened to

excerpts of music (classical and electronic) and made two judgments.

They first identifiedwhether they thought themusicwas composed by

an AI or by a human and then they rated how much they liked the

music. In Studies 2 (electronic music) and 3 (classical music), we

directly manipulated composer identity by telling participants that the

music they heard was either composed by an AI or by a human. The

overall goal of the present work was to identify whether the presumed

identity of a composer (e.g., AI or human) influences a listener’s

aesthetic judgments of that music, and if so, under what conditions.

Study 1

The goals of Study 1 were to identify whether listeners reliably

perceive certain pieces of music as sounding like they were composed

by an AI versus a human and to assess whether these assumed

composer identities were related to how much listeners liked the

pieces of music. Participants listened to either 20 electronic or

20 classical music excerpts. We hypothesized that listeners would

agree on pieces that were AI-sounding and others that were human-

sounding, and that listeners would like human-sounding pieces

more than AI-sounding pieces.

Study 1: Method

Transparency and Openness

Data. All data reported in the present article can be found at the

following Open Science Framework (OSF) repository: https://osf

.io/x8kqs/

Analytic Methods andMaterials. Analytic code and materials

will be made available upon request.

Participants

Participants were recruited using Prolific, a website designed to

recruit participants for research studies (Palan & Schitter, 2018; Peer

et al., 2017). We recruited 150 participants in each group (electronic

and classical). Participants were grouped such that each person only

rated a single genre to prevent cross-genre comparisons. We based

this sample size on our prior work using the same stimuli and a

similar task (Belfi, 2019; Belfi et al., 2018). Our prior work using the

same stimuli in the present study (Belfi et al., 2018) found a large

effect size (η2 = 0.20) when comparing aesthetic ratings for classical

versus electronic musical excerpts, with a sample size of 20 parti-

cipants.We are therefore confident that our number of participants has

sufficient power to detect our predicted effects.

Of the 150 participants in the electronic group, we excluded four

participants for the following reasons: Two participants were

removed for submitting the survey entirely blank, and two parti-

cipants for correctly reporting that they recognized the composer

of one of the pieces of music. The remaining 146 participants

(59 men, 86 women, 1 nonbinary) were an average of 31.52 years

old (SD= 11.26), had an average of 15.12 years of education (SD=

2.72), and had an average of 3.29 years of formal musical training

(SD = 4.67). Of the 150 participants in the classical group, we

excluded one participant for failing the attention/sound check. The

remaining 149 participants (66 men, 82 women, 1 nonbinary) were

an average of 30.65 years old (SD = 10.51), had an average of 14.92

years of education (SD = 2.42), and had an average of 3.01 years

of formal musical training (SD = 4.24). The participants in the

electronic and classical groups did not significantly differ in terms

of gender (χ2= 0.45, p= .49); age, t(293)=−0.68, p= .49; education,

t(292) = 0.65, p = .51; or years of musical training, t(293) = −0.54,

p = .58. Additionally, both the classical and electronic groups had

relatively little prior familiarity with AI-composed music (11% of

classical 6% of electronic participants indicated “I had heard of it

and have read some about it and/or listened to it before”), with no

differences between the groups in their levels of familiarity with

AI-composed music (χ2 = 1.56, p = .21).

Stimuli

Stimuli, selected from our prior work (Belfi, 2019; Belfi et al.,

2018; Kasdan & Belfi, 2020), consisted of 15s excerpts from

electronic and classical music. Twenty excerpts that contained no

lyrics or human vocalizations were chosen for each genre. No

particularly well-known pieces were selected in an effort to ensure

the unfamiliarity of the pieces. The electronic pieces consisted of

electronic dance music with a distinctive beat structure (i.e., no

ambient music). All electronic pieces were contemporary and

ranged in tempo from 60 to 150 beats per minute (M = 111.05,

SD = 23.41). The classical pieces consisted of 19th century small

ensemble music of the Romantic era. All pieces were from the

European tradition and ranged in tempo from 69 to 160 beats per

minute (M= 117.15, SD= 28.00). A list of all musical pieces used in

the present study can be found in the Supplemental Tables S1–S2.

Procedure

All procedures were conducted in compliance with the American

Psychological Association Ethical Principles and were approved by
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the institutional review board of the University of Missouri. Before

the study began, participants were given a brief description of the task

and gave their consent to participate. Participants were instructed to

wear headphones in order to participate in the study. As an attention/

sound check, participants were told to listen to an audio clip that

stated, “Please type the word ‘banana’ in the box below.” Participants

who did not correctly type this word were excluded from the study.

Participants were then given instructions for the task and were

presented with the following definition of AI:

AnAI performs behaviors which are considered intelligent if performed

by humans, learns or changes based on new information or environ-

ments, generalizes to make decisions based on limited information, or

makes connections between otherwise disconnected people, informa-

tion, or other agents. AI is sometimes used to compose music.

Each participant listened to the 20 musical excerpts belonging to

their musical genre group (electronic or classical). Excerpts were

presented one at a time in a random order. On each trial, participants

were first required to listen to the entirety of the musical excerpt

before advancing to the next page, which contained the questions.

Participants had the option to listen to the excerpts more than once.

After listening to each excerpt, participants were then asked to

choose whether they thought the excerpt was composed by a human

or by an AI, in a two-alternative forced-choice question. Participants

were asked to rate their confidence in their composer choice from

not at all confident (coded 1) to completely confident (coded 5).

Finally, participants were asked to rate how much they liked each

clip on a 7-point Likert scale, with responses ranging from dislike a

great deal (coded −3) to like a great deal (coded 3). Participants did

not see the numerical ratings on the Likert scales.

After rating all 20 clips, participants answered a brief demographic

survey which included questions about their age, gender, years of

education, and years of formal musical training. For musical training,

participants were asked: “Howmany years of formalmusical training

(e.g., music lessons) do you have?” They were asked about their

familiarity level with AI-composed music: the exact question was:

“How familiar were you with AI-composed music prior to this

survey?” with three options: (a) I had never heard of it, (b) I had

heard of it, but don’t knowmuch about it, and (c) I had heard of it and

have read some about it and/or listened to it before. They were also

given an opportunity to provide any additional thoughts about AI-

composed music and to indicate if they were familiar with any of the

pieces (a free-response question). After completing the survey, a

debriefing screen was shown which included a description of the

study and how the data will be used. The study took approximately

15min, and each participant was paid $2.50 for completing the study.

Study 1: Results

We performed all statistical analyses using R Version 3.6.2. For

each genre, we conducted a generalized linear mixed effects model

using the glmer function from the lme4 package (Bates et al., 2015).

These models included a fixed effect of liking ratings and random

intercepts for participants and items. The outcome variable was the

composer attribution ratings (AI or human); given that the dependent

variable is a binomial response, we used a generalized linear mixed

model. For the electronic group, this model was significant (β =

−0.92, SE = 0.06, z = −16.12, p < .001), indicating that liking was

predictive of AI versus human composer judgments. That is, musical

excerpts with a high proportion of AI ratings were liked less than

excerpts with a high proportion of human ratings (Figure 1A). We

repeated this analysis using confidence ratings as the predictor vari-

able. This analysis was also significant, indicating that participants

were more confident when they rated pieces as human, rather than AI-

composed (β = −0.13, SE = 0.04, z = −3.04, p < .001; Figure 1B).

For the classical group, the mixed-effect model analyses replicated

those of the electronic group: pieces with a higher proportion of AI

ratings were liked less (β = −0.98, SE = 0.06, z = −16.53, p < .001;

Figure 1C), and participants were more confident when identifying

pieces as having a human-sounding composer (β = −0.78, SE = 0.06,

z = −13.35, p < .001, Figure 1D). To investigate potential effects of

musical training, these analyses were repeated with years of musical

training included as a fixed effect, and there were no effects of musical

training (see Supplemental Materials for details).

We further explored the AI composer bias effect by categorizing

the excerpts as either AI-sounding or human-sounding if over 60% of

participants rated them as such. For the electronic group, this resulted

in seven AI-sounding excerpts and five human-sounding excerpts

(Figure 2A). A paired-samples t test revealed that participants liked

the AI-sounding excerpts significantly less (0.04, SD = 0.96) than

the human-sounding excerpts, 0.85, SD = 0.85; t(145) = −11.203,

p < .001, 95% CI [−0.95, −0.66], d = −0.92. In contrast to the

electronic group, in the classical group, only one piece was identified

as AI-sounding and seven pieces were identified as human-sounding

(Figure 2B). Due to the lack of AI-sounding excerpts, we were unable

to conduct the liking comparison across AI versus human-sounding

classical excerpts.

Finally, we sought to directly investigate differences between

liking ratings of the electronic and classical groups. To do this, we

conducted an independent-samples t test to investigate whether

overall, participants in one group liked the excerpts more than the

other. We found that the classical music was liked significantly

more than the electronic music (classical mean = 1.01, SD = 0.85;

electronic mean = 0.31, SD = 0.80; t(293) = 7.28, p < .001, 95%

CI [0.51, 0.89], d = 0.84; Figure 3A). Next, we conducted an

independent-samples t test to investigate whether confidence ratings

differed between the two groups. We found that participants were

significantly more confident in their composer identity ratings of

the classical pieces than the electronic pieces (classical mean= 3.02,

SD = 0.80; electronic mean = 2.77, SD = 0.68; t(293) = 2.92, p =

.003, 95% CI [0.08, 0.42], d = 0.34; Figure 3B).

Musical Features Analysis

Our results from Study 1 show that certain musical pieces are

consistently rated as sounding as though they were composed by an AI

or by a human.We next sought to analyze the musical features of these

clips to identify whether certain features were associatedwithmore AI-

sounding or human-sounding music. We chose nine musical features

based on prior research evaluating the features associated with emo-

tions in different musical genres (Eerola, 2011), which identified the

most predictive features in the categories of dynamics, rhythm, timbre,

and tonality. These features are described in detail elsewhere (e.g.,

Eerola, 2011) and are well documented in the MIR Toolbox (Lartillot

et al., 2008), but we will briefly explain the features used here.

Root-mean-square (RMS) energy is a measure of the dynamics in a

piece of music, calculated by computing the root average of the square

of the amplitude in the signal.We calculated both the slope (RMSl) and

T
h
is
d
o
cu
m
en
t
is
co
p
y
ri
g
h
te
d
b
y
th
e
A
m
er
ic
an

P
sy
ch
o
lo
g
ic
al

A
ss
o
ci
at
io
n
o
r
o
n
e
o
f
it
s
al
li
ed

p
u
b
li
sh
er
s.

T
h
is
ar
ti
cl
e
is
in
te
n
d
ed

so
le
ly

fo
r
th
e
p
er
so
n
al

u
se

o
f
th
e
in
d
iv
id
u
al

u
se
r
an
d
is
n
o
t
to

b
e
d
is
se
m
in
at
ed

b
ro
ad
ly
.

4 SHANK, STEFANIK, STUHLSATZ, KACIREK, AND BELFI



the standard deviation (RMSd) of the RMS energy. Pulse clarity (PC)

estimates the rhythmic clarity, indicating the strength of the beats in a

piece of music. This is estimated by the global characteristic of the

autocorrelation function of the amplitude envelope (Lartillot et al.,

2008). We calculated the standard deviation of PC (PCd). Tempo

estimates the tempo by detecting periodicities from the event detection

curve. We calculated the mean (Tm) and standard deviation of the

tempo (Td). Fluctuation peakmagnitude (FM)measures the periodicity

over different spectral bands. We calculated the mean of fluctuation

peak (FMm). Spectral flux (SF) computes the distance between the

spectrum of each successive frame. We computed the mean of spectral

flux (SFm). Key mode is a measure of modality (M), that is, major or

minor. The closer a value is to +1, the more major the excerpt is

predicted to be. We calculated the mean of modality (Mm). Pitch (P)

estimates pitches based on the centroid and deviation of the unwrapped

chromagram. We calculated the mean of pitch (Pm). Therefore, we
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Figure 1

Relationships Between Liking, Confidence, and Perceived Composer Identity in Study 1

Note. (A) Electronic liking ratings, (B) electronic confidence ratings, (C) classical liking ratings, and (D) classical confidence ratings. Y-axis is the proportion

of AI ratings. Each dot represents an individual musical excerpt. AI = artificial intelligence.
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extracted nine features from each piece of music which can be grouped

according to the musical properties they represent: dynamics (RMSl,

RMSd), rhythm (Td, Tm, PCd, FMm), timbre (SFm), and tonality

(Mm, Pm).

We extracted each of these nine features from the 40 musical clips

used in Study 1 (20 electronic, 20 classical) using the MIRtoolbox in

MATLAB (Lartillot et al., 2008). As in prior work (Eerola, 2011), for

high level features (pulse clarity andmode), we used a 2s frame with an

overlap of 50%. For low level features (all other features), we used a

frame of 42ms and a 50%overlap between frames. The results from the

frames were then summarized either using the mean, the standard

deviation, or the slope function as described above (selected based on

prior research). Features were extracted for each of the 40 pieces used in

Study 1. Therefore, each piece has a single value for each feature. We

then sought to investigate whether these nine features could predict the

proportion of AI versus human-sounding ratings from Study 1. We

combined both electronic and classical clips into a single model to

identify musical features that predicted AI or human ratings across

genres.We then conducted a binomial regression using the nine features

as predictors and the proportion of AI ratings as the outcome variable.

The overall model was significant χ2(9) = 155.14, p < .001. The

following features were significantly predictive of the proportion of AI

ratings: RMSd, Tm, PCd, andMm. See Table 1 for the full results of the

regression and Figure 4 for a graphical depiction of the results.

To interpret what these significant predictors may mean in terms of

what types of music are perceived as more AI or human-like, we

can consider what the features represent. First, RMS(d) positively

predicted the proportion of AI ratings. This suggests that music

that sounds like it was composed by an AI tends to have a wider

range (i.e., standard deviation) of RMS energy, or greater dynamic

fluctuations. Next, tempo(m) negatively predicted the proportion

of AI ratings. This suggests that pieces with slower average tempos
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Figure 2

Proportion of AI-Ratings for Each Musical Excerpt in Study 1

Note. (A) Electronic excerpts and (B) classical excerpts. Each musical excerpt is depicted by a separate bar. The y-axis

depicts the proportion of AI-ratings and the excerpts are sorted based on this proportion. Excerpts were categorized as AI-

sounding (blue) or human-sounding (red) if over 60% of participants rated them as such. AI = artificial intelligence. See

the online article for the color version of this figure.
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are more likely to be perceived as composed by an AI. Pulse

clarity(d) also negatively predicted the proportion of AI ratings.

This suggests that pieces with stronger pulse clarity are more likely to

be perceived as composed by a human. Finally, mode(m) positively

predicted the proportion of AI ratings. This suggests that pieces in a

major mode are more likely to be perceived as composed by an AI.

Study 1: Discussion

Across both electronic and classical music, we found support for

the AI composer bias. Although overall, participants liked classical

music more than electronic (replicating our prior work; Belfi et al.,

2018) and were more willing to attribute an AI composer to electronic

music, there was still a strong relationship between perceived com-

poser and liking for both genres. That is, music that was perceived as

being composed by an AI was liked less than music that was

perceived as being composed by a human. Additionally, our analysis

of musical features suggests that the perception of an AI versus a

human composer may be related to acoustic features of the music

itself: Music that participants perceived as having an AI composer

tended to have different musical features than music that was

perceived as having a human composer. However, since participants

rated both liking and perceived composer of the music, we cannot

disentangle whether the perceived AI composer led to less liking, or

whether less liked music was believed to be created by an AI, or both.

To address this, rather than having participants rate the perceived

composer identity, Study 2 directly manipulated composer identity to

investigate the influence of purported composer identity on aesthetic

judgments of music.

Study 2

In Study 2, we sought to investigate whether the sound of the

music (i.e., does it sound like it was composed by an AI or a human)

or the purported identity of the composer influences aesthetic

judgments of music, or whether there is an interaction between

the two. In Study 1, we identified music that was rated as more “AI-

sounding” or “human-sounding,” but only for electronic music

(i.e., there was only one “AI-sounding” classical excerpt). In Study 2,
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Figure 3

Comparison of Ratings Between Classical and Electronic Groups for Study 1

Note. (A) Liking ratings and (B) confidence ratings. Individual points indicate individual participants.

Table 1

Regression Results From Musical Feature Analysis Predicting

Proportion of AI Ratings

Feature β SE z p Sig.

Intercept −0.13 0.03 −4.86 <.001 ***

Root-mean-square (d) 0.28 0.06 4.42 <.001 ***

Root-mean-square (l) 0.04 0.03 1.20 .23
Tempo (d) −0.04 0.05 −0.87 .38
Tempo (m) −0.10 0.03 −3.34 <.001 ***

Pulse clarity (d) −0.20 0.03 −5.97 <.001 ***

Fluctuation magnitude (m) 0.04 0.06 0.77 .44
Spectral flux (m) −0.01 0.06 −0.22 .83
Mode (m) 0.12 0.03 4.02 <.001 ***

Pitch (m) −0.05 0.03 −1.41 .16

Note. d = standard deviation; l = slope; m = mean; SE = standard error.
*** p < .001.
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we selected the four most “AI-sounding” and four most “human-

sounding” electronic clips as stimuli (see Figure 2A). Participants

were either told that the pieces were composed by an AI or by a

human. Thus, we sought to assess whether knowing the identity of the

composer has an impact on liking for music, and whether this identity

information interacts with the way the music sounds (human-sound-

ing or AI-sounding). In Study 2a, composer identity was a between-

subjects manipulation: participants were randomly assigned to one of

three groups and were told that all of the musical clips were either

composed by (a) anAI, (b) a human, or (c) were not given information
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Figure 4

Regression Results for Musical Features Predicting Proportion of AI Ratings

Note. Each panel depicts the regression results for each feature. Y-axis indicates the proportion of AI ratings. Large circles indicate classical pieces, small

circles indicate electronic pieces. Bottom right panel indicates β estimates and 95% confidence intervals for the estimates for each predictor. RMSd = root-

mean-square energy, standard deviation; RMSl = root-mean-square energy, slope; Td = tempo, standard deviation; Tm = tempo, mean; PCd = pulse clarity,

standard deviation; FMm = fluctuation peak magnitude, mean; SFm = spectral flux, mean; Mm =mode, mean; Pm = pitch, mean; AI = artificial intelligence.

See the online article for the color version of this figure.
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on composer at all. In Study 2b, composer identity was a within-

subjects manipulation where all participants were told that half the

pieceswere composed by anAI and half the pieceswere composed by

a human.

Study 2a

Study 2a: Method

Participants. As in Study 1, 150 participants were recruited per

group (with one additional participant who completed the study),

which resulted in a total of 451 participants. Participants were recruited

online using Prolific. Of these, 52 participants were excluded for

the following reasons: failing the attention check (n = 32), correctly

identifying one of the musical pieces (n = 17) or producing nonsen-

sical responses (n = 3). This left a total of 399 participants in the

following groups: AI (n = 142; 57 men, 83, women, 2 nonbinary),

Human (n = 130; 63 men, 64 women, 3 nonbinary), Control (n =

127; 62 men, 62 women, 3 nonbinary).

Participants in the AI group were an average of 35.5 years old

(SD = 12.2), had an average of 15.8 years of education (SD = 2.29),

and had an average of 2.18 years of musical training (SD = 3.54).

Participants in the Human group were an average of 34.0 years old

(SD = 12.0), had an average of 15.2 years of education (SD = 2.38),

and had an average of 2.12 years of musical training (SD = 3.20).

Participants in the Control group were an average of 35.9 years old

(SD = 12.2), had an average of 15.3 years of education (SD = 2.56),

and had an average of 2.60 years of musical training (SD = 4.71).

The three groups did not significantly differ on any of the demographic

variables (all ps > .10). Overall, participants reported relatively

little familiarity with AI-composed music (based on the percentage

of participants rating a 3 on the AI familiarity scale: AI group =

11%, human group = 8%, control group = 11%), with no differences

between the groups (χ2 = 0.87, p = .64).

Stimuli. We selected eight 15s musical excerpts based on the

average ratings from Study 1: the four electronic pieces that had the

highest proportion of AI ratings (“AI-sounding” pieces) and the four

electronic pieces that had the highest proportion of human ratings

(“human-sounding” pieces). See Table S1, for the titles and com-

posers in the Supplemental Materials.

Procedure. Ethical compliance, requirement for headphones,

general instructions, and participant compensation were identical to

Study 1. In Study 2a, however, participants were instructed that they

would hear eight musical clips that had either been composed by an

AI (AI group), by a human composer (Human group), or composer

identity was not mentioned (Control group). Exact instructions were

as follows:

In this survey you will hear eight musical clips [AI: created by an

artificial intelligence (AI) composing software/ Human: created by

various composers/ Control: no additional text]. After each clip, you

will be asked a few questions about your thoughts about the music.

Please listen to the entire clip and answer the questions as accurately as

possible.

Participants in the AI group were also presented with the same

definition of AI as in Study 1. Participants heard each of the

musical excerpts presented in a random order. As in Study 1, each

musical excerpt was presented individually, and participants were

able to replay the excerpt if desired. Participants were unable to

move on to the next page until the entire 15s excerpt had finished

playing once.

Measures. Participants rated each musical excerpt on four

dimensions: liking, musical quality, arousal, and valence. To assess

howmuch a participant liked the music, they were asked “Howmuch

did you like the music you just heard?” and responded on a 7-point

scale ranging from dislike a great deal (coded −3) to like a great deal

(coded 3). Musical quality was measured by asking “How would you

rate the quality of this piece?” with ratings on a 5-point scale ranging

from very poor (coded 1) to excellent (coded 5). Emotional arousal

was assessed by asking “How relaxing or stimulating did you find

this piece?” and providing ratings on 7-point scale ranging from

very relaxing (coded −3) to very stimulating (coded 3). Lastly, to

measure emotional valence participants were asked “How positive

or negative are the emotions this piece evokes for you?” measured

on a 7-point scale with responses from very negative (coded −3) to

very positive (coded 3).

At the end of the experiment, participants were asked three

questions about the musical pieces overall. First, they were asked

“How purposeful did you perceive these clips as a whole?” with a

4-point Likert scale ranging from not purposeful (coded 1) to very

purposeful (coded 4). Next, they were asked “How much effort

do you think the composer put into creating these clips?” with a

4-point Likert scale ranging from no effort (coded 1) to a lot of effort

(coded 4). Finally, they were asked to “Please rate your perception

of the authenticity of these clips as a whole” with a 4-point Likert

scale ranging from not authentic at all (coded 1) to very authentic

(coded 4). Participants did not see the numerical ratings on any of the

scales.

Finally, an attention check question inquiring about the identity of

the composer was included to ensure that participants were attentive

during the duration of the survey. Participants were asked “Who was

the composer of the music you just heard?” and were given the

choices: “an AI,” “various composers,” or “not specified.” A brief

demographic questionnaire was included prior to debriefing, which

asked participants to report their age, gender, years of education,

years of formal musical training, and familiarity with AI-composed

music. Last, participants were asked if they recognized any of the

songs played and if so to list which songs and artists they recognized.

Study 2a: Results

To investigate whether the sound of the music itself or the identity

of the composer influenced listeners’ judgments of music, we con-

ducted a series of linear mixed effect models, one for each of the

four dependent variables. For these analyses, “composer sound”

and “composer identity” were included as fixed effects (as well as

the interaction between composer sound and composer identity),

with random intercepts for participants and stimuli. As a categorical

variable with three levels, the variable “composer identity” was set

using treatment contrasts which were dummy coded using the

Control group as the reference (to conduct all pairwise compar-

isons between the three groups, analyses were repeated with the

Human group as reference, which did not produce any significant

results). The variable “composer sound” was coded as AI = −0.5,

human = 0.5. The four dependent variables were the four ratings

made after each piece: liking, quality, arousal, and valence.

These models revealed main effects of composer sound on liking,

quality, and valence; in all cases, the human-sounding pieces were
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rated significantly higher (more liked, higher quality, and more

positively valenced) than the AI-sounding pieces. There was no

main effect of composer sound on arousal. There were no main

effects of composer identity in any of our analyses. The only

significant interaction between composer sound and composer

identity was for liking ratings: the difference in liking ratings

between human-sounding and AI-sounding pieces was greater in

the AI composer identity group than the control composer identity

group. See Table 2 for full statistical results and Figure 5 for a

graphical depiction of the data. To investigate potential effects

of musical training, these analyses were repeated with years of

musical training included as a fixed effect, and there were no effects

of musical training (see Supplemental Materials, for details).

We also investigated whether composer identity (AI, human, or

no composer) influenced participants’ overall ratings of the entire

collection of musical clips. We conducted three one-way analyses

of variance (ANOVAs) to look for composer identity differences

in the overall ratings of purpose, effort, and authenticity. There was

no difference in the three conditions in terms of ratings of purpose-

fulness of the composers, F(2, 396) = 1.80, p = .16, η2p = 0.009.

For ratings of effort, there was a significant difference between the

groups, F(2, 396) = 17.85, p < .001, η2p = 0.08; Figure 6A. Post hoc

pairwise comparisons, Bonferroni corrected for multiple compari-

sons, indicated that participants in the AI composer group rated the

pieces as requiring significantly less effort than the human group,

t(257)=−4.94, p< .001, and control group, t(262)=−4.98, p< .001.

There were no differences in effort ratings between the human and

control groups, t(255)=−0.12, p= .99. For authenticity ratings, there

was a significant difference between groups, F(2, 396) = 4.28, p =

.01, η2p = 0.02; Figure 6B. Post hoc pairwise comparisons, Bonferroni

corrected for multiple comparisons, indicated that participants in the

AI composer group rated the music as significantly less authentic than

the human group music, t(263) = −2.65, p = .02. Yet, there were no

differences in the authenticity ratings of the music between the AI and

control groups, t(267) = −2.21, p = .08, or the human and control

groups, t(246) = −0.68, p = .99.

Study 2b

In Study 2a, we found a significant effect of composer sound

(i.e., AI- vs. human-sounding), but no effect of composer identity.We

suspect that this lack of composer identity effect may have been due to

the nature of our between-subjects manipulation. That is, it is possible

that a composer identity effect would only be seen if participants were

to make direct comparisons between music purportedly composed

by an AI versus a human. Therefore, in Study 2b, we conducted a

near-identical study to that of Study 2a but used a within-subjects

manipulation for composer identity. Unlike Study 2a, there were

no “control” trials where the composer was unspecified. We also

strengthened the identity manipulation, by stating that each clip

was composed by a specifically named human or AI. Therefore,

Study 2b was a two (composer identity: AI vs. human) by two

(composer sound: AI-sounding vs. human-sounding) within-subjects

design.

Study 2b: Method

Participants. As in Study 2a, participants were recruited using

Prolific. As this was a within-subjects manipulation, 150 participants

were recruited and completed the study. Of those, 14 participants

were excluded: two for correctly recognizing the composer of one

of the pieces of music, and 12 for failing the attention check. This

resulted in a final total of 136 participants in Study 2b. Participants

(80 men, 53 women, 2 nonbinary, 1 did not disclose gender) were

an average of 37.04 years old (SD = 12.59), had 15.50 years of

education (SD = 2.66) and 2.22 years of formal musical training (SD

= 4.16). Overall, participants had relatively little prior familiarity

withAI-composedmusic (9% of participants reported familiarity with

AI-composed music).

Procedure. Ethical approval, consent, stimuli, measures, and

general instructions were identical to Study 2a except when men-

tioned. Participants were instructed that they would hear eight

musical clips, some of which had been composed by an AI or by

a human composer. Participants heard each of the eight 15s excerpts

(four AI-sounding and four human-sounding, the same as Study 2a)

presented in a random order. Participants were told that the com-

poser of four of the pieces was a human composer and for the other

four pieces was an AI composer. Pieces were balanced such that

participants heard half AI-sounding pieces with a purported AI

composer, half AI-sounding pieces with a purported human com-

poser, half human-sounding pieces with a purported human com-

poser, and half human-sounding pieces with a purported AI

composer. Within this balancing, specific pieces were randomly

assigned to a purported composer type. AI composer names were as

follows: TuneSoft, MelodyBot, RoboBeats, SoundGen, Intelligen-

tMedia, FutureBeats, BotStudio, GenSoft. Human composer names

were as follows: Victoria Moore, Christopher Thompson, Anna

Jones, JasonMiller, MorganWalker, JackMartin, Vanessa Johnson,

and Matthew Hall. Composer identity was counterbalanced across
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Table 2

Results of Mixed Effects Models for Study 2a

Fixed effects β SE t p Sig.

Liking
Composer sound 0.79 0.20 3.96 <.001 ***

Identity—AI vs. control −0.15 0.12 −1.26 .21
Identity—Human vs. control −0.12 0.12 −1.00 .32
Sound × Identity—AI 0.25 0.11 2.39 .02 *

Sound × Identity—Human 0.12 0.11 1.12 .26
Quality
Composer sound 0.47 0.10 4.69 <.001 ***

Identity—AI vs. control −0.14 0.07 −1.94 .12
Identity—Human vs. control −0.05 0.07 −0.74 .57
Sound × Identity—AI 0.08 0.06 1.33 .18
Sound × Identity—Human 0.03 0.06 0.55 .59

Arousal
Composer sound 0.06 0.57 0.11 .91
Identity—AI vs. control −0.08 0.08 −1.05 .29
Identity—Human vs. control −0.07 0.08 −0.81 .42
Sound × Identity—AI 0.10 0.09 1.17 .24
Sound × Identity—Human 0.07 0.09 0.80 .42

Valence
Composer sound 0.71 0.19 3.64 .01 *

Identity—AI vs. control −0.10 0.11 −0.90 .37
Identity—Human vs. control 0.02 0.11 0.17 .87
Sound × Identity—AI 0.13 0.10 1.31 .19
Sound × Identity—Human 0.01 0.10 0.06 .95

Note. SE = standard error; AI = artificial intelligence.
* p < .05. *** p < .001.
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participants such that the same pieces were not always given the

same composer identity.

Since participants saw a mix of AI and human composers, they

were not asked to make any “overall” ratings of the pieces as a whole

as they did in Study 2a. The attention check question was similar to

Study 2a (i.e., Who was the composer of the pieces you heard?) but

the choices were modified: all humans, all AIs, some humans and

some AIs, and the composers were not listed.

Study 2b: Results

To investigate whether the sound of the music itself or the

identity of the composer influenced listeners’ judgments of music,

we conducted a series of linear mixed effects models, one for each

of the four dependent variables. For these analyses, fixed effects

included “composer sound” and “composer identity,” as well as

their interaction; random intercepts for participants and items were

also included. As categorial predictors, composer sound was coded

as: AI = −0.5, human = 0.5 and composer identity was coded as:

AI = −0.5, human = 0.5. The four dependent variables were the four

ratings made after each piece: liking, quality, arousal, and valence.

The four models revealed no significant effects of composer sound,

composer identity, or interactions between the two (for the full results,

see Table 3). To investigate potential effects of musical training, these

analyses were repeated with years of musical training included as

a fixed effect, and there were no effects of musical training (see

Supplemental Materials, for details).

Study 2: Discussion

In both Studies 2a and 2b, we aimed to further investigate

whether composer identity influences aesthetic judgments of

music. In Study 2a, when we manipulated composer identity in a

between-subjects manner, we found a significant effect of composer

sound. That is, human-sounding excerpts were liked more than

AI-sounding excerpts. However, when we manipulated composer

identity in a within-subjects manner, in Study 2b, we did not see

this effect. The only difference in Studies 2a and 2b was the way
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Figure 5

Results of Study 2a

Note. (A) Liking ratings, (B) quality ratings, (C) arousal ratings, and (D) valence ratings. Error bars indicate

standard error of the mean. Composer sound is represented by color, composer identity is depicted on the x-axis.

AI = artificial intelligence. See the online article for the color version of this figure.
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this composer identity manipulation was conducted. Therefore, it

could be that when confronted with both AI and human composers

(as in Study 2b), participants focused less on the music sound itself

and more on the composer identity, which is why there was no

effect of composer sound in this study—that is, composer sound

and composer identity may have directly influenced each other in

ways that “canceled out” the effects seen in Study 2a. Addition-

ally, it may have been the case that our choice of electronic music

influenced the results of both Studies 2a and 2b: Listeners may be

less biased toward or against AI composers when the music fits

their expectations of what an AI can create (i.e., that electronic

music has computerized elements and therefore could plausibly be

composed by an AI). Similarly, electronic music was not liked as

much as classical, therefore potentially making an effect of

composer identity on liking harder to detect. Therefore, in Study

3, we sought to determine whether composer identity has an effect

on aesthetic judgments of music when all pieces are homogenous

in terms of their composer sound (i.e., human sounding) and also

well liked.

Study 3

To examine whether the AI composer bias exists when musical

pieces are homogenous in terms of their composer sound (i.e., all

human-sounding) and overall liking (i.e., generally liked), we con-

duced Study 3. Like Study 2, we selected eight clips, but this time

from the classical clips in Study 1.We selected the eight clips that had

the highest proportion of human-sounding ratings from Study 1 (see

Figure 2B), which were also highly liked pieces. Therefore, the pieces

in Study 3 differed from those in Study 2 in that they were both

stylistically and aesthetically homogenous—that is, all were well-

liked human-sounding classical excerpts. Also as in Study 2, we

conducted two versions of Study 3—Study 3a manipulated com-

poser identity in a between-subjects manner, while Study 3b

manipulated composer identity in a within-subjects manner.

Study 3a

Study 3a: Method

Participants. As in Study 2a, 150 participants were recruited per

group (with one additional participant who completed the study),

which resulted in a total of 451 participants. Participants were

recruited online using Prolific. Of the 451 participants, 58 were

excluded for failing the attention check. This left a total of
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Figure 6

Overall Rating Results From Study 2a

Note. (A) Overall effort ratings and (B) overall authenticity ratings. The x-axis is the composer

identity conditions. Error bars indicate standard error of the mean. AI = artificial intelligence.

Table 3

Results of Linear Mixed Effects Models for Study 2b

Fixed effects β SE t p

Liking
Composer sound −0.06 0.12 −0.45 .65
Composer identity −0.13 0.12 −1.05 .29
Sound × Identity 0.21 0.17 1.21 .23

Quality
Composer sound −0.06 0.07 −0.74 .47
Composer identity −0.12 0.07 −1.84 .07
Sound × Identity 0.15 0.10 1.58 .12

Arousal
Composer sound −0.07 0.10 −0.66 .51
Composer identity 0.07 0.10 0.73 .46
Sound × Identity 0.07 0.14 0.47 .64

Valence
Composer sound −0.06 0.11 −0.56 .58
Composer identity −0.02 0.11 −0.19 9.85
Sound × Identity 0.14 0.16 0.89 .38

Note. SE = standard error.
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393 participants in the following groups: AI (n = 144; 58 men,

82, women, 4 nonbinary), Human (n = 128; 54 men, 71 women,

3 nonbinary), Control (n = 121; 56 men, 64 women, 1 nonbinary).

Participants in the AI group were an average of 34.8 years old

(SD = 12.3), had an average of 14.8 years of education (SD = 2.31),

and had an average of 2.80 years of musical training (SD = 4.86).

Participants in the Human group were an average of 37.6 years old

(SD = 13.8), had an average of 15.0 years of education (SD = 2.01),

and had an average of 2.00 years of musical training (SD = 3.51).

Participants in the Control group were an average of 36.9 years old

(SD = 11.9), had an average of 15.6 years of education (SD = 2.41),

and had an average of 2.28 years of musical training (SD= 3.59). The

three groups did not significantly differ in age (p = .15) or years of

musical training (p = .25), but the control group did have more years

of education than both the human group (p = .04) and the AI group

(p = .005). Overall, participants reported relatively little familiarity

with AI-composed music (based on the percentage of participants

rating a 3 on the AI familiarity scale: AI group= 5%, human group=

8%, control group = 9%), with no differences between the groups

(χ2 = 1.29, p = .52).

Stimuli. Stimuli were selected from the classical stimulus set in

Study 1. Eight classical stimuli were chosen that had the highest

proportion of “Human” ratings in Study 1. See Supplemental Table S2,

for titles and composers of the stimuli.

Procedure. Ethical compliance, requirement for headphones,

general instructions, measures, and all procedures were identical

to those used in Study 2a. The only aspect that differed between

Study 2a and Study 3a were the stimuli.

Study 3a: Results

To investigate whether the identity of the composer influenced

listeners’ judgments of music, we conducted a series of linear

mixed-effect models, one for each of the four dependent variables.

For these analyses, “composer identity” was included as a fixed

effect with random intercepts for participants and stimuli. As a

categorical variable with three levels, the variable “composer iden-

tity” was set using treatment contrasts which were dummy coded

using the Control group as the reference (to conduct all pairwise

comparisons between the three groups, analyses were repeated with

the Human group as reference). In contrast to Study 2, there was no

“composer sound” variable as all stimuli were human-sounding. The

four dependent variables were the four ratings made after each piece:

liking, quality, arousal, and valence. To investigate potential effects

of musical training, we also included musical training as a fixed

effect. Since there were significant effects of musical training, we

have included these results here.

There was a significant effect of composer identity on quality

ratings: Participants in the AI group rated the music as being

significantly lower quality than participants in both the Human

group and the Control group. There was also a significant effect of

composer identity on arousal ratings, such that participants in the

Human group rated the pieces as more arousing than participants in

the Control group. Additionally, we saw significant effects of

musical training on liking and valence ratings, such that partici-

pants with more musical training liked the pieces more and rated

them as more positively valenced. See Table 4 for the full results of

the models.

Study 3b

Study 3b: Method

Participants. As in Study 2b, 150 participants were recruited

and completed the study using Prolific. Of those, 14 were excluded

for failing the attention check, leaving a total of 136 participants

(75 men, 60 women, 1 genderfluid). Participants were an average

of 33.63 years old (SD = 11.61), had 15.16 years of education (SD =

2.33), and 2.47 years of musical training (SD = 4.06). Overall,

participants had relatively little prior familiarity with AI-composed

music (9% of participants reported familiarity with AI-composed

music).

Stimuli. Stimuli were the same as those used in Study 3a.

Procedure. Ethical compliance, requirement for headphones,

general instructions, measures, and all procedures were identical

to those used in Study 2b. The only aspect that differed between

Study 2b and Study 3b were the stimuli.

Study 3b: Results

To investigate whether the identity of the composer influenced

listeners’ judgments of music, we conducted a series of linear mixed

effects models, one for each of the four dependent variables. For these

analyses, “composer identity” was a fixed effect, with random effects

for participants and stimuli. Composer identity as a categorical

predictor was coded as AI = −0.5, human = 0.5. In contrast to

Study 2, there was no “composer sound” variable as all stimuli were

human-sounding. The four dependent variables were the four ratings

made after each piece: liking, quality, arousal, and valence.

There was a significant effect of composer identity on liking

ratings, such that the pieces with a purported human composer were

rated as more liked than the pieces with a purported AI composer (β =

0.15, SE= 0.06, t= 2.56, p= .009). There was also a significant effect

of composer identity on quality ratings, such that the pieces with a
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Table 4

Results of Mixed Effects Models for Study 3a

Fixed effects β SE t p Sig.

Liking
AI vs. control −0.02 0.08 −0.27 .79
Human vs. control 0.10 0.08 1.31 .19
AI vs. human −0.12 0.08 −1.63 .10
Musical training 0.09 0.03 2.80 .005 **

Quality
AI vs. control −0.14 0.07 −2.07 .03 *

Human vs. control 0.03 0.07 0.41 .68
AI vs. human −0.16 0.07 −2.39 .01 *

Musical training 0.05 0.03 1.73 .08
Arousal
AI vs. control 0.12 0.09 1.30 .19
Human vs. control 0.25 0.09 2.66 .01 *

AI vs. human −0.13 0.09 −1.45 .15
Musical training 0.08 0.04 2.06 .04 *

Valence
AI vs. control 0.05 0.10 0.51 .61
Human vs. control 0.06 0.10 0.57 .57
AI vs. human −0.01 0.10 −0.07 .94
Musical training 0.08 0.04 2.01 .04 *

Note. SE = standard error; AI = artificial intelligence.
* p < .05. ** p < .01.
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purported human composer were rated as higher quality than the

pieces with a purported AI composer (β= 0.15, SE= 0.03, t= 4.46,

p < .001). There was not a significant effect of composer identity

on the arousal of the pieces (β=−0.05, SE= 0.08, t=−0.64, p= .52)

or the valence of the pieces (β= 0.04, SE= 0.06, t= 0.64, p= .52). To

investigate potential effects of musical training, these analyses were

repeated with years of musical training included as a fixed effect, and

there were no effects of musical training (see Supplemental Materials,

for details).

Study 3: Discussion

For this well-liked, human-sounding set of classical musical ex-

cerpts, we identified an AI composer bias. In our between-subjects

manipulation of composer identity (Study 3a), participants in the AI

group rated the music as significantly lower quality than participants

in the Human and Control groups. In our within-subjects manipula-

tion of composer identity (Study 3b) participants rated the music as

both lower quality and liked it less if it were purportedly composed by

an AI. These results replicate our findings from Study 1 and extend

them to show that participants like music less and find it lower quality

when the purported composer is an AI, whether or not they are

making direct comparisons to music composed by a purported

human. These results provide evidence to support our hypothesis

of an AI composer bias for classical, generally well liked, and human-

sounding music, such that the identity of the composer has an impact

on the degree to which listeners enjoy a piece of music.

General Discussion

In the present series of experiments, we found support for the AI

composer bias in certain situations: People liked music less when

they believed it was composed by an AI. Specifically, for both

classical and electronic music, pieces that were liked less were also

judged as more likely to be composed by an AI (Study 1). When we

directly manipulated composer identity, the AI composer label

decreased how much people liked and perceived the quality of the

music (Study 3). However, we did not find evidence for the AI

composer bias when using a set of stimuli that varied in the degree

to which the stimuli sounded AI-like or human-like (Study 2). That

is, when we found support for the AI composer bias (in Study 3),

we used stimuli that were homogenous both in terms of their style

(i.e., all human-sounding classical pieces) and in their aesthetic

appeal (i.e., all well-liked pieces).

We believe that there are two nonexclusive potential reasons for

this lack of support for our hypothesis in Study 2. First, it may be that

people are only biased against AI composers for music that is not

congruent with their expectations of what AIs can produce (i.e., if

the music sounds “human like”), and the bias is nullified or even in

the opposite direction for more congruent pieces (i.e., AI-sounding).

This is consistent with the idea that the bias in liking is due to a

mismatch in expectations, not a general bias against all music

composed by an AI. In the case of Study 2, participants heard

electronic music, much of which was rated as AI-sounding. There-

fore, listeners may be less biased against AI composers when the

musical genre contains computerized elements. This aligns with our

prior research, which indicates that listeners like music more when it

is congruent with their expectations of the musical artist/performer

(Belfi et al., 2021).

Additionally, similar work found that there was no bias against a

known AI composer when the music heard was actually composed

by an AI (Tigre Moura &Maw, 2021). That is, this prior study asked

participants to rate several attitudes towards musical pieces labeled

as human- or AI-composed, but those pieces were actually composed

by AIs (vs. our approach here, which was to use all human-composed

music). TigreMoura andMaw did not find any differences in attitudes

between the pieces labeled as AI-created versus human-created,

similar to what we found in Study 2. Similar work has also used

atonal (dodecaphonic) music and labeled it as either human- or

computer-generated. In this case, researchers also found no difference

in the affective ratings of music purportedly generated by a human and

a computer (Steinbeis & Koelsch, 2009). Atonal and computerized

music may be more likely to fit one’s prior expectations as to what

types of music could presumably be composed by an AI. Therefore, it

could be the case that, when presented with electronic music (in Study

2), listeners found this music congruent with their expectations of anAI

composer and therefore did not show the AI composer bias.

Second, it may be that a bias against AI composers only occurs

for music that is highly liked (and potentially highly disliked). The

electronic clips used in Study 2 were not highly liked or disliked, as

liking ratings were, on average, near the midpoint of the scale. It is

easy to imagine that participants did not look to composer identity

as a source to attribute their enjoyment, when in fact they were not

experiencing much enjoyment. That is, if a listener has neutral

feelings towards a piece of music, the identity of the composer

(or any other contextual factors) may not influence their feelings

about it. In many cases, especially those dealing with aesthetics or

human domains, judgments of AIs are similar to those of humans,

only weaker (Jago, 2019; Longoni & Cian, 2020; Shank, 2014)

potentially due to AIs being perceived as liminal minds without the

full range of agency and experience (Gamez et al., 2020; Gray et al.,

2007; Shank et al., 2021). For AI’s aesthetic compositions specifi-

cally, research has found that people have different schemas related

to whether an AI can actually create true “art” (Hong, 2018), and this

significantly alters their evaluation of the composition (Hong &

Curran, 2019). Future research could examine the effect of composer

identity onmusic of a wider variety of genres, or, for example, identify

whether the composer identity decreases liking for an individual’s

favorite genre.

Both explanations, however, point to the same general conclusion:

Enjoyable music is perceived as human-sounding (i.e., composed by

a human) and a purported AI composer makes music less enjoyable.

This has important real-world implications: If people like music less

simply because it has been composed by an AI, this suggests that the

public will be less likely to readily accept music created by AI and

enjoy that music less when they hear it. It also suggests that knowing

the identity of the composer ahead of time sets this bias in place. That

would mean that hearing the music without knowing the composer

combats this bias in the same way that blind orchestra auditions allow

judges to fully appreciate the music quality without regards to the

gender of the musician (Goldin & Rouse, 2000). Yet, there may be

systematic stereotypes—at least for the present time—on what types

of music are congruent with AI composers. As shown here, it seems

likely that listeners will more readily adopt an AI composer for

more “AI-sounding” music, that is, electronic or computerized

music. This would suggest that as AI-composed music becomes

more acceptable and the genres and styles of AI-composed music
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becomes more diverse, the stereotype and bias against AIs may

diminish.

In addition to differences in aesthetic judgments of music based on

composer identity, we also found that AI-sounding pieces differed

from human-sounding pieces in terms of their musical features. Prior

work also found that liked and disliked musical excerpts significantly

differ in their musical features, in terms of pitch, articulation, rhythm

(including fluctuation peak, tempo, and pulse clarity), and timbre

(including spectral flux; Brattico et al., 2016). This coincides with

our finding, suggesting that certain musical features are both (a) liked

more than others and (b) more likely to be associated with a perceived

AI-composer. Other work has looked more specifically at the musical

features present in electronic music: RMS energy was found to be

critical to the “break” routine (a sudden large decrease and increase

in a track’s intensity) and was associated with emotional responses

when listening to electronic music (Solberg&Dibben, 2019; Solberg &

Jensenius, 2016). Therefore, it is not entirely surprising that we found

a positive association between RMS and ratings of AI-sounding music,

as the electronic music was rated as sounding more AI-composed.

RMS seems to be a particularly defining feature of electronic music,

which listeners are more likely to attribute as being composed

by an AI.

Contributions to the Broader Fields of AI Creativity and

Aesthetic Judgments

Overall, our work has important implications for the growing

field of AI and the likelihood of individuals adopting new AI

technologies when it comes to music. While people have readily

acceptedAI technology in various aspects of everyday life (e.g., smart

home assistants, recommender systems), people are still hesitant to

accept creative products produced by AIs, including visual arts and

advertisements (Jago, 2019; Kirk et al., 2009;Wu&Wen, 2021). Our

findings suggest not only that this applies to musical composition, but

also that this goes beyond acceptance and affects aesthetic judgment.

That is, our work suggests that individualsmay be less likely to accept

creative works ostensibly produced byAIs because they like them less

than creative works produced by humans.Musical preferences, tastes,

and choices are highly individual and often a central part of a person’s

identity (Lamont & Loveday, 2020; Lonsdale & North, 2017; Peck &

Grealey, 2020). It may be that connection to the personal that makes

the bias against AIs so important. While people may accept AIs and

machines for many utilitarian tasks and conveniences, they may be

hesitant, resistant, or—in our case—biased against AIs engaged in

aesthetic creations perhaps because aesthetic tastes are considered

especially meaningful, personal, and key to an individual’s identity.

Additionally, our work has important implications for theories of

aesthetic judgments more generally. One of the major topics of

debate in empirical aesthetics surrounds the role of stimulus features

and their influence on aesthetic judgments—that is, is it possible to

distill down the precise features that make an object aesthetically

pleasing? Are certain features universally beautiful, or are their

other, nonstimulus features that contribute to aesthetic judgments?

Our current work suggests that aesthetic judgments are not solely the

result of stimulus features alone—here, in Study 3 we found that

when given the same piece of music, listeners make different aesthetic

judgments based on the purported identity of the composer.

Therefore, the present work supports theories of aesthetic

judgments that include the importance of context and influences

beyond the stimuli themselves. While more specifically focused

on visual aesthetics, Leder and Nadal’s (2014) model of aesthetic

appreciation and aesthetic judgments highlights the importance of

context in making aesthetic judgments, considering both “cultural,

institutional, and physical” contexts. Similarly, Chatterjee and

Vartanian (2014) propose an “aesthetic triad” model, by which

aesthetic experiences are the result of interactions between knowledge-

meaning, sensory-motor, and emotion-valuation systems, with

contextual effects included in the knowledge-meaning system.

Their model also highlights the importance of expectations when

making aesthetic judgments of artwork. Our work supports and

extends the claim that context is a critical component of aesthetic

judgments: Here, we show that contextual information about the

composer of a piece of music can influence aesthetic judgments of

that music. Focusing specifically on aesthetic experience of music,

Brattico et al. (2013) differentiate between external context (the

situation) and internal context (the listener) as influences on aesthetic

judgments. In particular, they focus on the potential role of attitudes

in aesthetic judgments of music. Here, listeners may have biased

attitudes against AIs as creative agents, which may influence their

aesthetic judgments of music purportedly created by AIs.

More recently, the Vienna integrated model of top-down and

bottom-up processes in art perception (Pelowski et al., 2017)

integrates both top-down (i.e., context, extramusical features) and

bottom-up (i.e., stimulus features) in aesthetic judgments. One

particularly relevant component of this model is the concept of

“schema congruence” when evaluating works of art. This model

proposes that an important component of aesthetic judgments is

that viewers (or, in our case, listeners) evaluate whether the artwork

fits with their prior schemas. Our work provides support for the idea

that schema congruence is important for positive aesthetic judgments

of an artwork. That is, listeners may have a preexisting schema for

what AI-createdmusic sounds like.When themusicmatcheswith that

schema (in our case, electronic music), the aesthetic judgments are

not negatively biased by the contextual information. However,

when the music is not congruent with the schema (e.g., classical

music), the contextual information does have a negative influence

on aesthetic judgments. Overall, the present work fits within several

key theories of aesthetic judgments by further highlighting the role of

extramusical features, including the framing and context (Leder &

Pelowski, 2021) and their influence on aesthetic judgments of music.

Limitations and Future Directions

Of course, this work is not without limitations. One important aspect

to note is that the excerpts used here were 15 s long, which is most

likely not representative of theway individuals listen tomusic in amore

naturalistic setting. However, our prior work using these same musical

excerpts has indicated that listeners make stable and reliable aesthetic

judgments ofmusic in as little as 750ms (Belfi et al., 2018). Evenwhen

listening to longer (60 s) excerpts, listeners make an initial judgment

about how much they like the piece that tends to be reinforced over

time while listening to the duration of the piece (Belfi et al., 2018).

Therefore, we feel confident that the excerpts used here were long

enough to induce a stable aesthetic judgment in a listener.

Another potential limitation of the present work is our exclusive

use of participants recruited through Prolific. As these participants are

likely more technologically savvy and familiar with AI and algo-

rithms in general, the results of the present studymay not generalize to
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other populations. Another aspect of generalizability is the music

itself. While here we chose two musical genres that are quite different

from one another, both styles of music are part of theWestern musical

tradition. It is important to note that historically, the field of music

cognition has often ignored non-Western music (Baker et al., 2020)

and Western music of different styles. Therefore, it is important to not

generalize to “music” overall from such a restricted set of musical cues

as were used here. A final consideration related to the musical stimuli

is that we used naturalistic excerpts of “real” music. While this

approach allows better generalizability, it also reduces experimental

control. Future research could attempt to create musical pieces that are

either AI-sounding or human-sounding to further explore what precise

musical features influence both perceived composer identity and liking.

An additional factor that is known to influence aesthetic judgments

of music is familiarity: for example, familiarity with musical pieces is

associated with increased pleasure while listening (van den Bosch

et al., 2013). While we sought to eliminate the potential effects of

familiarity here by choosing uncommon musical pieces and excluding

participants who recognized any of the pieces, there may indeed be

effects of familiarity on a genre level. For example, participants may

have been more familiar with classical music (and therefore have a

preexisting preference for it) than electronic music, or vice versa. We

did find that participants overall liked the classical music more than

electronic, and familiarity could be influencing this effect. Addition-

ally, in Study 3a, we found effects of musical training on liking and

valence. It could be the case that individuals with more musical

training are also more familiar with classical music and that could

be influencing the relationship between musical training and liking.

However, we did not collect data on participants’ preexisting musical

preferences or listening habits. For a stronger test of the role of

familiarity and prior exposure on composer attributions and aesthetic

judgments, future research could collect this information to better

select stimuli that match (or do not match) participants’ preexisting

preferences. One might predict, for example, that when confronted

with unfamiliar musical styles, listeners like the music less and

therefore are more likely to attribute it as created by an AI.

Conclusion

Using AI, machines can now compose music. The use of AIs to

compose and create music, both alone and alongside human compo-

sers, continues to grow. The AI composer bias—which we introduced

and explored in the present work—may therefore be an important

issue as AI-composed music becomes more prevalent. While new AI

technologymight compete with humanmusicians, it has been an open

question as to when listeners will accept and enjoy this music. Our

findings here suggest that listeners may be hesitant to accept AI-

composed music, in part because they are biased to like music less

when told it was composed by an AI. However, this AI composer bias

may be influenced by musical features and whether the music in

question is seen as being congruent with creation by a machine.
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