
MeyPVXe:
INTELLIGENCE
DONALDMICHIE

   MACHINE LEARNING:Applications in SeeCueMianitchi httrite)

ULLaskalleoeveSeteneeTEUe ultelatte)

THE MIND AND THE MACHINE: Philosophical Aspects ofArtificial Intelligence

 LOGICS FOR ARTIFICIAL INTELLIGENCE

|COMPUTERINTERPRETATION OF NATURAL LANGUAGEDESCRIPTIONS

ESRRe)eeseeect) Opportunity  



Donald Michie was amongthepioneersof Bletchley Park
from 1942-1945, working with the Colossus series of
computers. After a post-war careerin biology, for which
Oxford University awarded him the D.Sc., he formed the
Experimental Programming Unit at Edinburgh in 1965,
and conceived and directed the FREDDY robotproject,
recognised as a world first. He held the chair of Machine
Intelligence at Edinburgh from 1967-1985, andis Editor-
in-Chief of the acclaimed MachineIntelligence series, as
well as co-editing /nte/ligent Systems (Ellis Horwood,
1983). He is Chief Scientist andDirector of Researchat the
Turing Institute and is a Fellow of the Royal Society of
Edinburgh and of the British Computer Society.



Ellis HorwoodSeries in
ARTIFICIAL INTELLIGENCE

Series Editor: Professor John Campbell, Departmentof
ComputerScience, University College London

ON MACHINEINTELLIGENCE,
Second Edition

DONALD MICHIE,TheTuringInstitute, Glasgow

This lucid commentary on twenty-five years with
machines whichlearn andplantraces andilluminates the
latest progress towards the so of the intelligent
machine.It surveys an integrated sequenceof researches
undertaken by Professor Michie and his colleagues, while
at the sametime providing an authoritative introduction
to the subject.

This second edition, which has been completely revised
and expanded, incorporates much stimulating new
material, resulting in a new book rather than a new
edition. Half of the present text has been newly written,
and fresh introductory notes supplied for each of the
book's four main sections. Every chapter is individual and
self-sufficient, offering the reader the freedom to select
topics to suit his own needs, and helping towards both
theoretical and practical approaches to representingcognitive processes in machines.
Itis a thought-provoking review whichwill help satisfy thethirst for information and advicein the fast-growing areas
ofartificial intelligence, from the pen of an internationally
respected leader in thefield. It is fascinating to read,
elegant and persuasivein its presentation, and will be
widely read not only by scientists and engineers, but by all
interested in the role of computers today.
Readership: Scientists, engineers and researchers in artificialintelligence, computing, machine intelligence, robotics, machinelearning; knowledge engineering; cognitive science; infor-mation science; software engineering; electronics.



ON MACHINEINTELLIGENCE

Second Edition

 



ELLIS HORWOODSERIESIN ARTIFICIAL INTELLIGENCE

Series Editor: Professor JOHN CAMPBELL,University College, London

S. Abramsky & C. Hankin (editors) Abstract Interpretation of Declarative Languages

B.K. Boguraev Natural LanguageInterfaces to Computational Systems

M.A. Bramer(editor) Computer GamePlaying: Theory and Practice

E.J. Briscoe Computational Speech Processing: Syntax and Prosody

J.A. Campbell (editor) implementations of PROLOG

J.A. Campbell, R. Forsyth, A. Narayanan, & M. Teague Dictionary of Artificial Intelligence

R. Davies (editor) Intelligent Library and Information Systems

EW.Elcock & D. Michie (editors) MachineIntelligence 8: Machine Representations of Knowledge

J. B. Evans Discrete System Silmulation

R. Forsyth & R. Rada Machine Learning: Applications in Expert Systemsand Information Retrieval

D.M. Gabbay Elementary Logic: The Procedural Perspective

T. Gergely & |. Fut6 Artificial intelligence in Simulation

J. Glicksman Image Understanding and Machine Vision

H.W. Gottinger Artificial Intelligence: The Commercialisationof Intelligent Systems

R. Hawley (editor) Artificial intelligence Programming Environments

J.E. Hayes, D. Michie & L.I. Mikulich (editors)
MachineIntelligence 9: Machine Expertise and the HumanInterface

J.E. Hayes, D. Michie & Y.-H. Pao (editors)
MachineIntelligence 10: Intelligent Systems: Practice and Perspective

J.E. Hayes & D. Michie (editors) Intelligent Systems: The Unprecedented Opportunity

J.R.W. Hunter, N.M. Gotts & R.K.E.W. Sinnhuber Artificial Intelligence in Medicine

W.J. Hutchins Machine Translation: Past, Present and Future

C. Mellish ComputerInterpretation of Natural Language Descriptions

D. Michie On MachineIntelligence, Second Edition

D. Partridge Artificial Intelligence: Applications in the Future of Software Engineering

P.E. Slatter Cognitive Emulation in Expert Systems

L. Spacek Advanced Programming in PROLOG

K. Sparck Jones & Y. Wilks (editors) Automatic Natural LanguageParsing

L. Steels & J.A. Campbell (editors) Progressin Artificial Intelligence

S. Torrance (editor) The Mind and the Machine

R. Turner Logics for Artificial Intelligence

M. Wallace Communicating with Databases in Natural Language

H. Wertz Automatic Correction and Improvementof Programs

M. Yazdani(editor) New Horizonsin Educational Computing

M. Yazdani & A. Narayanan(editors) Artificial Intelligence: Human Effects



ON MACHINE
INTELLIGENCE

SecondEdition

DONALD MICHIE
The Turing Institute, Glasgow

 

ELLIS HORWOODLIMITED
Publishers - Chichester

Halsted Press: a division of
JOHN WILEY & SONS

New York : Chichester - Brisbane : Toronto



This edition first published in 1986 by
ELLIS HORWOODLIMITED
Market Cross House, CooperStreet,
Chichester, West Sussex, PO19 1EB, England
The publisher’s colophon is reproduced from JamesGillison’s drawing of the ancient
MarketCross, Chichester.

Distributors:

Australia and New Zealand:
JACARANDAWILEY LIMITED
GPO Box 859, Brisbane, Queensland 4001, Australia

Canada:
JOHN WILEY & SONS CANADALIMITED
22 Worcester Road, Rexdale, Ontario, Canada

Europe and Africa:
JOHN WILEY & SONS LIMITED
Baffins Lane, Chichester, West Sussex, England

North and South America andthe rest of the world:
Halsted Press: a division of

JOHN WILEY & SONS
605 Third Avenue, New York, NY 10158, USA

 

© 1986 D. Michie/Ellis Horwood Limited

British Library Cataloguing in Publication Data
On machineintelligence. — 2nd Edition
1. Artificial intellignece
|. Michie, Donald
006.3 Q335

Library of Congress Card No. 86-9885

ISBN 0-7458—0084—X (Ellis Horwood Limited)
ISBN 0—470-—20335—8 (Halsted Press)

Phototypesetin Times by Ellis Horwood Limited

Printed in Great Britain by The Camelot Press, Southampton

COPYRIGHT NOTICE
All Rights Reserved. Nopart of this publication may be reproduced,stored in a retrieval
system, or transmitted, in any form or by any means,electronic, mechanical, photo-
copying, recording or otherwise, without the permission of Ellis Horwood Limited,
Market Cross House, CooperStreet, Chichester, West Sussex, England.



Contents

Foreword

Foreword to First Edition

Preface

introduction

Acknowledgements

Section 1: Computer GamePlaying

Introductory note to Section 1
Trial and error
Puzzle-learning versus game-learning
Machinesthat play and plan
Evaluative commentsin chess
Computable sub-gamesof chess
Computerchess and the humanisation of technologyO

T
h
W
w
h
-

Section 2: Intelligent Robots

Introductory note to Section 2
7 Integrated cognitive systems
8 Tokyo—Edinburgh dialogue
9 Artificial intelligence
10 Machineintelligence at Edinburgh
11 Machines andthetheory ofintelligence
12 Knowledge engineering
13 Machineintelligence as technology
14 Steps towardsrobotintelligence

Section 3: Mechanics of Cognition

Introductory note to Section 3
15 Memory mechanisms and machinelearning
16 Machine models of perceptualand intellectualskills

vil

11
24
32

61
77

87
91
104
115
122
133
150
156
167

183
185
196



vi CONTENTS

17 High-road and low-road programs
18 Measuring the knowledge-content of expert systems
19 Automating the synthesis of expertise

Section 4: Al and Society

Introductory note to Section 4
20 Computer— servant or master?
21 Towards a knowledge accelerator
22 Machineintelligence:thefirst 2400 years

index

215
219
231

239
240
247
255

266



Foreword

In the course of some of my jobs I visited quite modest-sized industrial
laboratories. The director of the laboratory, perhapsa little overawed by a
visit from someonehe thoughtof as an eminentscientist, wasliable to start
his description of the work ofthe laboratory with the remark ‘What we do
here is really not science atall, it is just trial and error’. I used to respond,
perhaps a trifle unkindly, that I did not know that there was anything to
science otherthantrial anderror.

This identity of science and trial and error is often obscured by the
opacity of jargon and of sophisticated mathematics, but Dr. Michie,in this
bookas elsewhere, demonstrates with charm on every pagethat he appre-
ciates that identity. The charm owes muchto anothertruth that he appre-
ciates, that playing is an excellent way and often the best wayof learning.

_ This fact is often hidden by an abnormaldistinction that is drawn between
playing and ‘the serious work of learning’. Dr. Michie is never under that
apprehension. Thejoy of reading throughthis volumeis precisely that oneis
neverleft in doubt that he is enormously enjoying his games, and learning a
very great deal in the process, learning thatis, with the pleasure of playing,
vicariously transferred to us, his readers. I was myself involved in space
affairs when, in-April 1970, a serious malfunction in the Apollo 13 mission
to the Moonled to great anxiety for the safety of the crew. By a rapidly
devised brilliant strategy, the crew returned to the Earth safe and sound,
albeit without having landed on the Moon. When I expressed myastonish-
ment to my friends at NASAthat this strategy had been thought up and
adopted in the very short time available, I was told that this had only been
possible because the staff at Mission Control had been spendingall their
time playing games with their equipment. Rescue from disaster had been
one of the games,and so they were familiar with what was needed, though of
course the exact problem that actually occurred had not been foreseen. A
less wise management would not have allowedtheir staff to play games with
their expensive equipment (perhaps to save the taxpayer’s money?) and
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then the rescue could notpossibly have occurred. Ourplayinstinct 1s always
something to be fostered and Dr. Michie showsus once again howfruitful
this indulgence canbe.

In my younger days there werestill plenty of people around in the
university world, largely, though not wholly in the humanities, who would
dismiss study of this or that with the words: ‘But of course it is a mere
machine’. It is worth stressing to-day that such views were nonsensealready
fifty or even a hundred years ago, though their absurdity was only made
plain to everybody by the development of the computer. Yet even less
blinkered people took a long time to appreciate that there weredifficulties in
understanding how a system containing even a quite modest number of
switches could act in circumstances not envisaged by the designer. Control
engineeringis a new subject not because the needfor it is new, but because
we humanswereso slow to appreciate this need.

Dr. Michie’s subject of machine intelligence 1s seen by him, to our
benefit and enjoyment, very largely in this light. Putting a few devices of
relative simplicity together makes a system the responsesofwhich cannot be
forecast but have to be explored. Nowhereis this more pleasantly displayed
than in his MENACE machine for playing noughts and crosses, where
machine learning throughtrial and error led with such speed to excellent
results. But altogether the sections on machine learningare veryfascinating.
However, there are worrying aspects too, especially the point so well
brought out in this volume that by such or other means programs are
developed whichare effective in practice but inscrutablein the sensethatit is
not clear what the program is and therefore how it would handle unusual
situations. It 1s a matter of concern that, in the future, issues of real

importance maybe decided(orat least decisionsgreatly influenced) in, say,
military matters by such inscrutable programs. If I may digress for a
moment,this is precisely the point that is perhaps most worrying to me about
non-democratic systems of government. In a democracy, the range of
opinionsand attitudes is manifest. Their changes and the cross-currents are
there for all to see so that the response of governmentand opposition parties
to a developing newsituationis, if not always predictable, yet is invariably
understandable. In the Soviet system orin that of, say, Franco Spain thereis
no such decision taking with full public coverage. Decisions are reached
quite possibly efficiently but the process is opaque and cannotgenerally be
understood, let alone predicted.

To come back to my remarks abouttrial and error at the beginning,
developmentthroughtrial and error is necessarily messy andfollowsa zizag
course. Thus, as Polanyi has said, science does not progress like a steam-
roller, much as this fact surprises manyof our non-scientific fellow citizens.
The progress of science is piece by piece, and even the most brilliant
contributions are only keystones to arches of manyirregularly laid other
stones.

Of course this is true of work on machineintelligence, but Dr. Michie
makesthe intriguing and to me convincing pointthatit is likely also to be
true of humanintelligence, quoting Herbert Spencer and stressing the
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essential messiness of evolutionary’ advances. Therefore the insights and
hints on the nature of humanintelligence that maybe gained from work on
machine intelligence are likely to be of just the right incremental type and
not of the ‘suddenlight’ kind so much hopedfor by non-scientists and so
unlikely to be really helpful.

I hope andtrust that most readers of this volumewill share mydelightin
it and thereforewill agree with mein wishing more powerto the elbow of Dr.
Michie and others in the field who will surely advance it with many
hesitations and false turnings, but overall progress, in the truly human
mannerofall science.

Sir Hermann Bondi

April 1986
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During a recentvisit to ChinaI was fascinated by the dexterity of the abacus
users in banks, shops and factories. This simple device, whose moveable
beadsare the digits to be manipulated in accordance with the usual processes
of arithmetic, illustrates how ancient is man’s urge to supplementthe digits
of his hands for calculating purposes. In the 1850s Babbage designed an
ambitious computing engine in which the processing of the digits was
performed by mechanical elements. Alas! his ideas were too far aheadof the
available technology and his success was limited. Nevertheless, Babbage’s
design concepts were sound,andbythe use of thermionic tubesin place of
mechanical linkages the electronic engineers of World WarII were able to
produce successful digital computing machinesin response to the military
needfor high-speed calculation.

The invention of the transistor in 1948 removed the power-consuming
tubes from the first generation computer and ultimately led to the modern
high-speed digital electronic computer in which the active elements are
solid-state integrated circuits. Such calculating engines have becomeindis-
pensable, not only in scientific research but in all aspects of engineering and
in the handling of business data. But the modern computeris not merely a
mammoth abacus, rather is it to be regarded as a general processor of
information. In order to perform the arithmetical operations the program or
sequenceofinstructions necessary to execute the calculationis held in store
in the form of coded binary digits, as are also the numerical data to be
processed. Other types of information may besimilarly coded and stored
and ultimately subjected to a sequence of logical operations in accordance
with the program. Thus the modern electronic computer is concerned with
information processing in the broadest sense and has becometheessential
tool of the age of Information Engineering in which we live — a small but
significant step towardsthe Intelligent Machine?

Computerprogramsandtheir ‘authors’ have becomeof crucial import-
ance in this broadened field of use. In modern jargon we say that the
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‘software’ whichis to direct a mathematical investigation, the design of an
engineering componentorthe control of an automated chemical plant now
transcendsin importancethe ‘hardware’itself, which is the computer andits
associated input and output devices. How is software engineering to be
advanced? Surely by the perfecting of computer languages which mustfar
exceed in power and flexibility the simple sequences of binary coded
instructions which formedthe early programs. To be sure, new techniques of
programmingwill be developedaspart of the specific engineering projects
they are intendedto serve, but there is need also for broaderresearch into
the whole software problem;this is just what the university team is ideally
fitted to perform. Improved computer languages have already stemmed
from the Edinburgh work,and these are finding applicationin fields remote
from the study of Machine Intelligence and computerized games which
prompted them.

I have been deeply involved in the design and operation of large radar
systemsas usedfor airspace invigilation and controlofcivil air traffic. Here
the problem is to detectall aircraft flying within the region of surveillance
and to form the aircraft echoesas displayed uponthe planposition indicator
into tracks that maybeassociated with the flight plansofthe aircraft as filed
by the captains. The programsso far devised for computer-controlled target
recognition and tracking show manypoints of similarity with the trial and
error computer learning systems developed by Professor Michie and his
colleagues. Certainly, the radar problem is very much a case of the engineer
playing a gameagainst the environmentandthereis need for theflexibility
of the programsto be such thata veritable learning processis requiredif the
computer tracker is to match the performance of the experienced radar
operator.

Again, the integrated circuit which is the essential component of a
modern computercan fulfil a multiplicity of very complex functions whether
of logic or storage, and a small waferofsilicon, the size of a pin-head, may
contain a large numberof active elements. The design of such a device, and
the layout of the interconnections, is an extremely difficult topological
problem. It is therefore singularly appropriate that the computeritself
should be invokedto help design the vital elements of which it is composed.
CAD,i.e. computer-aided design, is now an essential activity within the
semiconductor industry, but the programs required are very complex and
tedious to write; new methodsfor preparing them are urgently needed.

In his essay on ‘Machine Intelligence as Technology’ Professor Michie
discusses the possible practical applications of the results of research
conducted in his own laboratory and others like it. Certainly Machine
Intelligence should not be regarded as the only approach to the automatic
factory, nevertheless it has a great contribution to make to the better
understanding of the role which the modern electronic computercanplayin
such automated systems. In this essay one of the major goals of Machine
Intelligence researchis identified as the discovery of ‘better design principles
for teachable programming systems’. I recognize the need for deep study of
programming techniques and also for methods of representing within the
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computerthat knowledgeofa limited part of the outside world whichit is the
aim of the program to influence. Studies in university departments which
lead to better understandingofthe total modelling processwill be extremely
valuable to scientists and engineersin industry.

I have foundthese papersfascinating to read, elegant and persuasive in
their presentation of a complex subject, yet stimulating in their relevance to
my own technological problems. I trust that they will be widely read, not
only byscientists and engineers, butby all those interested in therole of the
computer in our modern world.

Sir Eric Eastwood

December 1973



Preface

A collection of mine was published in 1974 by Edinburgh University Press
under the title On Machine Intelligence, but sold out without reprinting.
The publishers of this new edition acquired the rights of the old one and
suggested that it be revised and extended by incorporating new material.
With the encouragement of John Campbell as Series Editor I took this in
hand, initially as something of a chore. But I found myself becoming
engrossed. In the event it has become more a new book than a newedition.
About half by bulk is newly written since the earlier publication. The
Introduction comes more or less unchanged from the earlier book, but
introductory notes have also been supplied for each of the new book’s four
main Sections.

I have not attempted to stamp out the duplications of topic which
inevitably crop up in this kind of collection. Such stringency would make
sense if I were expecting the readerto start at the beginning and to proceed
from left to right. But I see no reasonto be officious. He should feel free to
hop about,if he prefers, or to read the book backwards.If he does,he will

still, I hope, find every Chapterself-sufficient.
Those whofind themselves stimulated to pursue these topics further,

whether along academic or commercial lines, should know of various
institutions through which applied AI has become professionalized, in
_ particular the British Computer Society’s Expert Systems Specialist Group
and the American Association for Artificial Intelligence. These societies
coordinate a range of activities, including seminars, conferences, and

publication of periodic newsletters. In addition the National Computer
Centre offers a range of informationservices and other formsof assistance.

Thethirst for information and advice in these areas is growing. Exposi-
tions of topics in artificial intelligence are a correspondingly urgent need,
admirably addressed by this series published by Ellis Horwood under
Professor John Campbell’s distinguished editorship. I am pleased to have
becomea part of their endeavour.

Donald Michie

January 1986



Introduction

Certain tasks are generally agreed to require intelligence, for example
playing chess, translating from one languageto another,building a boat, or
doing mathematics. Preceding and accompanyinganyofthe physical trans-
actions involved in the aboveare certain operations of thought. Since the
earliest recorded times attempts have been madeto construct systematic
rules for thinking. The high-speed digital computer has enabled us now to
discoverthat these attempts havecarried us only a negligible part of the way
towards the desired objective. It is possible in principle to take any
sufficiently well specified theory of ‘howit is done’and, bytranslation into a
programming language,to ‘run it on the machine’. When weturn, however,
to a chess primer, a grammar,a boat-builder’s manual, or a mathematics
text-book we encounter an uncomfortable hiatus. Even the rules proposed
by scholars with a special and systematicinterestin the formalization of ‘how
it is done’, such as de Grootin chess, Chomskyinlinguistics, and Polya in
mathematics, fail disappointingly to bridge the void. Afterthe first flush of

_ excitement comesthe question: ‘How would I program it?’ The conviction
follows that although here perhapsis a foothill or two, the mountainis yet to
climb.

Weare faced, then, with an intriguing possibility, and it is one from
which MachineIntelligence derives its name and aim. If we can form a
sufficiently complete and precise theory of any given aspectofintelligence,
then we can convert it into a computer program. The program itself
constitutes an expression of the theory, but it shouldalso,if the theory is
valid, have the power to cause the computer to manifest behaviourentirely
similar to that which the theory purports to describe. If we believe that we
really and truly understand Euclid, or cookery for that matter, there is an
acid test. We can be askedto convert our understanding into program, and
so cause the machine to do geometry or composerecipes as the case may be.
Wemust certainly own, from the present level of achievement in computer
programming for complextasks, that we do not yet understand either Euclid
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or cookery: we may possess a kind ofinstinctual ‘understanding’ of such
tasks, analogousto that by which a high-jumpergets himself over the bar or
an acrobat balanceson a wire, but we have not achieved understandingof
the understanding. If we had, we could program it. If we cannot, then
although, as Homo sapiens, we may displaythis or that capability, we cannot
claim truly to understand,in the given respect, whatit is to be human.

The question of what most distinguishes man from the beasts remains an
open one. Manisnot, for example, the only tool-using animal. In addition to
the recorded uses of tools by birds and mammals, some highly elaborate
procedures have been observedin the insect world. Thetree ants of Africa
and Australia fasten leaves together with silk. A numberof ants pull the
edgeof a leaf into position. Others pick up mature larvae, squeeze them so
that they secrete liquid silk, and use them as we would a tubeof glueto fasten
the leaf down. Otherlarvae are used as shuttles to weave the nestitself. A.
B. & E. B. Klots, from whom myaccount is taken, comment:‘Asfarasis
known,this extraordinary habit is unique in the animal kingdom,the nearest
thing to it being the exploitation of child labour by humans’.

Noris manthe only language user, as recent studies of the use of sign-
language by the chimpanzee haveestablished.It is even in doubt whether
the use of syntax, as opposedto association of signs without regard to order,
may possibly be unique to man.

Manis undoubtedly ‘wise’or ‘intelligent’ (the right translation of sapiens
is hard to hit), but comparison with horses, dogs, dolphins, and apes seems
to reveal a difference in degree rather than kind. According to Tennyson,it
was not so much wisdom that Pallas Athene offered to Paris as

‘Self-reverence, self-knowledge, self-control’.

To frame from this a distinctive picture for our species, Tennyson’s line
should perhapsbe capped:

‘And self-preoccupation mostofall’.

Manworries about himself. On the high philosophical plane: ‘Who am I?
Where do I come from? Where am I going? Whatis my nature? How should
I live?’ On the planeofdaily intimacy: ‘How do I look? What do I feel? What
sort of person am I?’ Andin his leisure life of books, music, magazines,
plays, cinema,andtelevision, there is blended with the purely cultural and
the purely frivolous the same perpetual quest for mirrors, mirrors to
enlarge, mirrors to elucidate, mirrors to produce and to present himself to
himself.

In his loving and anxiousquestthereis no professionalskill which has not
been enlisted. Yet man remains

‘Most ignorant of what he’s most assur’d—
His glassy essence.’

In the centuries which have passed, man’s ignorance of almost every-

thing else has been lessened or abolished. But the stubborn persistence of
self-ignorance has actually now cometo endanger him. Man mayor may not
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survive the next two hundredyears withoutobliteration in waror strangula-
tion throughindustrial and population growth. Experts differ on magnitudes
of disaster and on time-scales. But on one point they seem to be in
agreement;that the needis notfor more physics, for more chemistry, or for
moreof the old-style industrial technology, but for better understanding of
the physiology, psychology, sociology, and ecology of our own species.

Thus MachineIntelligence is an enterprise which may eventually offer
yet one more mirror for man, in the form of a mathematical model of
knowledge and reasoning. From such work we may perhapslearn

a

little
more about our owncapacities. When one speaks of MachineIntelligence,
one speaksof a collective venture to build ‘knowledge machines’; but one
also speaks of an unintended consequence:to fashion a mirrorforthefirst
knowledge machineofall, the machine within the skull.

This book consists of a selection of semi-popular essays written from
time to time over the past twentyfive years. Others may discern thematic
development. My owncriterion for inclusion has mainly been thatif I
enjoyed writing the essay in the first place, and if now I enjoy re-readingit,
then I putit in, and otherwise not. If it impels some of my readers to learn
moreof this new subject, then I am content. Man’s culturalandintellectual
environment in the 21st century may possibly be conditioned more by
developments from this one field of enquiry than byany single pre-existing
branch of science or technology. So portentous-sounding a statement
deservesa solid basis, so I have included,in the last Chapter or two of each
Section, variousdistillations which bear on the question.
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section 1 Computer gameplaying

INTRODUCTORY NOTE TO SECTION1

The time-honoured tension betweenartist and patron is by no meansto be
explained bythe follies or knaveries of the two parties, much as each would
have you believe so of the other. The contradictions areintrinsic. Raising
the stakes, as when ‘research scientist’ and ‘institutional sponsor’ are
substituted for ‘artist’ and ‘patron’, only heightens the contradictions. It
finally becomes a wonder whenthese partnerships advanceatall.

So whatare the problems? I believe that there are two. Being myself a
scientist I can only expound them from certain point of view, in which the
sponsors are of course the villains. Equally seeing eyes, in the heads of
others, will perceive the same two problems in termsdestructive of the
scientists’ rather than of the sponsors’credit.

Thefirst contradiction is that scientists prefer to be given the moneyfirst,
so as to use it to do the work. To sponsorsit is obvious that funding is a
reward, which by its nature belongs after the event. Samuel Johnson’s
account of this phenomemonis apt:

Is not a Patron, my Lord, one who looks with unconcern on a man

struggling in the water, and, when hehas reached ground, encum-
bers him with help? (letter to the Earl of Chesterfield, 1755).

There are no known formalsolutionsto this problem. An informal solution
is to makea practice of handingin forthis year’s help the work completed by
spendinglast year’s. This depends,of course,on aninitial‘float’ which must
come from somewhere.

The second contradiction surfaces afterbroad topics and goals have been
agreed and materials and applications are being chosen. The scientist wants
to choose with a view to the discoveries or demonstrations which heis after.
The sponsor knows, however,that it is precisely the materials and appli-

cations whichwill be picked up by the technical and other media, to form the
image which heis buying with his money.
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Howcan the two agree? They cannot. Again, though,constructive guile
may bridge the gap. With luck, good workcan be carried on the back of a
sufficient massof otheractivity. In AI the matter comesto its sharpest focus
in the computer emulation of game-playing skills, How would sponsors look
if it were revealed in a Parliamentary or Congressional debate that tax-
payers’ money had been going on chess?

They would of course look bad. Notsurprisingly, then, only an infinitesi-
mal fraction of national AI budgets is available for what is by far the most
searching proving-ground for experimental advance. Eventhis infinitesimal
expenditure, though, can be consequential. The papersin thisfirst Section,
apart I hope from diverting the reader, can be usedfor assessing this claim.
Let us preview them in turn, picking out points on which light was thrown.

‘Trial and Error’ was an archetype of what the knowledge engineering
industry sees today as a design platitude: top-down decomposition into sub-
problems,with a rule-structured solution for each individual sub-problem.
This is the platitude, or in modern jargon the paradigm, of ‘rule-based
programming’. As a key move, the humble MENACE machine addeda crude
form of rule-learning shown viable for serious problems by the BOXES
adaptive pole-balancer described in Chapter 3. A remote descendant of
BOXES, supplied by the author’s laboratory, is today keeping a Pittsburgh
nuclear fuels factory in balance with estimated savings in excess of $10M per
year.

The fuel-refining processis sufficiently puzzle-like as opposed to game-
like in structure, to use the terminology of Chapter 2, that a deterministic
form of rules-from-examples learning proved adequate. While re-reading
this Chapter I recalled many an industrial problem wherethis was notso,
and which cried out for a control automation capable of probabilistic
inference. Chapter 2 poses the problem, using the animal psychologist’s
hard-worked experimental subjects to model it. Chapter 4 elaborates the
same problem,using the chess-player as model, and introducesan operatio-
nal test: can the automated controller in an uncertain world not only make
good decisions but also evince some understanding of what is going on, in
the form of evaluative comments? Leading up through applications to
software technique in Chapter 5, Chapter 6 places the need for machine
articulacy in a context of social urgency. Failure by either side of a man-
machine partnership to form operational models of the other’s decision-
taking under uncertainty could seriously damagethe planet’s health.

These partnerships today control powerstations, military warning sys-
tems,air traffic and the like. On commission from the EEC’s programmefor
Forecasting and Assessmentof Science and Technology, Danny Kopec and
I reported on the prevalent mismatch between machinerepresentations and
human concepts (FAST series no. 9, 1983) as a spreading emergency.
Subsequent ‘Star Wars’ talk of military ventures in space has further
sharpened that argument.



1
Trial and error (1961)

Can machinesthink? The short answeris ‘Yes: there are machines which can
do what we wouldcall thinking, if it were done by a humanbeing.’

Consider the well-known theorem of Euclid, which states that the two
angles at the base ofan isosceles triangle are equal to each other. Most of us
can probably remember,or reconstruct, Euclid’s own proof, which requires
as construction that a straight line be drawn from the apexto the base. Can
you devise an alternative proof which requires no construction? You may
spend hours or days of painful thought on this and will probably notfind a
solution. As far as I know no humanbeinghas ever succeededin doingso.
But Marvin Minsky recently gave a computing machine a simple program
for Euclidean geometry and it produced a new proof [1] which has the
above-mentioned property: it is construction-free. It is also shorter and
simpler than Euclid’s, and has an additional quality which an impartial
geometer might well describe as‘brilliance’. Hereis the proof:

A

B C

AB = AC (given)
AC = AB (given)

£2 BAC = €CAB
~» AABC = A ACB
°° 2ABC = Z ACB QED.

It is even possible to read this through a few times without getting the point,
so daringis the ruse of treating triangles ABC and ACB asseparateentities
for the purposes of proof, but a single entity for the purposes of the
conclusion.
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If you or I had madethis achievement, no one would grudgeusthe credit
of having done some thinking: indeed, thinking of a rather spectacular
quality. On the other hand a machine might conceivably arrive at the same
result by some set of procedures quite different from those involved in
humanthought. From this pointof view the use of the word ‘thinking’ could
be as misleadingasto say that a boat swimsorthat a porpoise sails. We might
even decide to define ‘thinking’ to include the subjective experiencesof the
thinker; it would then follow automatically that insentient beings, which

might be held to include machines, cannotthink.
The argumentis, of course, purely linguistic. Since boats have existed

long enoughfor there to be a separate word for their motion through water,
weare willing to say that they‘sail’ rather than swim,and thusreap a gain in
precision. Aeroplanes, on the other hand, are such recent innovationsthat

we are content, for the time being, to say that they ‘fly’, although their

method of doingso haslittle in commonwiththatof birds, bats, or bees. We

are in the same quandary with the even more recent development of
complex computing machinery.It will therefore not be through perversity,
but through need,if in describing mechanical processes I intermittently
borrow words from the vocabulary of humanor animal psychology.
A much moreinteresting objection is sometimes made to comparisons

between human thought and mechanical reasoning. The objectors allege
that a machine can ‘in principle’ perform calculationsonly byrote,that is, by
following slavishly the train of thought dictated by a human master.It is
often alleged that howeverfast and accurately a machine can perform the
arithmetical or logical operationsbuilt or fed intoit, it could never simulate
the two most important components of humanintellectual activity, namely
(1) originality, and (2) the ability to learn. By learning I mean here the
modification of behaviour, in the light of experience, in a ‘purposive’ or
‘goal-seeking’ fashion.

The geometrical proof which was cited earlier should be sufficient to
dispose of the objection concerning originality. This chapter is devoted
mainly to discussion of the second question, concerning the nature of
learning and the possibility of simulating it mechanically.

THE MECHANICS OF LEARNING

There are two main reasons whya biologist like myself should beinterested
in learning machines. Thefirst is that being a biologist he is (pending the
developmentof mechanicalbiologists) also a man,and as such can expect to
have his habitat transformed by the advent of such machines, possibly
duringhis lifetime. The post-war development of electronic computers has
already had a resounding impact upon science, industry, and military
engineering. Yet most of the research effort has so far been limited to
improving the speed and storage capacity of what are in essence no more
than glorified desk calculating machines,or ‘high-speedidiots’ as they have
been called. Attention is now turning to the developmentofmachines which
improve their own proceduresas they go along, from machines which learn
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to recognize anddistinguish symbols,letters, or pictures, to machines which
learn to play a passable gameof draughts. The technical revolution whichis
brewingis not to be compared with such eventsas the transition from sailing-
boats to steamers, for at some point a tearawayprocessis likely to get under
way: learning machines will be harnessed to the job of designing better
learning machines.

The second pointof interest for biologists is more strictly professional.
Will the design and investigation of learning machines throw light on the
mechanismsof learning in the central nervous systems of man and animals?
There is a way in which a model ofa biological function can be illuminating,
and a wayin whichit can offer a dangerous temptation. The temptationis to
construct a device which performs a given bodily function, and then to
exclaim: ‘That must be how the body doesit!’ No biologist in his senses
would look at a modern aeroplane and concludethat birds, despite appear-
ances, must workona jet-propelled fixed-wingprinciple, but the temptation
sometimes presents itself in more subtle guises. All that we have a right to
expect from a modelis that it may deepen our understandingofthe matrix of
physical laws within which both the model and the biological system have to
work. In this sense the study of aeroplaneflight can advance our understand-
ing of animal flight, not directly, but by elucidating aerodynamic laws to
which flying animals are also subject.

During the coming decades the machine-builders will be forced to
analyse in increasing depth and detail the logical and mathematical structure
of learning processes. The biologist will be able to use the results of these
analyses to sharpenhisinvestigation of living nervous systems, which quite
possibly operate through entirely different mechanisms. At the sametime,
whenever a learning machine exhibits a striking parallel with human or
animal behaviour,the biologist should be onthealert: it may be a clue to a
biological mechanism.

This last pointis part of my justification for the construction of the simple
learning machine which I shall later describe. The starting-point was to
divide certain formsoftrial-and-error learning into two components: one
whichis difficult to simulate, and was therefore evaded, and one whichis
easy. The two components maybe termedclassification of the stimulus and
reinforcement of the response. Classification of the stimulus is essential to
any form for learning, for if you cannotclassify a situation as similar to one
previously encountered, how can youprofit by your past encounters? If Mr
A raiseshis fist at Mr B, the latter is faced with a situation which he has never
metbefore in exactly that form. Even if Mr A has frequently menaced him in
such a fashion, even wearing the sameclothes with an identical posture and
facial expression, he has never before produced precisely the same pattern
of stimulation on Mr A’s retina, owing to differences in lighting, back-
ground,position in Mr B’sfield of view, and so on. Yet Mr B ‘instinctively’
raises his arm to wardoff the blow. Actually instinctis precisely whatis not
involved. Mr B haslearntthe response from the manyoccasions, probably in
his boyhood, whena raisedfist was followed by a blow.

The problemsposedbysuch

a

featofclassification are quite extraordi-
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narily complicated. It is the central problem facing those who are developing
machinesto read a printed text—ahighly desirable accomplishmentfor the
translating machinesof the future, which will otherwise have to be spoon-
fed with texts laboriously punched onto teleprint tape by humantypists. The
fact that it is difficult enough even to make a machinespot that ‘O’is the
sameletter as ‘o’, underlines the magnitudeof the problem.

The second problem, reinforcement of the response, is much more
tractable. The response leads to an outcome (for example, Mr is either
struck or not struck) which producessensations in the responderwhich are
to some degree agreeable or disagreeable. The outcomecanthusbesaid to
have a value which expresses in numerical terms the degree of pleasure or
displeasure associated with it. The probability of the person responding in
the same way whenthe ‘same’ stimulusis presented later depends on the
value of the last outcome of this response. If it has a positive value, the
probability is increased. If it has a negative value, the probability is
decreased, and the probabilities of alternative responses (if inaction is
included as a form of‘response’) are accordingly raised. The word‘reinfor-
cement’ will be used for the change of probability, with the understanding
that a decrease in probability represents a negative reinforcement.

THE MATCHBOX MODEL

Wenowhave a conceptualblueprint for devising a simple learning machine,
provided that the problem ofclassification can be side-stepped.Forthis, the
numberof discrete situations encounteredin the task which the machineis
to learn must be sufficiently small for them all to be separately enumerated.

The task which I wish to consider from this point of view is that of
learning to play the gameof noughts and crosses, known in Americaastic-
tac-toe, but apparently unknownonthe continent of Europe.

It would be easy to devise a machine which would play impeccable
noughtsand crosses from the outset, but thatis not the point. The pointis to
construct a machine whichstarts with no prior information about how to
play, apart from the rules, but which will becomean effective player through
practice. Such a machine would embark on its career making its moves
entirely at random, and endas an acknowledged expert.

An extremely simple machine ofthis sort is shown in Fig. 1.1. It was
made by glueing some three hundred empty matchboxestogetherso as to
form a chest-of-drawers, and placing different numbers of variously col-
oured small glass beadsin the various boxes. In addition, each box has a V-
shaped cardboard fence fixed in the front, so that when the boxis tilted
forward, one of the contained beadsis selected by chance throughbeing the
first to roll into the apex.

This machineis always allowed the opening move.Foreach of the three
hundred or so distinct positions with which Nought (by convention the
opening player) can be confronted, there is a corresponding box bearing on
its front a drawing of the position, together with a code numberfor ease of
reference. All three hundred boxescan thus be arranged in numerical order
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