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PURPOSE

"The objective of this research study and experimental investigation is to determine techniques and criteria for the later development of a semi-automatic imagery screening device. Screening is defined as 'Gross selection, early in the total interpretation process, to identify those areas in the total supply of imagery which meet the minimum qualifications for further interpretation by a human'."

The work performed during the reporting interval included the following:

1. Design of a computer simulation experiment to evaluate candidate semi-automatic imagery screening techniques.

2. Investigation of the feasibility of implementation of alternative techniques.

3. Study of the application of statistical decision theory to classification of patterns in reconnaissance imagery.

Philco is doing related work under Contract AF 30(602)-2793, "The Prenormalization of Reconnaissance Data." The objective of that program is the development of techniques for the normalization of target images on aerial reconnaissance photographs before they are used as stimuli in an adaptive-memory type of recognition device.
ABSTRACT

This report covers the work performed under Contract DA-36-039-SC-90742, "Semi-Automatic Imagery Screening," during the six-month period from September 1962 through 28 February 1963, comprising the fourth through ninth months of a 21-month program.

The following subjects are presented herein:

(a) Discussion of the merits of available techniques that may be considered for use in each stage of the process of screening aerial reconnaissance photographs for purposes of detecting objects of military significance.

(b) Description and comparison of alternative hardware realizations of the techniques of (a) above.

(c) Summary of the application of the principles of statistical decision theory to the reconnaissance photoscreening problem.

(d) Description of the conceptual design of an imagery screening device.

(e) Detailed description of a computer simulation problem on the detection of tanks in aerial photographs. The simulation, to be carried out during the next six months, is expected to provide design details to extend the conceptual design of item (d).
## CONFERENCES HELD WITHIN REPORTING PERIOD

<table>
<thead>
<tr>
<th>Date</th>
<th>Location</th>
<th>Organisations Represented</th>
<th>Subject and Resume of Conclusions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oct. 18, '62</td>
<td>Philco, Blue Bell, Pa.</td>
<td>Philco, USAERDL</td>
<td>Program review: Philco presented basic argument in favor of an experimental approach to target recognition system evaluation. Minor changes to be made in Quarterly Report #1 were agreed to by USAERDL and Philco personnel.</td>
</tr>
<tr>
<td>Oct. 17, and Oct. 18, '62</td>
<td>Philco, Blue Bell, Pa.</td>
<td>Philco</td>
<td>Dr. Marvin Minsky, Consultant on this contract, met with cognisant Philco personnel. He made several recommendations which were in general accord with the existing plans.</td>
</tr>
<tr>
<td>Oct. 25, '62</td>
<td>Litton Systems Division, Waltham, Mass.</td>
<td>Philco, USAERDL, Litton</td>
<td>Meeting served as briefing on Government-sponsored work (since concluded) being led by Dr. George Sebestyen on recognition of strategic targets.</td>
</tr>
<tr>
<td>Nov. 13, '62</td>
<td>Evans Area, Ft. Monmouth, N. J.</td>
<td>Philco, USAERDL</td>
<td>Program review: Plans for an experimental program were reviewed and generally approved.</td>
</tr>
<tr>
<td>Jan. 22, '63</td>
<td>Philco, Blue Bell, Pa.</td>
<td>Philco, USAERDL</td>
<td>Program review: Results of implementation study were presented. Reorganisation of Philco laboratories affecting management of the program was outlined.</td>
</tr>
<tr>
<td>Feb. 25, '63</td>
<td>Evans Area, Ft. Monmouth,</td>
<td>Philco, USAERDL</td>
<td>Presentation of technical data on application of statistical decision theory to automatic target recognition systems.</td>
</tr>
</tbody>
</table>
## GLOSSARY OF SYMBOLS

**Sections 3 and 4**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Equation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e(t)$</td>
<td>3-2</td>
<td>the noisy input</td>
</tr>
<tr>
<td>$e_i(t)$</td>
<td></td>
<td>the value of $e(t)$ at the $i^{th}$ tap of the matched filter at time $t$</td>
</tr>
<tr>
<td>$f_j$</td>
<td>Figure 3-1</td>
<td>the output of the $j^{th}$ threshold unit</td>
</tr>
<tr>
<td>$f(t)$</td>
<td>3-3</td>
<td>the matched-filter output for $e(t)$ input</td>
</tr>
<tr>
<td>$f(x, y)$</td>
<td>3-6</td>
<td>the matched filter output</td>
</tr>
<tr>
<td>$G(x, y)$</td>
<td>3-9</td>
<td>a thresholded gradient function</td>
</tr>
<tr>
<td>$G(\omega)$</td>
<td>3-5</td>
<td>the matched filter function</td>
</tr>
<tr>
<td>$N_i$</td>
<td>3-4</td>
<td>the mean-square noise voltage at the $i^{th}$ tap</td>
</tr>
<tr>
<td>$N(\omega)$</td>
<td>3-5</td>
<td>the transform of $n(t)$</td>
</tr>
<tr>
<td>$</td>
<td>N(\omega)</td>
<td>^2$</td>
</tr>
<tr>
<td>$N^*(\omega)$</td>
<td>3-5</td>
<td>the conjugate of $N(\omega)$</td>
</tr>
<tr>
<td>$n(t)$</td>
<td>3-2</td>
<td>an additive noise signal</td>
</tr>
<tr>
<td>$r_i$</td>
<td>Figure 3-1</td>
<td>the image signal at the $i^{th}$ input retinal element of a pattern recognition logic</td>
</tr>
<tr>
<td>$r_{i, j}$</td>
<td></td>
<td>the value of $r(x, y)$ at the $(i, j)^{th}$ tap of the matched spatial filter</td>
</tr>
<tr>
<td>$r(x, y)$</td>
<td>3-6</td>
<td>the noisy input image</td>
</tr>
<tr>
<td>$S(i \Delta t)$</td>
<td>3-3</td>
<td>the value of $S(t)$ at the $i^{th}$ sampling point</td>
</tr>
<tr>
<td>$S(i \Delta x, j \Delta y)$</td>
<td>3-6</td>
<td>the value of $S(x, y)$ at the $(i, j)^{th}$ sample point</td>
</tr>
<tr>
<td>Symbol</td>
<td>Equation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>----------</td>
<td>------------</td>
</tr>
<tr>
<td>$S(t)$</td>
<td>3-1</td>
<td>ideal noise-free input signal to be detected by a matched filter</td>
</tr>
<tr>
<td>$s(t)$</td>
<td>3-1</td>
<td>this is a signal defined over all $t$, which is equal to $S(t)$ during $0 &lt; t &lt; T$, and is zero otherwise</td>
</tr>
<tr>
<td>$S(x, y)$</td>
<td></td>
<td>ideal noise-free input image to be detected by a matched spatial filter</td>
</tr>
<tr>
<td>$S(\omega)$</td>
<td></td>
<td>the Fourier transform of $S(t)$</td>
</tr>
<tr>
<td>$S^*(\omega)$</td>
<td>3-5</td>
<td>the conjugate of $S(\omega)$</td>
</tr>
<tr>
<td>$T$</td>
<td>3-1</td>
<td>duration of $S(t)$</td>
</tr>
<tr>
<td>$t_0$</td>
<td>3-2</td>
<td>starting time of $S(t)$</td>
</tr>
<tr>
<td>$v(t)$</td>
<td>4-9</td>
<td>a video signal derived by scanning an image with a spot</td>
</tr>
<tr>
<td>$w_{ij}$</td>
<td>3-7</td>
<td>the weight on $r_{ij}$ in the linear term of a discriminant function</td>
</tr>
<tr>
<td>$w_{ij;kl}$</td>
<td>3-7</td>
<td>the weight on the product $r_{ij} r_{kl}$ in the quadratic term of a quadratic discriminant function</td>
</tr>
<tr>
<td>$w_j$</td>
<td>Figure 3-1</td>
<td>the weight on the $j^{th}$ threshold output at the final decision summer</td>
</tr>
<tr>
<td>$w_{i,j}$</td>
<td>Figure 3-1</td>
<td>the weight on the $i^{th}$ input element at the $j^{th}$ summer</td>
</tr>
<tr>
<td>$X, Y$</td>
<td>3-6</td>
<td>the spatial extent of $S(x, y)$</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>3-3</td>
<td>the Nyquist interval</td>
</tr>
<tr>
<td>$\Delta x$</td>
<td>3-6</td>
<td>spatial Nyquist interval</td>
</tr>
<tr>
<td>Symbol</td>
<td>Equation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>----------</td>
<td>------------</td>
</tr>
<tr>
<td>$\Delta y$</td>
<td>3-6</td>
<td>spatial Nyquist interval</td>
</tr>
<tr>
<td>$\theta$</td>
<td></td>
<td>a threshold value</td>
</tr>
<tr>
<td>$\sigma^2 \left[ e_i(t) \right]$</td>
<td>3-4</td>
<td>variance of the distribution of signal (voltage) values at the $i^{th}$ tap</td>
</tr>
</tbody>
</table>

**Section 6**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Equation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_i$</td>
<td>6-4</td>
<td>$i^{th}$ coefficient of a linear classification function</td>
</tr>
<tr>
<td></td>
<td>6-5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6-35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6-38</td>
<td></td>
</tr>
<tr>
<td>$a_{ij}$</td>
<td>6-7</td>
<td>$ij^{th}$ coefficient of the quadratic term of a quadratic classification function</td>
</tr>
<tr>
<td></td>
<td>6-13</td>
<td></td>
</tr>
<tr>
<td>$b_i$</td>
<td>6-7</td>
<td>$i^{th}$ coefficient of the linear term of a quadratic classification function</td>
</tr>
<tr>
<td></td>
<td>6-13</td>
<td></td>
</tr>
<tr>
<td>$C$</td>
<td>6-3</td>
<td>a constant</td>
</tr>
<tr>
<td></td>
<td>6-5</td>
<td></td>
</tr>
<tr>
<td>$c_i$</td>
<td>6-12</td>
<td>Constants arising from the logarithm of the likelihood ratio of joint distributions of binary variables as specified on page 6-7</td>
</tr>
<tr>
<td>$D^2$</td>
<td></td>
<td>Mahalanobis generalized distance</td>
</tr>
<tr>
<td>$D^2_N$</td>
<td>6-24</td>
<td>Mahalanobis generalized distance between two samples based on $N$ measured characteristics</td>
</tr>
<tr>
<td>$d_j$</td>
<td></td>
<td>the difference between the mean values of the $j^{th}$ variable in the two groups</td>
</tr>
<tr>
<td>Symbol</td>
<td>Equation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>----------</td>
<td>------------</td>
</tr>
<tr>
<td>$E$</td>
<td></td>
<td>expectation operator</td>
</tr>
<tr>
<td>$E_g$</td>
<td>6-11</td>
<td>expectation taken with respect to the probability function of group $g$</td>
</tr>
<tr>
<td>$F$</td>
<td>6-30</td>
<td>the variance ratio of $F$ distribution</td>
</tr>
<tr>
<td>$F_g$</td>
<td></td>
<td>a multivariate probability distribution function for the $g$th population</td>
</tr>
<tr>
<td>$f_g$</td>
<td></td>
<td>a multivariate probability density function for the $g$th population</td>
</tr>
<tr>
<td>$\hat{f}_g$</td>
<td></td>
<td>the sample estimate of $f_g$</td>
</tr>
<tr>
<td>$G$</td>
<td></td>
<td>the total number of groups</td>
</tr>
<tr>
<td>$g$</td>
<td></td>
<td>an index taking on values from 1 to $G$ and denoting the group number</td>
</tr>
<tr>
<td>$i$</td>
<td></td>
<td>an index usually running from 1 to $N$ and referring to the $i$th variable</td>
</tr>
<tr>
<td>$j$</td>
<td></td>
<td>an index usually running from 1 to $N$ and referring to the $j$th variable</td>
</tr>
<tr>
<td>$K$</td>
<td></td>
<td>a positive integer used in the nonparametric procedure of Fix and Hodges</td>
</tr>
<tr>
<td>$k$</td>
<td>6-10</td>
<td>an index</td>
</tr>
<tr>
<td>$k_{i_g}$</td>
<td>6-11</td>
<td>an index</td>
</tr>
<tr>
<td>$k_{j_g}$</td>
<td>6-14</td>
<td>the cost of classifying group $g$ into group $j$</td>
</tr>
<tr>
<td>$L$</td>
<td></td>
<td>the likelihood ratio</td>
</tr>
<tr>
<td>$M(g)$</td>
<td></td>
<td>mean vector for the $g$th group</td>
</tr>
<tr>
<td>Symbol</td>
<td>Equation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>----------</td>
<td>------------</td>
</tr>
<tr>
<td>$M_i^{(g)}$</td>
<td>6-2</td>
<td>the $i^{th}$ element of $M^{(g)}$; denotes the mean value of the $i^{th}$ variable from the $g^{th}$ population</td>
</tr>
<tr>
<td>$N$</td>
<td></td>
<td>the number of variables measured; the dimension of the space in which samples of patterns are represented as points</td>
</tr>
<tr>
<td>$n_g$</td>
<td></td>
<td>the number of samples from group $g$</td>
</tr>
<tr>
<td>$q_g$</td>
<td></td>
<td>the a priori probability of group $g$</td>
</tr>
<tr>
<td>$q_g$</td>
<td></td>
<td>estimate of $q_g$</td>
</tr>
<tr>
<td>$Q_g$</td>
<td></td>
<td>estimates for the density functions $f_g$ obtained in the nonparametric procedure of Fix and Hodges</td>
</tr>
<tr>
<td>$R_1, R_2$</td>
<td></td>
<td>decision regions which divide the $N$ dimensional space in which samples are represented</td>
</tr>
<tr>
<td>$R(j)$</td>
<td></td>
<td>the expected risk of choosing group $j$</td>
</tr>
<tr>
<td>$R$</td>
<td>6-31</td>
<td>Rao's statistic for testing the worth of additional predictors</td>
</tr>
<tr>
<td></td>
<td>6-34</td>
<td></td>
</tr>
<tr>
<td>$r_{ij}^{(g)}$</td>
<td></td>
<td>second, third, and $n^{th}$ order correlation parameters obtained in the expansion of the joint distribution of binary variables for group $g$</td>
</tr>
<tr>
<td>$r_{ijk}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r_{i12...n}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S$</td>
<td></td>
<td>sample covariance matrix</td>
</tr>
<tr>
<td>$S^{-1}$</td>
<td>6-15</td>
<td>inverse of sample covariance matrix</td>
</tr>
<tr>
<td>$s_{ij}$</td>
<td>6-18</td>
<td>$i, j^{th}$ element of sample covariance matrix</td>
</tr>
<tr>
<td>$s^{-1}_{ij}$</td>
<td>6-24</td>
<td>$i, j^{th}$ element of the inverse of the sample covariance matrix</td>
</tr>
<tr>
<td>Symbol</td>
<td>Equation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>----------</td>
<td>------------</td>
</tr>
<tr>
<td>$t$</td>
<td></td>
<td>threshold used in likelihood ratio rule</td>
</tr>
<tr>
<td>$u_{ij}^{(g)}$</td>
<td></td>
<td>ratio of the second-order correlation parameter for group $g$ to the product of the standard deviation of the $i^{th}$ and $j^{th}$ variables in group $g$</td>
</tr>
<tr>
<td>$V_g$</td>
<td></td>
<td>population covariance matrix for group $g$</td>
</tr>
<tr>
<td>$V^{-1}$</td>
<td></td>
<td>inverse of population covariance matrix</td>
</tr>
<tr>
<td>$V_{ij}$</td>
<td></td>
<td>$i, j^{th}$ element of population covariance matrix</td>
</tr>
<tr>
<td>$v_{ij}$</td>
<td></td>
<td>$i, j^{th}$ element of inverse of population covariance matrix</td>
</tr>
<tr>
<td>$W$</td>
<td></td>
<td>within samples scatter matrix</td>
</tr>
<tr>
<td>$W^{-1}$</td>
<td></td>
<td>inverse of within samples scatter matrix</td>
</tr>
<tr>
<td>$w_{ij}$</td>
<td>6-27</td>
<td>$i, j^{th}$ element of within-samples scatter matrix</td>
</tr>
<tr>
<td>$X$</td>
<td></td>
<td>vector stochastic variable</td>
</tr>
<tr>
<td>$x_i$</td>
<td></td>
<td>the $i^{th}$ element of the vector $X$; a predictor variable</td>
</tr>
<tr>
<td>$x^*_i$</td>
<td></td>
<td>the $i^{th}$ element of the selected set of predictors obtained by a screening procedure</td>
</tr>
<tr>
<td>$x$</td>
<td></td>
<td>observed values of the vector variable $X$</td>
</tr>
<tr>
<td>$x'$</td>
<td></td>
<td>transpose of the column vector $x$</td>
</tr>
<tr>
<td>$\bar{x}^{(g)}$</td>
<td>6-16</td>
<td>the mean of the vector $x$ in group $g$</td>
</tr>
<tr>
<td>$\bar{x}_i^{(g)}$</td>
<td>6-17</td>
<td>the mean of $n_g$ observations on the $i^{th}$ variable $x_i$ in group $g$</td>
</tr>
<tr>
<td>Symbol</td>
<td>Equation</td>
<td>Definition</td>
</tr>
<tr>
<td>----------</td>
<td>----------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>$y_{i}^{(g)}$</td>
<td></td>
<td>the standardized variable corresponding to $x_{i}$ obtained by subtracting the mean of $x_{i}$ in group $g$ from $x_{i}$ and dividing the result by the standard deviation.</td>
</tr>
<tr>
<td>$Z$</td>
<td>6-35</td>
<td>a linear function of the $x_{i}$</td>
</tr>
<tr>
<td>$\bar{Z}(g)$</td>
<td></td>
<td>the mean value of the samples from group $g$ after projection along a line</td>
</tr>
<tr>
<td>$r_{g}$</td>
<td></td>
<td>the name for group $g$</td>
</tr>
<tr>
<td>$N$</td>
<td></td>
<td>Mahalanobis' &quot;true&quot; distance between two populations based on $N$ characteristics</td>
</tr>
</tbody>
</table>
SECTION 1

INTRODUCTION

The principal objective of this program is to complete a broad, comprehensive survey of automatic pattern classification techniques and the alternative implementations of these techniques. The goal of this survey is to obtain insight into the feasibility and usefulness of semi-automatic imagery screening equipment based on these techniques as an aid to the photo interpreter. The work, therefore, is concentrated primarily in two main areas. The first of these is concerned with fundamental processes involved in automatic detection and correlation of militarily significant patterns on aerial photographs. The second area concerns the capabilities and limitations of current and future techniques for carrying out these processes in practical equipment.

The design of a specific semi-automatic screening system is not a goal of the present program. System design is recognized as the next logical step in the overall objective of rendering the current research effort useful to the Army, presuming the prior demonstration of proof-of-feasibility or reasonable probability of success. Consequently, the current program is being pursued in a manner so as to obtain as much preliminary information as possible on the design of a system, consistent with the broader objectives of the general survey.

An analysis described in this report has demonstrated the need for a better and simpler device for the storage and correlation of picture data. A survey of new approaches to meet this need resulted in a concept, also described in this report, for a new type of device that appears capable of overcoming the problem. Another activity in the present program that will facilitate later system design is a brief study, summarized in the present report, of a preliminary conceptual design for a complete target classification system. These examples illustrate the broad survey approach, with design objectives in mind, which characterizes the present program.
SECTION 2

THE IMAGERY SCREENING PROBLEM

In order to carry out a comprehensive investigation of semi-automatic screening techniques, it is essential that the investigator have a general appreciation of the operational imagery screening problem. During this reporting period therefore, Philco project personnel have discussed the problem with Dr. E. A. Rabben of DOD (WSEG), Mr. Lumen of the Army Intelligence Material Development Agency, Dr. Saddacca and Dr. Birnbaum of the Army Personnel Research Office, and have also studied official Army publications\(^1\), \(^2\) related to the subject. A brief summary of the information thus obtained follows.

The photo interpreter normally must detect, identify, locate, and report as many as possible of the militarily significant objects, features and clues in reconnaissance imagery. Sometimes his task is to look for only certain specific information, e.g., nuclear delivery units or armor concentrations.

In the past, each photo interpreter (P. I.) was assigned a particular area of responsibility with which he became thoroughly familiar by studying basic photo cover, maps, and intelligence reports. When new photo coverage was to be obtained, the P. I. team would be informed in advance of the sorties to be flown, coverage to be obtained, scale, and priorities for interpretation. Each P. I. would then collect and study, as time permitted, all available collateral information pertinent to the upcoming screening task. This collateral information was contained mainly in intelligence reports and old photo coverage of the area. When the new photography arrived, it would be divided up, each member of the P. I. team taking the coverage in his area of responsibility. Obviously, this "area of responsibility" technique has its limitations: if most of the coverage fell in the area assigned to one or two men, they would either have to do all the screening that day or accept help from people who were not knowledgeable about the area.

\(^1\) Department of the Army Field Manual 30-20.

A typical sortie would require each P.I. to go through about 100 photographs. The rapidity with which a man can screen imagery is extremely variable; an expert who is completely familiar with an area may screen most of his pictures in less than a minute each, while less expert P. I.'s who are not familiar with the area may take up to ten minutes per photograph.

The imagery screening task in 1965 and beyond will differ greatly from the typical World War II-Korea task described above. In the first place, a much greater volume of imagery will have to be screened. There probably will be many more photographs per day per unit area than in the past, and most of the photographs will be accompanied by high resolution radar and IR imagery. Future tactical reconnaissance flights will provide three kinds of photo coverage in positive transparency rolls of 5" x 5" frames: panoramic, vertical (1:5000 to 1:12,000), and oblique. In addition, the same flights will produce 5" x 5" frames of high resolution IR imagery at 1:7000 to 1:20,000 scale and 5" x 5" side-looking radar pictures at 1:250,000 to 1:7 million scale.

To be able to screen such a large volume of imagery effectively, the P.I. team will need the best assistance that modern technology can provide in a field environment. The Army is developing the Tactical Imagery Interpretation Facility (TIIF) for this purpose. The first TIIF will contain advanced information-storage and retrieval and display facilities to provide the P.I. with all available collateral information in optimum format. Eventually, the TIIF should evolve into a much more sophisticated system, incorporating computerized collation and analysis of intelligence data, and pattern recognition equipment for screening all types of reconnaissance imagery.

Under the present contract, Philco is directing its attention toward the conceptual design of automatic classification techniques capable of screening high resolution, vertical aerial reconnaissance photographs to locate those areas which most probably contain tactical targets of interest to the photo interpreter. The present phase of the work is directed toward the development of techniques that are capable of recognizing exposed, uncamouflaged targets of a tactical nature, e.g., tanks, vehicles and aircraft (which are clearly recognizable to the human observer), without reference to collateral clues such as tank trackage, location of the possible target on a road or runway, or the nature of the local terrain. This is only one part of the overall imagery screening problem. However, this problem must be solved with relatively simple techniques which can be implemented compactly and economically as a first step toward a useful semi-automatic screening system.
SECTION 3
FUNDAMENTAL CONCEPTS AND TECHNIQUES

3.1 Basic Recognition Concepts

This section presents a description and evaluation of the fundamental processes and techniques involved in the detection of targets of gray-scale imagery. Later sections of the report cover specific technical points relative to the underlying statistical theory as well as the implementation.

In many respects the problem of detecting targets in gray-scale imagery is analogous to the classical communications problem of detection of signal in noise. Both of these problems are amenable to solutions through application of statistical techniques. There are, however, important differences between the two situations. In communication, the problem is usually that of detecting a known signal in a background of additive noise. The noise is usually assumed to be normally distributed in amplitude and independent of frequency (or "white") over that portion of the spectrum of interest. In such a situation, the output signal-to-noise ratio of the receiver is maximized by use of a "matched filter," which may be implemented by a delay line with output taps spaced at the Nyquist interval. The signal outputs from the taps are combined in a weighted summation.

If the ideal input signal to the communications receiver is

\[
s(t) = \begin{cases} 
S(t) & 0 < t < T \\
0 & \text{otherwise},
\end{cases}
\]  

(3-1)

and the actual corrupted signal is

\[
e(t) = n(t) + s(t - t_0)
\]  

(3-2)

then the output from a matched filter will be

\[
f(t) = \sum_{i=0}^{i=T/t} e(t - i\Delta t) S(i\Delta t)
\]  

(3-3)

where \(\Delta t\) is the Nyquist interval.
A simple threshold makes the following decisions:

If

\[ f(t) > 0 \], \text{ then signal present at time } t, \]

and if

\[ f(t) < 0 \], \text{ then only noise present at time } t. \]

The matched filter concept can be derived from an analysis of linear filter functions which are the same as linear discriminant functions in statistical decision theory. The matched filter is, in fact, a realization of a linear discriminant function operating on the independent random variables

\[ e_i(t) = \epsilon(t - i\Delta t) \].

Its operation is based on the assumption of normal distribution of the random variables \( e_i(t) \) with

\[ \sigma^2 \left[ e_i(t) \right] = N_1, \]  

(3-4)

where \( N_1 \) is the mean squared noise voltage and where the above equation holds for cases of signal plus noise and noise alone.

A more general expression for the matched filter is the function

\[ G(\omega) = \frac{S^*(\omega)}{N(\omega)N^*(\omega)}, \]

(3-5)

which is applicable to cases where \( |N(\omega)|^2 \) is not evenly distributed over the spectrum. This function may have a transform, \( g(t) \), which can be implemented in a finite tapped delay line cross-correlator, or it may theoretically require an infinite delay line. In practice, however, implementation of these filters with finite delay line cross-correlators usually yields good approximations to the desired result.

The analogous operation to the matched filter in pattern recognition is the application of a linear discriminant function to the two-dimensional gray-scale signal defining the image. Such a process yields \( f(x, y) \) where

\[ f(x, y) = \sum_{i=1}^{\Delta x} \sum_{j=1}^{\Delta y} r(x-i\Delta x, y-j\Delta y) S(i\Delta x, j\Delta y) \]

(3-6)
where $\Delta x$ and $\Delta y$ are the spatial Nyquist sampling intervals, and $S(i \Delta x, j \Delta y)$ are linear weights. Equation 3-6 describes a pattern recognition technique known as "template matching," which corresponds to making a two-dimensional cross-correlation of the input imagery against an optimised representation of the pattern.

Past experience at Philco in designing recognition equipment, e.g., machine print and hand print readers, has shown that template matching techniques normally are not adequate. The use of the linear discriminant function is optimum only under a very restricted set of conditions. The random variables, $x_{ij} = x(x - i \Delta x, y - j \Delta y)$, must be normally distributed and the covariance matrix relating the $h_{ij}$ must be the same for both the target and nontarget cases (see Section 6). These conditions do not hold for typical gray-scale inputs or for black and white alphanumerics.

Figure 3-1 is a block diagram representative of a number of suggested pattern recognition systems. These systems all have the common feature that they avoid the limitations of the linear discriminant approach through the use of intermediate sets of non-linear decision elements.

Referring to Figure 3-1, "Simple Layered-Decision Pattern Recognition Logic," many subsets of retinal elements are connected in weighted linear summations as in Equation 3-6, to threshold elements which give unit outputs if the weighted sum exceeds the threshold, and zero otherwise. The outputs from the threshold elements represent a new set of random variables that are connected in a weighted linear summation to a final threshold element that constitutes a final decision.

This basic structure describes feature mapping logics in which the elements in each subset are taken from a small local area of the image, and weighted in a manner that constitutes a matched filter or template for specific sub-portions of the target. The binary random variables from the threshold circuits indicate the presence or absence of specific features in the pattern.

The basic structure described here is used both in the simple perceptrons and by Gamba in his PAPA machine. In these systems, the retinal elements connected to each summer and threshold circuit are selected and weighted randomly within the constraints of the particular model. The selection


Figure 3-1  Simple Layered Decision Pattern Recognition Logic
of retinal elements purely at random is not an efficient approach to feature selection, and techniques used have varied from random to partially random to completely deterministic wiring schemes depending upon the motivation of the investigator. Gamba, for example, used random-line masks for alphanumeric recognition in an attempt to take advantage of the connectivity property of printed characters.

In both the "feature map" and the "random mask" systems, the resulting output from the intermediate thresholds is a set of binary random variables. Various adaptive and statistical techniques have been recommended and used to analyse these variables with linear and higher order discriminant functions. Statistical techniques will be reviewed in Section 6 of this report.

The principal property that relates the systems just described is the intermediate set of subdecisions, or thresholds. At first glance, the thresholding operation appears undesirable because it destroys information, i.e., it converts an analog voltage amplitude into a binary signal. It is apparent that if the intermediate thresholds, \(\theta_1, \theta_2, \ldots, \theta_N\), were eliminated from the logic network of Figure 3-1, the resultant network would be equivalent to a single linear discriminant function, or template matching operation, over the entire retinal space. The threshold elements, in association with the linear summations, transform the retinal data, producing a new set of random variables in which the important information is distributed in the marginal probabilities and first-order correlation coefficients where it is more readily accessible to the discriminant function which follows. The specification of threshold elements for this application is not general; other non-linear functions may be applicable in special cases.

The threshold elements, in association with the linear summations, transform the retinal data, thereby producing a new set of binary random variables which are the input variables for another discriminant function. This combination of two layers of linear processing with an intermediate threshold provides a simple and effective way to extract image information that is contained in the interelement relationships and is not accessible to a simple linear discriminant function. The effectiveness of multilayer systems has been demonstrated at Philco in multiple-font print reading equipment.

Another non-linear processing operation that is useful in pattern recognition is detail or boundary detection (see Section 3.2 below). This detection is accomplished by thresholding a spatial derivative (gradient) of image brightness, which transforms the gray-scale picture into a black-and-white "line-drawing" representation which tends to outline objects while reducing the extraneous clutter contained in the original gray-scale image.
Another type of non-linear filtering operation is one which not only adds up weighted sums of retinal element brightness levels as in Equation 3-6, but also takes into account the correlations between brightness levels at different points. This type of operation results in quadratic and higher order discriminant functions that should offer much better performance than simple linear discriminant functions and reduce the number of decision layers needed. A quadratic discriminant function would take the form

$$f(x, y) = \sum \sum \sum \sumr_{i, j, k, l} + \sum \sum w_{i, j}$$

(3-7)

Implementation of such a function is difficult because the number of product terms in the sum is \(n(n-1)/2\) where \(n\) is the total number of retinal elements (at least 1000) required to describe a typical pattern. The problem becomes greater with higher order functions. Also, if the input data are not binary, the implementation of the product terms is not simple.

Practical considerations, therefore, limit the amount of higher-order statistical correlation that may be accounted for in recognition logic networks. It is therefore necessary to transform the input random variables -- the retinal element data -- into a new and smaller set of random variables which contain the relevant target information in such a manner so as to be accessible to simple linear, or at most quadratic, discriminant functions. No complete analytic approach to this problem of transforming the retinal data has been discovered. The problem must be solved heuristically with application of statistical techniques wherever appropriate.

In scanning a photograph to recognize a relatively small object of military interest, the photograph can be scanned block by block with overlap between blocks, the individual blocks and the amount of overlap being just large enough to insure that the object will appear within the block in some one position. The object may then appear in any position and in any orientation within the block.
Recognition schemes based on detection of geometrical features must provide for detection of the appropriate features in every possible position and orientation of the object within the block. Testing for different translations at one orientation can be accomplished electronically with one set of feature masks by moving the signals from all resolution elements in the block through a shift register or a tapped delay line. In this report, this procedure is referred to as registry testing. In order to test for unsymmetrical objects at all orientations, it is necessary to provide feature detectors at different angles. For example, if a straight line detector is capable of detecting lines oriented within about ±12 degrees with respect to a zero line, eight separate line detectors must be provided at intervals of 22-1/2°. For the detection of translationally or rotationally invariant features such as isotropic texture differences, registry testing and testing for separate orientations are not required.

Using the foregoing basic concepts, the design approach to an image screening system is presented in Tables 3-1 and -2 and in Figure 3-2, "Conceptual Design of Image Screening System." The question arises as to which image characteristics fall into the various classes of parameters, simple objects, and final decisions. To illustrate the general trend, Table 3-3, "Identification of Heavy Antiaircraft Artillery Implantation," has been drawn up from material available in World War II P.I. manuals.

**TABLE 3-1**

**DATA PREPARATION ELEMENTS OF IMAGE SCREENING SYSTEM**

<table>
<thead>
<tr>
<th>Unit</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mechanical Transport</td>
<td>Passes images automatically into view of scanner. Probably simple unit for continuous film, more complex for photographs.</td>
</tr>
<tr>
<td>Optical or Electro-optical Scanner</td>
<td>Scans images by combination of serial and parallel operations determined by trade-offs between desire for rapid handling versus compact equipment.</td>
</tr>
<tr>
<td>Video Data Pre-processor</td>
<td>Normalize video for scale, contrast, etc. Edges detected, silhouetting performed if necessary.</td>
</tr>
<tr>
<td>Storage Unit</td>
<td>Storage of parts of image information for correlation of information spanning more than one scan area. Note that use of image as a memory as much as possible will minimize need for high-speed, high-capacity electronic memory.</td>
</tr>
</tbody>
</table>
### TABLE 3-2

**DECISION ELEMENTS OF IMAGE SCREENING SYSTEM**

<table>
<thead>
<tr>
<th>Unit</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameter Measurement Units</strong></td>
<td>Extracts detailed information preliminary to and required for the final decision. This preliminary information includes presence of straight lines, intersecting lines, right angles, distinctive texture, etc.</td>
</tr>
<tr>
<td><strong>Simple-Object Recognition Unit</strong></td>
<td>From the parameters (see above), decisions are made regarding the presence or absence of simple objects, e.g., tanks, trucks, cable trenches, buildings, etc.</td>
</tr>
<tr>
<td><strong>Final Decision Unit</strong></td>
<td>The final decision unit assigns a priority to the photograph or image in terms of the probability of presence of the complex target of interest at the time, e.g., missile sites, camouflage gun emplacements, etc.</td>
</tr>
</tbody>
</table>
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Figure 3-2 Conceptual Design of Image Screening System
### TABLE 3-3

**IMAGE SCREENING SYSTEM APPLIED TO LOCATING HEAVY AA EMLACEMENTS**

<table>
<thead>
<tr>
<th>Identification Characteristic</th>
<th>Functional Unit in Image Screening System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circular emplacement 16\text{ft} to 35\text{ft} diameter</td>
<td>Parameter Measurement Unit (PMU)</td>
</tr>
<tr>
<td>Guns in units of 4, 6, or 8 with central CP</td>
<td>Simple Object Recognition Unit (SORU)</td>
</tr>
<tr>
<td>Horizontal support girders (for heavy AA guns)</td>
<td>PMU - Straight line detection</td>
</tr>
<tr>
<td>Generator Dugout</td>
<td>SORU - Look for characteristic size and irregular shape</td>
</tr>
<tr>
<td>Radar and Sound Location Equipment</td>
<td>SORU - May involve complex of parameter measurement outputs</td>
</tr>
<tr>
<td>Searchlight Positions</td>
<td>SORU - May involve complex of outputs from PMU</td>
</tr>
<tr>
<td>Cable Trenches</td>
<td>PMU - Line detection</td>
</tr>
<tr>
<td>Crew Quarters</td>
<td>PMU</td>
</tr>
<tr>
<td>Vehicle and personnel paths</td>
<td>SORU</td>
</tr>
</tbody>
</table>
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3.2 Preprocessing Techniques

Geometric Normalization

Geometric normalization is a preliminary preprocessing technique for eliminating scale variations in an aerial photograph. It is common practice to record the altitude of the reconnaissance aircraft on each frame. This information can be used directly in conjunction with ground elevation information to compute the necessary adjustments needed to normalize the input to a particular scale factor. This normalization adjustment can be made optically in the sensor portion of the system, or electronically, by adjusting the sweep waveforms of the electronic scanner.

Geometrical normalization is sometimes assumed to include a process whereby objects of interest are centered and placed in a fixed orientation within the frame to be studied. However, before this can be done, the object of interest must at least tentatively be identified and the angular portion of some geometrical features determined. Consequently, it is believed unrealistic to speak of centering and orienting the object prior to identification. These operations, therefore, are not included under the heading of geometrical pre-normalization in the present study. Further, in recognition systems employing element-by-element registry testing, this type of normalization is not necessary because the target is framed automatically.

Detail Detection

Many objects are easily recognized if they are reduced to a line drawing of their principal contours. Techniques that have the property of eliminating the low spatial frequency gray-scale data, and producing a black and white reproduction of the high detail areas including the object contours, are useful. Two candidate techniques have been studied in detail that offer advantages for detail detection: the Laplacian of the image brightness and the Gradient of the image brightness. These techniques, combined with lineness editing to be discussed later, offer a good approximation to the line drawing function. A 'best' technique would serve to reproduce all regularly curving brightness transitions regardless of contrast ratio, and would filter out all other data. As yet, no such technique has been perfected.

The Laplacian is given by the equation

\[ \nabla^2 B = \frac{\partial^2 B}{\partial x^2} + \frac{\partial^2 B}{\partial y^2} \]  

\( (3-8) \)
where $B$ is the image brightness and $x$ and $y$ are the two image dimensions. Since the function is determined by brightness derivative rather than by brightness itself, it produces no output on large uniform areas. In the presence of line boundaries or corners, the output is high. Thus, the function tends to outline objects and emphasize their contours. It can be simply quantized to two levels without losing outline information. Alternatively, it can be rectified by obtaining $|\nabla^2 B|$, and then quantizing to produce a passable line drawing of gray-scale image material. Laplacian preprocessing has been used successfully in the Philco Post Office Address Reader. It is identical in function to the two-dimensional detail filter of Taylor, and the convexity detector of Harmon and Van Bergijk. A function similar to the Laplacian has been observed in the frog's retinal ganglion by Lettvin et al., and in the lateral geniculate body of the cat by Hubel and Wiesel.

The Laplacian function can be implemented in several ways, both optically and electronically. Optical techniques use coherent optical spatial filtering or a two-channel lensless correlograph. Electronic techniques may utilize special scanning procedures with modulation of the flying spot focus or conventional scanning and lumped constant delay line filters.

The Laplacian function, or spatial second derivative, described above is a scalar quantity derived by a linear process. The Gradient, or spatial first derivative, is a vector quantity which indicates the magnitude and angle of the slope. As such, it cannot be derived by a single linear process; however, simple electronic techniques can be implemented that derive the magnitude of the gradient. This function serves much the same purpose as the Laplacian, but has a better signal-to-noise performance (see Appendix A). When the output is to be thresholded, it is often easier to work with the square of the gradient magnitude, with an output then of the form

$$G(x, y) = \begin{cases} 1 & \text{if } \left| \nabla B(x, y) \right|^2 = \left( \frac{\partial B}{\partial x} \right)^2 + \left( \frac{\partial B}{\partial y} \right)^2 \geq \theta \\ -1 & \text{if } \left| \nabla B(x, y) \right|^2 = \left( \frac{\partial B}{\partial x} \right)^2 + \left( \frac{\partial B}{\partial y} \right)^2 < \theta \end{cases} \quad (3-9)$$
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The angle of the gradient vector also may be determined electronically by measuring the horizontal and vertical components of the gradient and computing the arc tan of the ratio. The angular measurements in a local area then can be examined to determine if there is a linear boundary. Such a boundary would result in an array of parallel gradient vectors. This would be true regardless of contrast ratio.

**Lineness Editing**

Gradient magnitude and Laplacian images produce acceptable line drawings on some input material. Certain types of clutter, however, such as forests, produce strong outputs in the absence of straight lines. If desired, this kind of clutter can be eliminated by subjecting a two-level clipped Laplacian or clipped gradient-magnitude image to a subsequent anisotropic filtering operation. A long, thin aperture is used which is weighted positively in the center and negatively around its periphery, very much like that for the Laplacian except for an elongation in one dimension. The output of this aperture is then presented to a threshold; many such threshold outputs for apertures at eight or more angles of rotation are combined in an OR gate to produce a line drawing output from which clutter has been edited. Figure 3-3 summarizes the method and shows an electronic implementation of the technique.

**Silhouetting**

A prenormalization technique reported by Holmes, Leland, and Richmond of the Cornell Aeronautical Laboratory attempts to isolate the object from the background and thus form a silhouette which can be oriented in standard position and subsequently categorized. The technique works well with objects placed on an uncluttered contrasting background, and as one might expect, almost not at all in a highly cluttered background that has approximately the same gray-scale value as the object. The method consists of computing the average brightness over a square "picture frame" aperture, and comparing this to the brightness of the point at the center of the square. A ONE output is recorded whenever the difference of these brightness values exceeds a threshold whose value is proportional to the standard deviation of the brightness values within the aperture. This provides a form of automatic gain control on the decision depending upon the range of brightness values in the area. The output from this prenormalization operation is a binary image in which discrete objects tend to be silhouetted.

Figure 3-3  Method for Obtaining Images in Which Continuous Lines are Emphasized
Extraction of Additional Information from Gray-Scale Imagery

While the detail detection, lineness editing, and silhouetting techniques are useful in recording fundamental shape information about the image, they may ignore much pertinent information present in the gray-scale data. These processes make use of the high spatial frequency content of the retinal data. The lower frequency retinal data may also supply much information about the nature of the decision area; for instance, oil tanks usually appear to be very bright and of high contrast in respect to their surround. Target recognition devices should utilize all such pertinent information. When images are preprocessed into gradient or lineness images for example, it is important that these other recognition criteria present on the gray-scale image be extracted for later input to the recognition logic rather than be discarded.

3.3 Intermediate Processes - Feature Extraction

General

The function of the parameter measurement unit shown in Figure 3-2 is to perform a number of intermediate transformations on the preprocessed retinal data. The outputs from these transformation operations are a new set of random variables. The transformations are selected to have two primary properties: first, they must continue to preserve the target information, but, second, must present that information in terms of marginal probabilities and joint probabilities of pair states so that the resulting discriminant function has a simple form and may be readily computed. The problem in the selection of the transformation functions is that no comprehensive analytical technique to do this, nor any adequate statistical description of imagery from which analysis might be derived, has yet been developed. Consequently, the selection of good transforms may begin with a list of candidate transforms selected on the basis of some best estimate of utility. The transformations may relate to basic characteristic "features" of the imagery, or they may be selected according to some arbitrary rule or random process. After compiling the list, the problem is to select the good transforms. For this purpose, some analytical tools are available. These will be described in Section 6. The remainder of this section deals with various general classes of transform logics, and how they might be applied to the problem.

There are two approaches to the design of features for incorporation in a target recognition system. The first is to design a universal vocabulary of features which will be generally applicable regardless of what target classes are involved. The advantages are economy of implementation and flexibility of application. If new target classes are added, the only additional circuitry
required is a final decision layer operating on the feature recognition logic outputs. As yet, no adequate set of universal features has been developed. Based on subjective analysis of typical imagery, certain basic features have been suggested, such as straight edges, circles, and other simple geometrical and textural properties. Detailed specification of optimum logics to extract such features has not yet been developed. The use of "random" masks represents another attempt at the generation of a universal vocabulary of "features," based on zoomorphic analogies (modeling of animal processes).

The second approach to feature design is to provide a specific set of features for each pattern class to be recognized. Statistical techniques can be applied effectively in this application. There are many ways in which these techniques may be used. One example is as follows:

The target decision area is divided into a number of feature areas. In each area, the coefficients of a linear or quadratic discriminant function of the form given in Equation 3-7 may be computed from sample values of the input elements for a number of images representing the various pattern classifications. The technique is detailed in a later section. The various methods of calculating coefficients, amenable to programming on a digital computer, are outlined later and detailed in Section 6.

A difficult problem in visual pattern recognition is attaining feature detection which provides adequate tolerance to local translations and/or size and shape variations of patterns within a single class. Possible solutions to this problem include the following.

1. Local area threshold logic networks with broad tolerance to the effects of feature translation. However, sufficient tolerance is not always attainable.

2. Use of the approach of Liu and Kamentsky in the process of local area registry testing.

3. Duplicate the feature detection logic in over-lapping fashion to insure feature detection in the presence of translation. Alternative networks to implement this scheme are illustrated in Figure 3-4, "Techniques for the Duplication of Feature Logic."

3) IDENTICAL FEATURE DETECTORS DISPLACED IN REGISTRY OVER SMALL LOCAL AREA OF IMAGE WHERE FEATURE IS ANTICIPATED.

(b) FEATURE DETECTORS DISPLACED IN REGISTRY AS ABOVE BUT COMBINED IN OR GATE BEFORE USE AS THE DISCRIMINANT FUNCTION.

Figure 3-4 Techniques for the Duplication of Feature Logic
The basic template matching technique uses a weighted linear summation of the preprocessed retinal data as described by

\[ f(x, y) = \sum_{i=1}^{m} \sum_{j=1}^{n} r(x - i\Delta x, y - j\Delta y) \cdot w_{ij} \]  

(3-10)

where \( w_{ij} \) is the weighting function and \( r(x, y) \) represents the preprocessed retinal brightness data. This transformation is the result of the preprocessing operations described in Section 3.2. The output is given by

\[ f'(x, y) = \begin{cases} 1 & \text{if } f(x, y) \geq \theta \\ -1 & \text{if } f(x, y) < \theta \end{cases} \]

where \( \theta \) is a previously established threshold.

For recognition of simple geometric "features" such as straight edges, right angles, or circles, the weights may be chosen arbitrarily to match a particular geometric configuration. For example, the recognition of horizontal straight edges could be based on a linear template applied to thresholded gradient magnitude data, where the template has the following form.
Then

\[
    f_{\text{horiz}}(x, y) = w \left[ \sum_{i=1}^{10} \left( G(x - i\Delta x, y - 2\Delta y) + G(x - i\Delta x, y - 3\Delta y) - G(x - i\Delta x, y - \Delta y) - G(x - i\Delta x, y - 4\Delta y) \right) \right]
\]  

(3-11)

where \( f_{\text{horiz}}(x, y) \) can range in values from +40 w to -40 w. An area of uniform brightness, or a contrast edge not approximately parallel to the straight line mask will result in \( f_{\text{horiz}}(x, y) = 0 \). Therefore, for a threshold well above zero but somewhat less than 40, 25 for example, this template will be a reasonably good straight edge segment detector. The output from such a feature template matching unit \( f(x, y) \) will be an array of plus ones (corresponding to a detection) and minus ones, (no detection) covering every position \((x, y)\) in which the template was registered.

The output from any location \((x_1, y_1)\) will be a particular sample of a random variable \( f(x_1, y_1) \) having a high probability that \( f(x_1, y_1) = 1 \) if an edge of a man-made object is present there, and -1 if it is natural terrain. The spatial distribution of \( f(x, y) \) over the decision area will be effective in determining whether a specific class is present.

This template matching logic is identical in structure to the A-units of the Perceptron. The usual procedure is to generate an output from each A unit for only one position of registry within the decision area, but this is not a fundamental limitation. That is, each random mask can be matched to the pre-processed retinal data in many (or every) position of registry. The principal characteristic of the A-units in Perceptron application is that the weights and connections to the retinal element are not designed to correlate to "features" but are chosen according to some random process. This process can set various constraints, such as "choose points that are contiguous along a curving line," and still represent a random selection procedure. The random variables, \( x_1 = +1 \) or \(-1\), outputs from the A-units, having no overt functional or semantic relationship to the input data, are presumed to be uncorrelated, or at least correlated similarly (equal covariance matrices) in the signal plus noise (target) and pure noise (no target) cases. Under these assumptions, the optimum decision logic is a linear discriminant function of the form \( \Sigma a_i x_i \) whose coefficients may be calculated from the responses of the masks to a sample set of images. The determination of the weighting functions, \( a_i \), whether carried out by statistical or adaptive procedures, provides a selection process for the random masks. Those that respond fairly uniformly to both the targets and
non-targets in the training sample will have very low weights and will be effectively eliminated. The masks that respond most often to only one of the two classes in the sample set will have high weights and will be retained. The principal limitation of these masks is that the amount of information contributed by any relatively small set of them may be inadequate for good target recognition, and further, that as additional A-units are used, the cross-correlation coefficients may be such that they contribute no new information to a decision based on a linear discriminant function.

The spatial filtering operation described above can be applied either in the spatial frequency domain by multiplying the signal transforms using a spatial frequency filter, or in the space domain through a cross-correlation of a weighting function with the transformed or raw retinal data in every position of alignment (see Appendix B). Selection of a preferred technique can be made solely on the basis of feasibility and cost of implementation. There are several equivalent hardware implementations for such a filtering operation. Optical techniques, e.g., lensless correlographs and coherent light optical spatial filters, provide parallel access to an area of the input image and can perform the cross-correlation of a single weighting function simultaneously over all possible alignments. Electronic techniques based on scanning of the input image provide sequential access to the points of the image, and must be used in conjunction with a dynamic memory such as a delay line or shift register. With such a memory many weighting functions can simultaneously be cross-correlated at any given moment in a single relative alignment with the image, with all possible alignments or position of registry of the image being accomplished time sequentially.

Digital Design Techniques

The preceding discussion has emphasized the use of threshold logic to detect individual features to be combined for a subsequent decision. Threshold logic is attractive in pattern recognition because it can interpolate between samples where only one or two bits or picture elements may be different between samples. Conventional parallel digital logic, however, is often easier to implement and service. With digital logic, once a satisfactory design has been achieved, there are no problems of threshold drift and adjustment.

On the other hand, digital logic does not have any inherent ability to interpolate from known samples to unknown or unspecified samples. Digital logic works only to the extent that the designer or design algorithm is able to foresee and provide for all possible logical alternatives.

Little progress has been made over the last few years in designing general-purpose algorithms to produce digital logic which extrapolates from a
training sequence to provide for unknowns. Carne, working with the Artron at Melpar,¹ and Powers and Vernot at Philco,² have attempted to design general-purpose adaptive logic for pattern recognition application. In each case, the result has been a device which can memorize a training sequence perfectly, but is unable to do much better than chance on unknowns. Algorithms have been designed successfully at Philco to handle digital design for specific problems, such as recognition of hand-print alphanumeric characters, but each new problem has required a new algorithm.

One approach to digital design specifies the problem by the use of a truth table (see Figure 3-5). Once the truth table is specified, it is a relatively simple matter to implement it with digital logic. The chief problem with this technique is that if N digital inputs are available, a truth table has $2^N$ entries which must be filled to specify the problem. Usually an insufficient training sample is available to fill all entries.

Decision tree techniques for pattern recognition are well known. Basically, a decision tree consists of a series of dichotomous decisions placed on a sorting path as shown in Figure 3-5b. At each decision, the path forks into two alternatives. A sample for test enters the tree at the top, and after passing a series of tests ends up at a terminal classification. Each junction usually represents the testing of a particular bit in an input code. A well designed sequential decision tree tests only those bits necessary for classification; the remaining bits are ignored. A decision tree, however, need not represent a sequential process. All tests may be performed simultaneously and their outputs combined by parallel logic to achieve the same terminal classification. Of course, all tests may not be used in every classification.

Feigenbaum and Simon ³,⁴ have programmed a general-purpose algorithm for the design of a decision tree from a training sequence. The routine is part of a program called EPAM (Elementary Perceiver and Memorizer). The EPAM program has been used thus far to associate written and verbal representations


(a) Example of a classification problem expressed by a three variable truth table in which classification for all states is specified by an exhaustive training sequence for three input variables, $X_1$, $X_2$, and $X_3$.

<table>
<thead>
<tr>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>CLASS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>I</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>II</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>I</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>II</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>II</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>I</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>II</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>I</td>
</tr>
</tbody>
</table>

(b) Decision tree to classify truth table entries designed by Feigenbaum's algorithm. Tree discloses that input variable $X_2$ is not needed for classification. Logical relation expressed by decision tree:

$$I = X_1 \cdot X_3 + X_1 \cdot X_3$$
$$II = X_1 \cdot X_3 + X_1 \cdot X_3$$

where $\cdot$ indicates AND, $+$ indicates OR, and $-$ indicates NOT.

(c) Resulting logical design using parallel logic.

Figure 3-5 Digital Design Approach to Feature Extraction
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of nonsense syllables. EPAM has been observed to make mistakes similar to those made by humans on similar problems. No data are available however on its ability to generalize to unknown samples.

Some investigators have avoided the problem of adaptive digital design by means of constrained random generation of digital combinations of binary input variables. The first constraint chosen is the number of input variables to be considered at any one time in logical combinations. Thus, for a particular number choice, n, a series of n-tuples are generated. When n equals 2, the logical states of binary picture-element pairs are considered, when n equals 3, triplets, and so forth.

Once the n-tuples are generated, their digital outputs are tabulated over a training sequence and weighted by some rule (usually statistical in nature) to be combined in a subsequent decision. These techniques are close relatives of perceptron-like devices and to the kind of threshold feature detectors considered in this report, except that the randomly chosen n-picture elements are combined digitally rather than by threshold logic. If a separate weight set and threshold were provided for each n-tuple state recorded, if all weights were set to plus or minus ones, and if the thresholds were set to the highest possible value, then the two techniques become identical.

Browning and Bledsoe \(^1,2\) experimented with n-tuples, with n having values as high as six. In these works, all states of the n-tuple were recorded and used; thus, for \(n = 6\), \(2^6\) or 64 states were recorded for each n-tuple. Simple Bayes' weighting was used and the results were excellent for machine print and encouraging for handprint. Uhr and Vossler \(^3\) have designed a program which records only one state each of many 25-tuples. The program incorporates rules for discarding the least useful digital combinations and generating new ones. This program has demonstrated some success in recognizing cartoon characters and recognizing speech in binary sonogram representation.

Promising work in n-tuples has recently been published by Kamentsky and Liu, who have expanded on the n-tuple concept in multiple-font print-reading application. The n-tuples of Kamentsky and Liu differ from those of Browning and Bledsoe in that registry testing and memory have been added to the n-bit states. The Kamentsky n-tuple is a constrained random choice of seven binary picture elements in the input image. These seven elements are given ZERO and ONE designations and a ONE output is recorded for the n-tuple if all seven ZERO-ONE input states are satisfied simultaneously in any position of translational registry over the input character. This registry testing aspect is quite important since it increases the probability of a ONE response by an order of magnitude, thus increasing the power of the n-tuple to transmit information. The choice of the 7-tuple over other numbers was based on experiments which determined the information content of n-tuples for various values of n. The results of Kamentsky and Liu are sufficiently impressive for the alphanumeric problem to merit further investigation of n-tuples in object recognition applications. Points which need further investigation are:

1. Relative efficiency of logical n-tuples versus threshold n-tuples.
   The logical AND used by Kamentsky to combine the elements of his n-tuples is equivalent to a simple linear summation of the elements with a threshold on the output set to fire only when all of the elements are active. Therefore, this point of investigation, in more general terms, is to determine how the efficiency of a threshold n-tuple varies as a function of its threshold.

2. Optimum constraints for n-tuple generation.

3. Efficiency of n-tuples versus the amount of registry testing used.
   Local area registry testing of a digital n-tuple increases the probability of a ONE response and so increases its ability to transmit information. On the other hand, further registry testing over a wider area causes information loss, to the extent that relative feature position may be important to recognition. The relative trade-offs of these considerations need to be investigated.

Most logical processes can in theory, be represented by parallel logic networks. However, as a practical matter, many useful recognition routines are impractical to implement with parallel logic because of the excessive number

of components required. Complex image processing techniques often can be implemented most economically by some form of sequential logic. Much of the initial work in pattern recognition used sequential logic.\textsuperscript{1,2} Routines were programmed for the general-purpose digital computer which smoothed edges, eliminated clutter, and traced contours to extract major geometric features from alphanumeric characters. Work at Cornell Aeronautical Laboratories\textsuperscript{3} in the isolation of silhouettes from gray-scale imagery is an example of sequential routines applied to gray-scale object recognition. Sequential routines, of course, are relatively slow. Parallel and sequential techniques may be combined as a compromise between speed and equipment complexity. For example, it may be desirable to obtain tentative identifications of objects using parallel logic, and subsequently to verify this identification with a more sophisticated sequential logic operation. Contour following is an important example of a sequential processing technique. There is little doubt that human eye motions follow contours in tracing paths through clutter.\textsuperscript{4} Contour following may be an efficient technique for final recognition after the number of candidate patterns has been reduced by high-speed parallel preprocessing.

**Translationally Invariant Feature Extraction Techniques**

Much attention in the pattern recognition art has been given to the role of two features of the image which are invariant to translation of the input. These are the Fourier energy spectrum and the autocorrelation function. These two are very closely related, the first being the Fourier transform of the latter. They are similar also in that they destroy the same information in eliminating the effects of translation. The following discussion is concerned with the Fourier energy spectrum only. It should be understood, however, that completely analogous statements can be made about the autocorrelation function because of the transform relationship existing between the two functions.

The Two-Dimensional Fourier Transforms

The expression

\[ R(\omega_x, \omega_y) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} r(x, y) e^{-j(\omega_x x + \omega_y y)} \, dx \, dy \tag{3-12} \]

retains all of the information of the input image. From the transform output \( R(\omega_x, \omega_y) \), one can, using the inverse transform, reconstruct the original image \( r(x, y) \) with no loss of information, including the exact position of the image with respect to the origin. The image data are contained in both the amplitude and the phase of the transform. To obtain an output which is not a function of input translation, something must be discarded. The information of image location with respect to the origin is contained exclusively in the phase data. Thus, when the Fourier energy spectrum \( R(\omega_x, \omega_y) = R^*(\omega_x, \omega_y) \) is obtained, the output is independent of input image translation. Unfortunately, more is lost than just total image translation. This single parameter might, for example, be specified by 12 bits: six bits in \( x \) and six in \( y \). However, in discarding the phase data, about half of the information in the transform is lost; in a picture involving 64 x 64 elements resolution, 3-bits each, this might involve as much as 12,000 bits. The power spectrum no longer specifies the image completely, and it is impossible to reconstruct the image from the power spectrum alone. In fact, more than one image might well have the same power spectrum. Figure 3-6 shows an example of two 1-dimensional functions which have the same power spectrum.

Figure 3-7 shows a one-dimensional Fourier spectrum plot for a tank in a cluttered background. Here the spectrum plot at each vertical position corresponds to the spectrum of a corresponding narrow horizontal strip taken across the picture at the same height. Sharp peaks can be observed by the fundamental frequency and harmonics of the periodic bogie suspension. Also, a single peak can be observed at the height of the upper tread, corresponding to the frequency of the tread links. Figure 3-8 shows two-dimensional Fourier energy spectra of a white rectangle on a black field, and a tank photograph. The spectrum of the rectangular aperture is very nearly ideal with the complete bilateral symmetry which is to be expected with a pure, real input function \( R(\omega) = R(-\omega) \). In the case of the tank, however, the spectrum lacks the expected symmetry, indicating that variable emulsion thickness of the input transparency has caused variable phase shift even with the negative immersed between optical flats in an oil having approximately the same index of refraction. The photographs shown in Figures 3-7 and 3-8 were produced in the Philco laboratories.
Figure 3-6 Two One-Dimensional Functions Having Identical Fourier Power Spectra
Figure 3-7 One-Dimensional Spectrum of Tank and Background Scene
Figure 3-8  Two-Dimensional Spectra Obtained with Mirror Spectrometer
in connection with another contract. Figures 3-9 and 3-10 show the optical set-ups used. Many more photographs would be required to determine whether or not Fourier spectra contain sufficient data for dependable recognition of various classes of objects.

The problem of large area texture identification appears to be well adapted to the use of Fourier power series techniques. Since no geometric relationships need be preserved in the application, the discarded phase information is of lesser importance.

If either the Fourier power spectrum or the autocorrelation function is to be useful to eliminate translation, the total frame size over which the spectrum is evaluated must be larger than the object to be recognized. If, for example, they were the same size, the object would be already centered and there would be no need for a translationally invariant processing technique. Unfortunately, as the frame size is expanded to include more than the target, clutter in the target background adds to and dilutes the target spectrum making recognition more difficult.

Textural features are recognized by applying linear discriminant functions to the components of the Fourier power spectrum. The output \( \phi_1 \) for the textural feature \( T_1 \), is the weighted summation of all the components of the power spectrum. The component weights can be derived from sample data in the same manner that the coefficients of any linear discriminant function. In Appendix C, it is demonstrated that this is completely equivalent to cross-correlating the input material, \( h(x, y) \) with each of two weighting functions \( w_1(x, y) \) and \( w_2(x, y) \), squaring the outputs, and integrating the difference over the frame.

\[
\phi_1 = 4 \pi^2 \int \int \left[ f_1^2 (x, y) - f_2^2 (x, y) \right] \text{dx dy} \tag{3-15}
\]

\[
f_1(x, y) = \int \int r(x - \xi, y - \eta) w_1(\xi, \eta) \text{d} \xi \text{d} \eta \tag{3-13}\]

\[
f_2(x, y) = \int \int r(x - \xi, y - \eta) w_2(\xi, \eta) \text{d} \xi \text{d} \eta \tag{3-14}\]
Figure 3-9  One-Dimensional Multichannel Spatial Spectrometer
To make a texture measurement in a small local area, it is only necessary to reduce the area of frame. The resulting output is no longer a rigorous equivalent of the weighted Fourier power spectrum measurement, however, the loss of rigor is no worse than that associated with any other method which measures Fourier spectrum over a small area.

The textural measurements, then, can be made either electronically or optically by the same basic techniques used for geometric feature extraction but with the addition of a squaring operation and an integration or summation over the frame.

3.4 The Role of Statistical Decision Theory

The intelligent application of techniques derived from statistical decision theory is basic to the solution of the imagery screening problem. Specific applications have been touched upon briefly in earlier portions of Section 3.

Statistical decision theory is applicable to the following type of problems.

- Unknown samples are drawn from a universe made up of several classes.
- A set of measurements are made of properties of each unknown sample. Based on these measurements, the sample is to be classified.
- For each class in the universe, the multivariate probability distribution of these property measurements is known, or can be estimated from a set of known samples.
- The "costs" of misclassifying a sample of a certain class into each of the other classes is known or estimated.
- The distribution of each class within the universe is known or estimated.

Under these circumstances, statistical decision theory can provide useful rules for classifying the unknown samples. The specific rules to be used will depend on the nature of the multivariate distributions of the property measurements and the completeness of the description of the universe. Techniques available fall into two general classes: parametric, in which the parameters* of the distributions are known or assumed; and nonparametric, in which

* e.g., the moments of the distributions
no assumption is made about the distributions. The principal techniques are described in Section 6 of this report. The usefulness of any given technique will depend on the specific application.

In the processing of gray-scale imagery for target detection, statistical techniques may be applied in a number of ways. Each element of the retinal field of gray-scale or two-level edge detected values constitutes a random variable. If complete statistics were known describing the multivariate distribution of the retinal element values for each target class and for all non-target images, then, at least theoretically if not practically, target detection could be performed optimally by a single layer of logic operating on the retinal data. The linear "matched filter" or template matching logic described earlier is an extremely simple single-layer logic, based on very restrictive assumptions about the distribution of the retinal element data.

In multilayer systems, the output of the feature detector constitutes a set of random variables. Because of the practical problems of implementation, useful features will be those that present the information necessary for classification in terms of much simpler statistical distributions. In Section 7 of this report, an experimental program is described for investigating the application of statistical techniques operating first on the retinal layer to extract features, and then on the feature detector outputs to make the final classification.
SECTION 4

SYSTEM IMPLEMENTATION TECHNIQUES

4.1 General

There are two general approaches to the implementation of an image screening system. The first, based principally on optical techniques, provides parallel access to a large area of the input imagery for cross-correlation in all positions of registry with one weighting function or template at a time. The second approach, making use of image scanning and delay line or shift register cross-correlators, uses sequential access to positions on the retina, but provides for simultaneous cross-correlation of many templates.

The investigation and comparison of the sequential versus the parallel approach is still in progress. The comparison must necessarily be a detailed one since the investigation must consider the design details and the hardware implementation involved. The present material, therefore, reports the current status of a continuing program and is in no sense a final evaluation.

4.2 Parallel-Access Sequential-Masking

Introduction

Two principal techniques -- the lensless correlograph and coherent optical spatial filtering -- provide for simultaneous correlation of a single template or filter function in every position of registration with the input image. Both have been described in detail in the literature* as single-layer, linear template-matching devices. Their effectiveness in multilayered systems is presently limited by the available sensors.

The Lensless Correlograph

The basic operation of the lensless correlograph (Figure 4-1 a and b) can be understood in terms of a generalized pinhole camera, with the pinhole replaced by a shaped, weighted aperture. The weights are achieved by controlling the transparency at each point of the aperture in accordance with weighting function. The aperture may be a continuous function but the operation of the correlograph may be best understood in terms of

* See bibliography in First Quarterly Report.
Figure 4-1(a) The Lensless Correlograph

\[ f(\xi, \eta) = b(\xi - 2u, \eta - 2v)w(u, v) = b(x, y)w(\frac{\xi - x}{2}, \frac{\eta - y}{2}) \]
\[ f(\xi,\eta) = \iint b(\xi-2u,\eta-2v)w(u,v)\,du\,dv \]

Figure 4-1(b) Lensless Correllograph - Shaped Aperture
discrete cells, or picture elements. For a single cell, the operation is identical to that of a pinhole camera. Each point of the input photograph, \( b(x, y) \) in the object plane is imaged at a point, \( (\xi, \eta) \) on the image plane that is complementary to it with respect to the aperture cell at \( (u, v) \). For a correlograph with unity magnification, as in Figure 4-1a, the elementary output \( f_e (\xi, \eta) \) on the image plane is defined as

\[
f_e (\xi, \eta) = b(x, y) w \left( \frac{\xi - x}{2}, \frac{\eta - y}{2} \right)
\]

or

\[
f_e (\xi, \eta) = b(\xi - 2u, \eta - 2v) w(u, v)
\]

where

\[w(u, v)\] is the weighting value at point \( (u, v) \).

For the case of a shaped weighted aperture, as in Figure 4-1(b), the output is the integral over the aperture of \( f_e (\xi, \eta) \):

\[
f(\xi, \eta) = \iint_{\text{Aperture}} b(\xi - 2u, \eta - 2v) w(u, v) \, du \, dv
\]

or

\[
f(\xi, \eta) = \iint_{\text{projection of aperture on } x, y} b(x, y) w \left( \frac{\xi - x}{2}, \frac{\eta - y}{2} \right) \, dx \, dy
\]

The resulting output is a cross-correlation of the aperture with the input photograph in every position of registry.
In this implementation, \( w(u, v) \) is a positive real function, and the output \( f(\xi, \eta) \) is also positive real. It is impossible to implement directly negative lobes on the weighting function. "No correlation" corresponds to a positive dc value rather than to zero.

The lensless correlograph produces a bright correlation peak in light intensity at diagonally opposite points in the image plane. This peak corresponds to the location of a feature in the object plane for which a correlation filter is placed in the aperture plane. In order to detect specific single objects or features, a thresholding operation must be performed at each point in the output image. Object counting corresponds to integrating the thresholded output over a frame.

The practical advantages of the lensless correlograph include its relative simplicity and its ability to test for features independent of position of those features in the image field, all in one parallel operation. Disadvantages include the inability to perform non-linear transformations (e.g., gradient magnitude) in a direct way, difficulty in obtaining adequate light levels in the output, difficulty in obtaining fast, efficient, stable, and uniform parallel thresholding logic sensors to use in the output stage, and inability to incorporate negative weights in the aperture.

### Coherent Optical Spatial Filtering

The coherent optical spatial filtering technique provides spatial filtering directly in the spatial frequency domain. When a collimated beam of monochromatic light is passed through a transparency and a high quality lens, under ideal conditions, the distribution of light in the focal plane of the lens corresponds to the Fourier spatial frequency transform of the transparency. As the parallel rays of light pass through the transparency, they are diffracted or bent at each point in proportion to the spatial frequency content at that point. In the focal plane, all the unbent (dc component) rays converge to a point on the optical axis. All the rays bent by a given angle, corresponding to a given spatial frequency, also emerge in parallel from the transparency and are converged by the lens to a single off-axis point in the focal plane, with the distance from the optical axis to the point proportional to the magnitude of the corresponding spatial frequency (see Figure 4-2). This property can be used for measurement of the textural parameters of the imagery by sensing various components of the power spectrum.

When a second lens is added to the system, the input transparency is imaged on the "film" plane. The Fourier spectrum in the focal plane is
Figure 4-2 Generation of Fourier Spectrum in Focal Plane

Diffraction due to component of spatial characteristic length \( x \)
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Parallel rays of monochromatic light (wavelength \( \lambda \))

NOTE: Generation of Fourier spectrum in focal plane in direction \( x \) is given by \( \frac{B}{x_f} \).
inversely transformed into a reproduction of the input image. However, when a spatial filter in the form of a transparency is placed in the focal plane, the image reproduced is the filtered version of the input image (see Figure 4-3). That is,

\[ f(x, y) = \mathcal{F}^{-1} \left[ B(\omega_x, \omega_y) \cdot G(\omega_x, \omega_y) \right] = b(x, y) * g(x, y), \quad (4-5) \]

where \( f(x, y) \) is the output image, \( b(x, y) \) the input image and \( B(\omega_x, \omega_y) \) its transform, \( G(\omega_x, \omega_y) \) the spatial filter function and \( g(x, y) \) its inverse transform. The resulting function \( f(x, y) \) could also have been derived with a lensless correlograph or electronically, using scanning and a delay line cross-correlator.

The coherent light optical spatial filter technique appears to have the same basic advantages and disadvantages as the lensless correlograph listed in the previous paragraph, except that it can incorporate negative weights in the aperture. Other practical problems arise in obtaining an adequate coherent light source and a good optical system. The implementation of a desired filter function may be difficult also, since the filter must vary in both transmission (amplitude) and thickness (phase). Phase variations can be obtained by varying the thickness of the filter, but such filters are difficult to make.

The output of a lensless correlograph, or coherent optical spatial filtering system, is a two-dimensional filtered image of the input transparency. The principal advantage of optical filtering is that all the filtered data is available simultaneously. The parallel sensor must be capable of thresholding the signal on a point-by-point basis over the image. Solid state light amplifiers offer promise as sensors for the application. The use of film is another possibility, although the processing involved is a distinct drawback.

**Solid State Optical Decision Panels**

The basic components of the solid state optical decision panels (see Figure 4-4) are a sandwich of transparent conductor, photoconductive layer, non-linear resistance layer, electroluminescent layer, and a second transparent conductor.

The photoconductive (PC) layer is a semiconductor whose conductance (1/R) is approximately proportional to the intensity of light impinging
Figure 4-3  Coherent Light Optical Spatial Filtering System for Unity Magnification
Figure 4-4 Schematic Diagram of Solid State Optical Decision Panel
upon its surface. Resistance changes over a range of 4000 to 1 are not uncommon with cadmium sulfide and cadmium selenide, both of which are commonly used in photoconductive panels. The non-linear resistance is silicon carbide, commonly used for making varistors. The electroluminescent layer, (EL), emits light when an ac potential is applied on the layer. The light output is a function of the amplitude and shape of the applied voltage waveform. The output depends on the material used, but the general form of the output has been observed to be

\[ B = A(\omega) \exp( b \sqrt{V} ) \text{ ft-lamberts}, \]  

(4-6)

where \( A(\omega) \) is a characteristic constant for a particular ac frequency \( \omega \), \( b \) is a constant, the value depending upon the material, and \( V \) is the amplitude of the ac voltage across the EL layer.

The sandwich functions as a highly non-linear light amplifier, and can be used as a thresholding array. An ac voltage is applied across the sandwich, between the two transparent conductive layers. When no light hits the panel, the resistance of the photoconductor is high and little current flows. As a result, the varistor-type layer is of high resistance, thus further lowering the current. The voltage across the EL layer is very low, and no light is radiated.

When light strikes a point on the panel, it lowers the photoconductor resistance, resulting in increased current. This decreases the varistor-layer resistance, and the voltage across the EL layer increases sharply. This in turn results in emission of light at all points where the light input exceeds a particular threshold value. If the impinging light was a high-pass filtered image of a target, the light output would be a detail detected reproduction of the target.

The speed of a solid-state decision panel is determined by the light flux density striking the EL layer. The average illuminance (flux density) in the image plane of a lensless correlograph, where the panel might serve as a sensor, is given by Equation 4-7, which is derived in Appendix D.

\[ \bar{E} = \frac{m}{n} \frac{B}{64\pi} \left( \frac{a_o}{a_o + a_i} \right)^2 \text{lumens square foot} \]  

(4-7)
where \( m \) is the number of elements in the aperture,

\( n \) is the total number of picture elements in the input

\( B \) is the peak value (white) of luminous emittance in the input

in lumens/square foot, and

\( a_o \) and \( a_i \) are the linear dimensions of a picture element in the

object and image plane respectively given in any constant

units. The values of \( a_o \) and \( a_i \) are determined by the input

photograph resolution and output sensor resolution, respec-

tively.

Possible data rates based on the correlograph in combination with the

EL-Varistor-PC panel can be computed assuming some typical values for the

parameters. Using a 10-element aperture with a tungsten wire source at

3200°K, over a portion of the input image 1000 elements square having 2-mil

resolution and a sensor with 10-mil elements, we obtain

\[
\begin{align*}
\text{m} &= 10 \\
\text{n} &= 10^6 \\
a_o &= 2 \text{ mils} \\
a_i &= 10 \text{ mils} \\
B &= 10^6 \text{lumens/ft}^2 \\
E &= \frac{10 \cdot 10^6}{10^6 \cdot 64 \pi} \left[ \frac{2}{10 + 2} \right]^2 \\
\bar{E} &= 1.4 (10^{-3}) \text{lumens/ft}^2.
\end{align*}
\]

The decision time (rise plus decay) for one aperture under the fore-

going conditions is approximately 0.1 second. By using a larger aperture,

times on the order of 0.02 second are expected. These figures are based on

characteristics of an EL-PC sandwich designed for linear operation, i.e.,

without a silicon carbide layer.
The basic idea of a solid-state, optical decision panel is very attractive because of the possibilities it offers for high-speed, parallel data processing.

The principal limitations of state-of-the-art solid state light amplifier panels are:

1. Light outputs are too low to be useful as input to succeeding layers of optical logic (~ 10 ft-lamberts).
2. Stable PC layers with uniform photoconductivity over the entire retinal space are very difficult to obtain.
3. Resolution is limited by the EL layer to about 0.01 inch per element which is over ten times as large as a film resolution element.
4. Decisions cannot be stored directly for later processing in conjunction with other data.

Film Techniques

High-resolution, rapid-process film may be used to record the output data and to preserve the information after development for additional parallel processing. Currently available films have optical resolutions of better than 1000 lines/mm, a figure which is more than required for recognition by current methods. The exposure time for each element under the same conditions as for the EL panel would be approximately 2 seconds. Processing speed is 5-10 seconds; however, as many frames as necessary may be processed simultaneously, so that the exposure time, rather than film processing time, is the limiting factor.

Film has the following advantages:

1. Ease of procurement and reliability
2. Permanent storage of information
3. Non-linearities can be realized in the film, i.e., the film can perform thresholding.
The disadvantages are:

1. Additional development of hardware is necessary to enhance film operation.

2. Operating conditions must be carefully controlled (temperature, humidity, etc.).

**Sequential Detection After Optical Filtering**

The signal at the output of the optical systems can be detected sequentially using one of the scanning devices described in the next section; however, this technique does not take advantage of the parallel access property of optically filtered images. In addition to its utility for feature detection, as described in the foregoing subsections, optical filtering of an entire image may be useful for simple preprocessing operations preliminary to sequential electronic scanning, e.g., where a high-pass spatial frequency filter is applied optically to the input image for edge enhancement.

**4.3 Sequential-Access, Multiple Parallel-Masking Techniques**

**Scanning Techniques**

Electronic scanning techniques are of course not limited to the conventional TV scan. For target recognition systems the raster generating waveforms can be adapted to the specific needs of the logic. For applications where it is desired to cross-correlate a particular weighting function in all positions of registry, the optimum raster waveform is a sawtooth ribbon scan, with height greater than, or equal to, the template height (see Figure 4-5). The time-varying waveform output from a ribbon scan n elements wide is related to the retinal elements by the equation

\[
v(t - i \Delta t) = r \left[ x - (i \mod n) \Delta x, y - \frac{(i - i \mod n)}{n} \Delta y \right] i = 0, 1, \ldots ,
\]

(4-9)

where \( t \) is a time reference corresponding to point \((x, y)\) on the retina, and \( \Delta t \) is the temporal Nyquist interval corresponding to the spatial interval, \( \Delta x \) \(( \Delta y)\). A similar equation can be written for a continuously varying signal, \( v(T + t) \), in terms of \( r(X + x, Y + y) \), but is more complex since it involves continuous variation along \( x \), but discrete steps \( \Delta y \) along \( y \) corresponding to the interval between scanning lines.
Figure 4-5 Relationship Between Retinal Elements and Ribbon Scan Video Output Elements
The delay line cross-correlator serves as dynamic storage for the input video, \( v(t) \). The output at any tap, \( v_k(t) \), is identical to the input video with a fixed time delay, \( v_k(t) = v(t - k\Delta t) \). Taps are spaced at points equivalent in delay to the Nyquist interval, \( \Delta t \). Therefore the output at each tap at time \( t \) corresponds to a specific point of the image:

\[
v_k(t) = v(t - k\Delta t) = r \left[ x - (k \mod n) \Delta x, y - \frac{(k - k \mod n)}{n} \Delta y \right]. \tag{4-10}
\]

The cross-correlation with a weighting function is performed by setting the gain at each tap to the desired value \( w_k = w(-k\Delta t) \), and summing

\[
f(t) = \sum_k w_k v_k(t) \tag{4-11}
\]

\[
= \sum_k w(k\Delta t) r(t - k\Delta t) \tag{4-12}
\]

\[
= \sum_k w \left[ (k \mod n) \Delta x, \frac{(k - k \mod n)}{n} \Delta y \right], r \left[ x - (k \mod n) \Delta x, y - \frac{(k - k \mod n)}{n} \Delta y \right]. \tag{4-13}
\]

Let

\[
i = k \mod n \tag{4-14}
\]

\[
j = \frac{(k - k \mod n)}{n} \tag{4-15}
\]

\[
\therefore f(t) = f(x, y) = \sum_i \sum_j r \left[ x - i\Delta x, y - j\Delta y \right] \cdot w(i\Delta x, j\Delta y). \tag{4-16}
\]

Various delay line cross-correlator devices have been developed for radar and other signal processing applications and may be applicable to the target recognition problem. Two particular types of devices have special merit. A detailed discussion of optically-tapped acoustic delay line cross-correlators is given further on in this section. These have the merit of being able to handle large numbers of weighting functions in parallel, with no loading problems. Also, weighting functions can be changed readily by changing photographic film mosaic weighting masks. For cases where the
retinal element data is preprocessed into a binary function such as the edge or no edge function previously described, shift register cross-correlators may be used effectively. The principal merit of the shift register cross-correlator is its high state of development for such applications, e.g., the Philco-Post Office Mail Sorter, plus its ability to stop on command and hold an entire array of input data in storage. This latter property is particularly useful in laboratory research studies where the precise nature of the input signal at time of recognition often must be determined.

Summary of Evaluation of Scanning Devices

The material which follows summarizes the conclusions of a survey on methods of scanning photographic data. The survey was conducted to determine the feasibility of scanning aerial photographs having 5000 TV line resolution across a 9-inch field. The video bandwidths involved are commensurate with 9 by 9-inch frames at frame rates on the order of a few seconds. The details of the survey are presented in Appendix E.

Table 4-1, "Comparison of Scanning Devices," lists the candidate scanning devices and evaluation of each in terms of the characteristics considered to be significant in the present application. The devices are commented upon in detail in the paragraphs which follow.

The 5000-element requirement means that six image orthicons would have to be used in parallel, or provisions made for mechanically repositioning the film or scanner in order to cover the full frame. Either case would be undesirable, the first because of image orthicon cost, and the second because of the mechanical problems involved.

The vidicon has about the same resolution as the image orthicon; however, vidicons are relatively inexpensive, so the duplication would not be so costly. The vidicon is slow; 0.1 second or more is required between successive scans, and the viewed object must remain essentially motionless during this time. In addition, there is no possibility of overlap scanning in a single vidicon.

The non-storage property of a flying spot scanner permits it to scan a moving frame. In addition, scanning pattern flexibility and high resolution are available, and may be utilized to advantage in imagery scanning. If, for example, a rotating phosphor scanning tube is used, it is possible to scan horizontally for 5000 elements without the need for duplication of scanning equipment. The element rate of a flying spot scanner is limited by the phosphor decay time; however, fast decay phosphors such as P-16 allow data rates as high as $32 \times 10^6$ elements per second.
TABLE 4-1
COMPARISON OF SCANNING DEVICES

<table>
<thead>
<tr>
<th></th>
<th>Image Orthicon</th>
<th>Vidicon</th>
<th>Flying Spot Scanner</th>
<th>Image Dissector</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolution TV lines in screen diameter*</td>
<td>900 TV lines (2%) present</td>
<td>1200 TV lines (2% response)</td>
<td>9000 TV lines (5% response)</td>
<td>3000 TV lines (25% response)</td>
</tr>
<tr>
<td>Speed Capability elements/sec</td>
<td>50 x 10^6 (est)</td>
<td>15 x 10^6</td>
<td>32 x 10^6</td>
<td>10 x 10^6</td>
</tr>
<tr>
<td>frames/sec</td>
<td>50 (est)</td>
<td>10</td>
<td>high</td>
<td>50 (est)</td>
</tr>
<tr>
<td>Signal-to-Noise Ratio</td>
<td>39 db (4.5 megacycles)</td>
<td>40 db (5 megacycles)</td>
<td>40 db (16 megacycles)</td>
<td>60 db (5 megacycles)</td>
</tr>
<tr>
<td>Scan Pattern Flexibility</td>
<td>Inflexible due to storage</td>
<td>Inflexible due to storage</td>
<td>Flexible</td>
<td>Flexible</td>
</tr>
<tr>
<td>Cost</td>
<td>Medium</td>
<td>Low</td>
<td>Medium</td>
<td>Medium</td>
</tr>
</tbody>
</table>

*NOTE: Resolutions are quoted at the specific percentage responses for which data was available. Percentage response refers to the ratio of peak-to-peak light output on a test chart at the stated resolution to that at resolutions approaching zero.
A high-brightness, high-resolution flying spot scanner could make use of mechanical scanning in the vertical direction. Film could pass through the scanning plane at a constant rate while being scanned horizontally with a ribbon scan. It appears practicable to think in terms of a rate of motion such that 50 percent overlap is obtained using a 60-element high ribbon scan.

The primary difficulty with flying spot scanners is that of obtaining a trace bright enough to provide a good signal-to-noise-ratio from the photomultiplier. The rotating phosphor tube answers this need, but at considerable expense. In addition, these devices are designed for single line scanning and may not retain high resolution when wide ribbon scan is used.

The image dissector is capable of up to 3000 lines resolution. However, it cannot provide high resolution, high data rate, and good signal-to-noise ratio simultaneously. For the proposed application, satisfactory resolution and data rate result in an extremely poor calculated signal-to-noise-ratio of 2 to 1. To improve this, it would be necessary to increase picture element size in proportion to the signal-to-noise ratio increase required. A flying spot scanner is the best available type of electronic scanning device. The other three devices are undesirable for the following reasons:

- Vidicon -- lag time, resolution, and storage property
- Image Orthicon -- resolution and storage property
- Image Dissection -- signal-to-noise-ratio and data rate

The remaining question is whether or not a conventional flying spot scanner may be constructed utilizing available high resolution cathode ray tubes, or whether specialized equipment must be developed (perhaps utilizing the rotating phosphor tube). The results of Appendix F indicate that, through careful design, a conventional flying spot scanner may be constructed that provides adequate signal-to-noise-ratio for Laplacian and gradient detection. Therefore, a carefully designed conventional flying spot scanner is recommended for electronic scanning.

Cross-Correlation With Sequential Accessing

A recognition system which scans the input image and inserts it sequentially bit by bit into a dynamic storage device and correlates the contents against a set of reference patterns, has the advantage of effectively testing the correlation between the input data and the templates in all possible translational registrations.
The storage element can be a shift register, delay line, or device which converts the serial data into a parallel accessed array; the required capacity is 1000 bits, at a data rate of 10 megabits per second. To perform the correlation the storage element must be connected to a semipermanent memory containing reference templates.

Shift registers are available in solid state, thin film, and ferrite core configurations. Core register shift rates are less than a megacycle and therefore, inadequate for this application. The thin film shift register has higher speed and high density. Available units shift at a 2 megacycle rate and have capacities of 256 bits. Future development of this device may increase the data rate sufficiently to qualify it for this application. Solid state registers can be obtained with shift rates up to 20 megacycles and capacities up to 300 bits. These registers are relatively expensive and the problem in increasing the capacity to 1000 bits are apparently great enough that some suppliers have refused to attempt more than a 300-bit size. A 1000-bit, 10-mc register would need to be developed and would cost at least $20 to $50K.

A Golay lumped-constant delay line has been built with a 2 megacycle bandwidth, and 200 taps. The attenuation of the line was about 35 db but indications are that this could be reduced. A 1000-tap line with 10 megacycles bandwidth would be a considerable advance in the state of the art; the parts alone will cost in the $10 to $20 K range. Magnetostrictive delay lines are unattractive because of the high attenuation (3 db) per tap and the mechanical and electrical problems connected with multiple read-out. Glass delay lines using optical read-out are available with 3 to 5 megacycle video bandwidths and in delays of up to 200 μsec as a practical limit per unit. The attenuation over the length of a 100 μsec line is only 3 db, (the principal losses being in the input transducer). To the cost of the delay line itself, of course, must be added the cost of auxiliary optical and electronic equipment for driving and reading out.

The library of stored patterns against which the input data is to be correlated must be parallel accessible. Photographic film offers high density, analog or digital data storage, low cost, is easily changed, and is read-out with light. Resistive matrices have been used in recognition apparatus, but they are rather expensive and tedious to construct; a rough estimate of cost would be $5 to $10K. Diode matrices fall into a similar category except that the storage is restricted to binary information. Capacitor card, metal card magnetic, and ferromagnetic semipermanent stores have been described in the literature. They are still principally developmental and therefore not readily available.
Because the photoelastic glass delay is capable of high data rates, high storage capacity, and parallel read-out at reasonable cost, it appears to be a most attractive candidate for serious implementation study. Current state-of-the-art affords data rates up to 10 megabits per second and a total storage of 1000 bits for a 100 μsec line. The fused silica line is approximately 15 inches in length and should cost from $1,000 to $2,000. This does not, of course, include the necessary optics and driving electronics.

Previous application of the photoelastic delay line has been for the purpose of obtaining a delay device which can be readily tapped either singly or multiply at any desired position on the line. The use of the device described here is different; the operation expected is similar to that of a large capacity shift register with all bit positions available simultaneously for parallel output. This type of operation will require experimental work to ascertain its practicability and to assess the magnitude of the problems involved.

The fact that the glass delay line seems to afford the best solution to the requirement for a multiply tapped, large-capacity storage device, coupled with the fact that photographic film is the most flexible and economical medium for the semipermanent template store, leads quite clearly to the highly compatible combination of the two as a preferred implementation. The electrical interconnection of 200,000 points in the template store and shift register is replaced with an optical interconnection; the glass delay line not only provides the shifting and data storing function, but provides the light source directly for interrogation of the photographic memory bank.

Figure 4-6 shows a typical arrangement for optically tapping a glass acoustic delay line. A ceramic transducer bonded to one end face of the glass slab propagates an acoustic wave through the length of the bar. An absorber is bonded to the other end to prevent reflection of the wave after it has traversed the length of the bar. An acoustic signal is propagated as a mechanical stress; therefore, the wave traveling down the glass is a moving stress pattern. Glass, and certain other materials, possess the property of becoming optically birefringent when subjected to mechanical stress; that is, the glass exhibits different indices of refraction for light polarized parallel to or perpendicular to the direction of stress. This produces a change in phase relationship between two mutually perpendicular polarization components of light projected through the glass.

Referring to Figure 4-6, a light source and lens produce a collimated beam of light, which is projected through the glass bar in a direction perpendicular to the propagated sonic wave. A viewing slit is placed on the far side
Basic Elements for Optically Tapped Delay Line (Single Bit Readout)
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Figure 4-6   Optically Tapped Delay Line
to mask out all the light except a narrow aperture which is adjusted in width to be a fraction of a wavelength of the RF carrier in the glass medium. A polarizer is inserted at the input face of the line and an analyzer is placed at the output face with its orientation adjusted to completely cut off the transmitted light. With the crossed polaroids, no light will be seen by a photomultiplier which views the slit as long as no stress is introduced into the glass bar. Acoustic stress waves traveling down the line, however, will effectively rotate the polarization of the light as it passes through the bar and produce a light output. The transfer characteristic is indicated in Figure 4-6.

In order to obtain a true reproduction of the sonic wave in the glass bar, a quarter wave bias plate is introduced to shift the operating point to the center of the characteristic as indicated in the second transfer curve in Figure 4-6. Best linearity and sensitivity are also obtained at this point. The delay can be easily adjusted to any value desired by moving the bar with respect to the rest of the optical components and thus changing the point at which read-out occurs.

A diagram of the general optical correlator system is shown in Figure 4-7. It is assumed that a scanner and preprocessor generate a continuous ribbon of input data from the scanned photograph and that the input to the correlator is an array of bits describing each picture element by means of a ONE or a ZERO (it could as easily be analog, however).

The input data is used to modulate a carrier which is propagated as an acoustical stress wave down the glass delay line by means of the ceramic or quartz transducer cemented to the end. A collimated polarized light source of sufficient size to illuminate the entire length of the bar projects light through the glass at right angles to the direction of wave travel. When viewed through an analyzer and a slit at each bit location, the entire contents of the delay line appear as a moving array of modulated light patterns. An optical system can project this data array onto a bank of photographic mask sets. A better method, which eliminates the optics, is shown in Figure 4-7 and places the photographic mask sets directly after the analyzer and slit array on the output face of the delay lines.

The modulated light coming from each bit position in the input data array is transmitted through the photographic masks for all recognition classes; only two classes are shown in Figure 4-7 for simplicity. Each class mask is divided into a specific area for indicating positive weighting for any
Figure 4-7 Optical Correlator With Two Sensor Summation
bit location and an area for negative weighting. The magnitude of the weight to be applied is determined by the degree of exposure of that particular bit location on the mask during the preparation of the mask. The correlation of each bit in the input data array with the stored reference pattern on the mask is therefore simply the amount of light transmitted through the mask. The sign, positive or negative, is indicated by the location of the weight in either of the two specified mask areas; if the weight is positive, the negative weight space is black, and the positive weight space is clear and vice versa when the weight is negative. Correlation of the input pattern with the stored pattern is taken as the algebraic summation of all the positive and negative bit correlation quantities. Two photosensors, with their necessary optics, are arranged to view the positive weight areas and the negative weight areas respectively, for each class, over the entire length of the delay line. This is shown schematically in Figure 4-7 as a cylindrical lens system designed to reduce the length of the viewed area to a dimension compatible with the photocathode size in the viewing photosensor. It is anticipated that a fiber optic assembly may be superior to a lens for collecting the total transmitted light and performing the appropriate change in geometry. This is discussed in Appendix G. The photosensor outputs for each class are then subtracted electrically and a threshold applied for making an output decision.

The advantages of a system of the type under discussion here lies in the possibility of simultaneously correlating a large section of the serially presented input data with a very large number of reference patterns. The number of such classes is limited only by the practical problems of registry, class separation, and physical location of the required photosensors. Obtainable data rates also appear adequate for the desired recognition rates.

It is highly desirable from the standpoint of threshold stabilities to be able to sum the positive and negative mask correlations algebraically without the difficulties usually experienced in subtraction circuitry balance and symmetry. Several methods have been proposed and examined for avoiding the drift and device matching problems attendant to photocell bridge and electrical differencing circuits. At least two of these appear sufficiently practical to warrant serious attention; they are a carrier commutated light subtraction technique and an interdigitated grating light commutation arrangement. These methods are described in detail in the following paragraphs.

Figure 4-8, "Single Sensor Optical Correlator Using Carrier Commutation," shows a system which is different in only two respects from the original two-sensor arrangement. First, only one photosensor, viewing both the positive and negative mask areas, is used. Second the analyzer has been replaced with a composite which equips all positive weight areas with a
Figure 4-8  Single Sensor Optical Correlator Using Carrier Commutation
polaroid analyzer at the same orientation as the original, and equips all negative weight areas with an analyzer oriented at right angles to that of the original.

To explain the effect of these changes, consider the basic single slit read-out arrangement described earlier. The effect of the stress variations traveling past the read-out slit was to perturb the vector, representing the light polarization about the 45° bias point. When viewed with the analyzer, this gives the 0° transfer characteristic shown in Figure 4-8a. If the analyzer in this original arrangement is rotated through 90°, the transfer characteristic becomes that shown for 90° in Figure 4-8a. The light intensity variation at the carrier frequency as seen by the photomultiplier is now of reversed polarity for the 90° analyzer position compared to the original 0° position.

Another way of looking at it is illustrated in Figure 4-8b. Assume the mean position of the output light polarization to be at 45°. Two analyzers illuminated by this light and arranged at 0° and 90° will analyze the incident light into its 0° and 90° components. Movement of this input light vector caused by the stress wave in the glass causes the variation in light transmitted by the two analyzers to be of opposite phase, i.e., when the light through the 0° analyzer is instantaneously increasing, the light through the 90° analyzer is decreasing. A photosensor which views the light variations transmitted by both analyzers observes the difference. The polarity and magnitude of the photosensor signal can therefore be determined by introducing a mask between the two analyzers and the sensor in order to alter the relative transmission of the light paths. Only one sign of weighting is used at any one-bit location; the other sign has an opaque mask. A full positive or negative weight would use a mask which was transparent in one analyzer area and opaque in the other. The light shown coming through both masks in Figure 4-8b actually refers to the summation of light from all the masks of each sign.

The carrier-commutated system requires good registration of the viewing slits with respect to the carrier wave in the delay line, in order that the light from all slits will add in phase for each direction of polarization. Since an array of 1000 such slits occupying 15 inches is contemplated, a high degree of accuracy is required. The higher the carrier frequency, the greater the required slit location accuracy. It may be necessary to provide the system shown in Figure 4-9 with an automatic frequency control loop to maintain the carrier in registry with the slit array.
Figure 4-8(a) Transfer Curve for Split Analyzer

Figure 4-8(b) Another Way to Look at Carrier Commutation Subtraction
Figure 4-9  Single Sensor Optical Correlator Using Interdigitated Commutation
A simpler method appears feasible for providing single sensor algebraic summation of the positive and negative correlations. It is based on the use of a mechanism for alternately presenting the positive and negative mask correlation quantities to the photosensor; an illustration of this is shown in Figure 4-9. The glass delay line is uniformly illuminated by a collimated polarized light source, as before, and the data are again used to modulate a carrier which drives the transducer. The quarter-wave bias plate is omitted, however, to place the operating point at minimum transmission. A burst of carrier, therefore, causes a full-wave rectified light output (see Figure 4-10) when viewed through the analyzer.

In order to produce alternate presentation of the positive and negatively weighted light quantities to the photosensor, a moving grating is interleaved with the input data. Each data bit is reduced to half its former duration and a ZERO (no light) is inserted between each bit. The signal driving the line is shown in Figure 4-11.

Every other bit location in the input signal is made a ZERO to form the grating; the remaining bits represent the data by inserting an RF burst for a ONE and no RF for a ZERO.

The mask format contains two possible positions for weighting at each bit location. The bit location is divided in half. For positive weighting, the first half is used; for negative weighting, the second half is used. In other words, the mask for each class weights each bit either positively or negatively by blacking out one of the two halves at each bit location and inserting the weight value in the other half by shading.

The effect of the moving grating and the stationary mask format is to first transmit to the photosensor the input data multiplied by all the positive mask weights, and then by all the negative weights.

The alternating component of the photosensor output is then phase detected with the signal used to form the grating in order to determine the sign and magnitude of the total algebraic summation for each class.

Interdigitated grating operation is much simpler than carrier commutation. No slit array is required, which avoids fabrication and registry problems, and binary light operation is used which permits some improvement in bit resolution (see Appendix G). This is obtained at the expense of using only half the bit capacity of the delay line for holding the data. If it is assumed that the same data input is used for this arrangement as for carrier
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Figure 4-11 Modulation Input to Delay Line
commutation, the effective bit rate necessary in the delay line for the same data rate becomes exactly doubled. If the data input contained all ONES, for example, the delay line contents would be a train of alternating light and dark stripes at twice the bit rate. This approach is attractive for high frequency transducer operation. For a 10-megabit data rate, a carrier frequency of 40 mcs and a transducer bandwidth of 20 mcs would be adequate. Since slit read-out is not used, there is no problem of phase variation at high carrier frequencies because of slit misalignment, as there may be with a carrier commutated system.
SECTION 5

CONCEPTUAL DESIGN
OF AN OBJECT RECOGNITION SYSTEM

5.1 General

Figure 5-1 presents a conceptual block diagram of a system tentatively proposed for the image screening application. Designing and evaluating such a system provides a test of the validity of the concepts deriving from the study. The fundamental building blocks of the system to be considered here are the following:

- a high definition flying spot scanner with digitally controlled film transport and sweeps
- electronic preprocessing and recognition circuitry
- digital logic to combine outputs of recognition sub-units, code the outputs properly, and command the scanner
- a means for recording coordinates of detected objects
- an off-line display for convenience of the photo-interpreter
- a control console

The discussion which follows treats each of these items in some detail.

5.2 Flying Spot Scanner

Since high-quality aerial photography may involve as many as 5000 separate resolution elements across a 9-inch dimension, a high resolution sensor is required. A summary of the choice of scanning sensors available and the many considerations involved in the choice of a sensor is presented in Appendix E. At present, the best sensor choice appears to be a twin flying-spot scanner as shown in Figure 5-2 working with the semitransparent film negative. The use of a twin scanner is necessary because flying spot scanners with overall resolutions of 5000 television lines or better lie near the frontier of the art. When 5000 lines are obtained they are achieved at the cost of low beam current, thin phosphor, and low brightness output.

In the proposed twin scanner, each section has an overall resolution in excess of 3000 lines, in order to achieve a total resolution of 5000 lines or better. By working directly with negatives or positive transparencies, the
Figure 5-1  Conceptual Block Diagram of Image Screening System
Figure 5-2  Scanner and Film Transport
system obtains light collection efficiencies as high as 100:1 greater than could be obtained with opaque prints. Appendix F shows that by using P-16 phosphor in the CRT, a video bandwidth of five megabits should be possible with a signal-to-noise ratio of 40 db. This data rate corresponds to one picture element every 0.1 µsec, or an entire 9 by 9-inch frame every 2.5 seconds, if every picture element is scanned once.

The film transport can be a digitally controlled servo system to advance the film, and start, stop and reverse at command from the recognition logic. A compensating vertical deflection signal can be obtained from this servo and used on the scanner to compensate for instantaneous positioning errors. The film can either advance continuously or be stopped occasionally for repeated inspection of suspect areas at different scale factors.

The scanner sweeps are periodic, but of variable size and pitch determined by digital command from the control console and recognition logic. Figure 5-3 shows the general form of the scan, which is a sawtooth ribbon progressing across the width of the 9-inch film. Normally, the ribbon proceeds uninterruptedly across the film, crossing over first one CRT and then the other with sufficient overlap in the fields of the two CRT's to ensure recognizing objects which lie in the region of overlap.

The normal size of the scanning ribbon is determined by the maximum dimension of the objects to be recognized as individual entities in the scaled photograph. For example, if the device is programmed to locate armored vehicles, the ribbon will have a vertical dimension twice that of the largest tank diagonal expected in the photograph.

The output of the scanner is 5 mc gray-scale video. This signal is then preprocessed to obtain a quantized signal which emphasizes edges, corners, and straight lines. The presently preferred method of extraction is to obtain a signal roughly proportional to the magnitude of the gradient vector of the brightness signal in two dimensions, i.e., \(| \nabla B(x, y) |\). The use of the circuit shown in Figure 5-4 is an effective way to obtain this signal. Appendix A shows that a gradient signal obtained in this way with a tapped delay line has a signal-to-noise ratio only 3 db less than that of the original gray-scale video from which it is derived. Both the original gray-scale information and the quantized gradient signal then become inputs for registry-testing cross-correlators which follow.

5.3 Recognition Logic and Components

The recognition logic which is described here is designed with the following considerations in mind.
Figure 5-3  Sawtooth Ribbon Scan Used With Twin Scanner
Figure 5-4 Showing Method for Deriving a Signal Proportional to the Magnitude of the Brightness
Object recognition circuits and networks are set up to produce a recognition output only when the desired object is centrally located and aligned with the recognition circuitry in optimum translation, with the major axis within ±10° of design center for the logic.

Remaining angles of rotation are covered by duplicating the recognition logic in 8 to 17 other orientations as needed.

Optimum translation is obtained by permitting the input signals to propagate down a delay line cross-correlator in such a way that input patterns align themselves with every possible position of translational registry as they propagate down the lines. Threshold recognition circuits and all combinational logic which follows must then have sufficient switching speeds to respond with indicated recognition outputs at any of the many positions of registry through which the input image passes.

The organization of the recognition logic is of the form shown in Figure 5-5. An initial layer of threshold logic provides local area feature detection. These local area features together with a few important feature pairs (generated by AND gates) are then combined with linear weights (a linear discriminant function) to achieve a threshold object detection. Eight or more of these individual object detections, each for a different range of angle, are then combined in a multilegged OR gate to indicate final object recognition. Although only one delay line is shown in the diagram in Figure 5-5, it should be understood that at least two such delay lines will be used, one containing gray-scale information and the other containing quantized gradient, with appropriate feature detectors on each.

The delay line cross-correlator and associated feature detectors are the heart of the object recognition system. It is the ability of this parallel network to perform a large number of linear summations and threshold decisions per unit time which makes the device effective for rapid object recognition. Consider a delay line containing 1000 separate resolvable elements, each capable of being individually weighted and brought to a threshold decision. Perhaps only 100 of these elements will actually receive weights for any one threshold input. Each picture element occupies 0.1 µsec space in the line, and a new summation and threshold decision is achieved every 1/10 µsec. Thus, one threshold element performs an analog summation of 100 variables in 0.1 µsec, for a total of $10^9$ analog variables summed per second. A single object recognition may depend on the parallel operation of 100 of these threshold summers; thus $10^{11}$ analog variables are summed per second, and subjected to $10^9$ separate subdecisions per second in order to scan the photograph for a single candidate object.
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Figure 5-5 Organization of Recognition Logic
Although the object recognition equipment is here described in terms of a delay-line cross-correlator, a shift-register cross-correlator could be used as well. Appendix G describes an optically tapped acoustic delay line as a cross-correlator for object recognition applications. The optically tapped delay line appears at this time to be the best choice for the following reasons:

- The basic cost per buffered storage element is believed to be an order of magnitude less for the acoustic delay line: $5 per bit versus $50 per bit.

- Changing the weights to summing thresholds for different recognition problems involves merely changing photographic slides in the case of the optically tapped delay line. For a lumped constant line or a shift register, however, it involves changing a wiring assembly which may cost $10,000 to $20,000.

- The assembly of fiber optics and associated weights is presently believed to be more easily achieved than a wiring matrix which permits any of 100 or more thresholds to have access to any of 1000 taps.

- Gray-scale information can be handled more readily in the delay line.

The system described thus far will be capable of performing an elementary image screening function, i.e., recognizing and marking elementary objects which can be represented with sufficient accuracy in 32 x 32 element retinal array. The device scans the film continuously and marks such simple objects as tanks, trucks, helicopters, and tents as they are encountered. By merely changing the size of the scanning standards used, any object or object complex for which 32 x 32 element resolution is sufficient for recognition can be so marked.

5.4 Off-Line Display for Photo-Interpreter

In order to utilize the output of the screening device, some sort of viewing mechanism is required for use by the photo-interpreter which will permit extended viewing of any one frame while the image screening apparatus continues processing photographs. One approach is to have individual recognitions marked on a magnetic tape which passes under the recording head synchronized with the processed film as it passes through the screening apparatus. The marking indicates target type and target coordinates in the 9-by 9-inch frame. When the entire roll has been processed on the screening equipment, the roll and its associated magnetic record can be placed on a viewing table for inspection by the photo-interpreter.
In the design considered here, the 9-by-9-inch film is illuminated from the rear by a diffuse uniform light for viewing. At the same time, the prescreened target locations are indicated by brighter illumination in a local area, and, if desired, different colors of local illumination can be used to indicate different target types. Accurately placed local illumination can be achieved by means of a matrix of small light bulbs placed behind the film. A particular bulb in a particular location would be activated when the digital co-ordinates for a detected target location correspond with that particular bulb.

A relatively small amount of logic built into the viewing table can give the photo-interpreter considerable freedom of selection. For example, a small number of push button controls can be arranged on the viewing console to make the following options available to the PI:

- Advance the film one frame at a time whenever the advance button is depressed.
- Advance the film to the next frame not obscured by cloud cover when the advance button is depressed.
- Advance the film to the next frame containing a detected target when the advance button is depressed.
- Advance the film to the next frame containing a particular target type (e.g., tank, truck, mobile gun emplacement, helicopter, tent).

The following optional modes are possible for concentrating attention in the display upon particular targets.

- Display film with uniform illumination, no colored illumination for target designation.
- Display film with all detected targets illuminated with their appropriate color codes.
- Display film with particular targets or combinations of targets marked (selection to be made by panel controls).

For the photo-interpreter to make the most effective use of the image screening equipment, he must have the option of varying the recognition threshold for various target candidates. If the threshold is set too low, the P.I. may lose important time searching through an excessive number of false alarms; if set too high, too many targets may be missed. Thus, if hunting for a particular target such as an expected armor concentration, he might set the threshold quite high and quickly scan the available photography for recognitions. Failing to find the required target on the first try, he has the option of lowering the threshold and trying again.
One way to achieve the versatility described above is to make individual threshold controls available at the console of the screening equipment. This technique, however, has the disadvantage of tying up the screening equipment while repeated scans are made on the film with different threshold settings. A better approach is to record target identifications together with a digital number which indicates the relative degree of certainty associated with each identification. The threshold for target designation to the P. L can then be implemented by logic contained within the viewing console. If searching for armor, the P. L might set red lights to mark armor and blue lights to mark possible tracks. The threshold controls on the viewing console would be set to a relatively high value for both indicators. The film-advance mechanism would be set to advance rapidly, stopping automatically on all frames containing either of the two chosen recognitions with probabilities exceeding the preset threshold value. In each case, a touch of the advance button by the P. L would advance the film to the next frame containing a recognition of the required probability. If the number of valid recognitions verified by the P. L lies within the range of that expected, the P. L might elect to go on to another roll of photography; if not, he might prefer to reinspect the film with the designation thresholds set to respond to those identifications lying below the previous threshold and above a new one. This process could continue until the number and type of false alarms made further scrutiny seem unwarranted.

5.5 Extended Search Capability for Special Situations

A stored-program digital computer can be programmed, given sufficient memory and time, to solve very difficult pattern recognition tasks. Direct use of the computer on real-time pattern recognition tasks is usually not practical because excessive time is required to process all of the picture data in its many possible combinations. However, if the object recognition system described thus far is used to screen the data entering the computer so that only the more interesting and promising areas are considered, times for computation may fall within practical bounds. In general, the computer could be used in two ways.

First, local areas in the photograph, already designated as probable target objects by the high speed recognition device, could be subjected to further scrutiny involving relatively elaborate sequential routines in order to verify recognition and classification. To do this, both gray-scale and gradient data for the candidate area could be read into computer memory for programme scrutiny. Typically, contours may be followed, different thresholds tried to verify presence of an obscure but necessary feature, and even local area Fourier spectrum components measured. Computation time would be relatively short in this process for the following reasons:

- Object has been pre-centered and pre-rotated in field by previous registry testing recognition logic.
Only those logical tests necessary for verifying the existence of a particular object need usually be tried. If recognition is not verified then other tests for the next most probable identifications can follow.

A second way in which the computer may be used is in the recognition of target complexes. Verified individual object recognitions and their coordinates may be considered jointly in their various combinations in order to recognize object complexes such as missile launching sites, or multiple gun emplacements. In this mode of operation the computer program could consider the various detected objects within a given area as a property list and then hypothesize a candidate target complex. Further verification could then take place with the scanner under the command of the computer. For example, the scanner-computer combination could be used to attempt to find and trace paths or roads joining gun emplacements and possible ammunition or fueling depots. Such sequential techniques are essential when the total complex encompasses a greater number of picture elements (in the resolution required for recognition) than can be held in memory at any one time.

5.6 Control Console and System

The following adjustments can reasonably be expected to be available at the control console:

- Classes of target objects to be included in the search
- Scale factor adjustment for the photograph plus the size of the scanning pattern
- Search time to be spent per frame
- False alarm rate and detection probability by threshold adjustment

To permanently wire all feature and object recognition logic and weights for all the target classes likely to be used in screening, would lead to almost prohibitive complexity. The equipment may well be constructed with plug-in capability such that the same basic cross-correlator, threshold circuits, and digital logic can be used for a wide variety of tactical screening problems. Thus, the first layer feature-template weights (see Figure 5-1), the second layer decision weights, and the output code used to record the identifications should all be subject to change by means of plug-in modules. In the case of the optically tapped delay line cross-correlator, the first layer weights are readily changed by changing a number of photographic slides. The second layer weights may involve 40 weights per object class per angle of rotation. A separate plug-in resistor matrix for each angle of rotation would represent a practical solution to the problem.
When the size of all target objects for screening are roughly the same, it is necessary only to select a single scanning pattern size determined by the scale of the photography to be processed. When the altitude of flight is approximately fixed for the roll of film to be processed, the scale factor can be set at the console. If, however, altitude is expected to vary significantly over the roll, then it becomes necessary to mark scale factor at frequent intervals on the margin of the film. This can be done manually using a simple digital code punched into the edge of the film, or it may be done automatically during the flight. In either case, the punched marking can be read off the film edge automatically and used to set the scale factor of scan.

If \( H \) is the greatest scanning size to be used, then other scanning sizes are chosen to be integer fractions of \( H \) (\( H/2, \ H/3 \)). For the larger scans, correspondingly larger horizontal pitches of the sawtooth scan and larger spot sizes are also used. During any particular scan, only those object recognition circuits pertaining to that particular scale factor are permitted to record recognition decisions. If scales for scanning vary by factors of two, the increased time required for all scales larger than the smallest is only \( 4/3 \) that required for the smallest. When the height and pitch are doubled, the density of picture element samples is \( 1/4 \) of the original value, and

\[
\sum_{n=0}^{\infty} \left( \frac{1}{4} \right)^n = \frac{4}{3}
\]

Depending upon the amount of imagery to be processed and the reaction time required, additional scans may or may not be desirable. Therefore, it should be possible for the equipment to process photography in two scanning modes: a fast mode in which each scale factor is covered only once, and a slow mode in which the image is scanned several times at each major scale factor. The choice between these modes will, of course, be made from the control console as determined by the photo-interpreter.

If, due to economic compromise, the number of scanning lines and video sampling points is less than the theoretical minimum required, a kind of noise results in the recognition circuits (sometimes called quantization noise) which produces different recognition results on nearly identical scans. The effect of this noise is reduced by taking several scans at incrementally different sizes and averaging the outputs of the discriminant function.

The scale for particular photography is known only within a specified range. Scans at several incrementally different scale factors will insure coverage of the scale factor at which the recognition logic most nearly matches
the input imagery. This procedure of size-search also helps to compensate for slight variations in object size.

To reduce film processing time, the equipment could be programmed on the detection of cloud cover, to sample several other areas of the frame rapidly for cloud cover using only the largest scanning frame. If all samples were recognized as cloud cover, the equipment would proceed to the next frame without further scanning. A similar decision could be made for water. Each of these modes could be used or not used according to the decision of the individual operating the equipment. For example, when searching for ships, the water-reject mode would not be appropriate. Selection of mode of operation is made from the control console.

5.7 Estimate of System Complexity

No firm estimate of complexity of an effective image screening equipment can be made until a number of critical experiments have been completed. These experiments are required to determine the following key parameters:

- The number of stored picture elements necessary to achieve recognition; present estimate is 2000.

- Number of picture elements which need to be weighted per feature; present estimate is 10 to 50.

- Number of separate feature detectors needed to recognize an object class in one small range of angles; present estimate is 40.

- Number of duplicate feature sets needed to account for rotation; present estimate is 18.

- Number of features required to represent adequately a vocabulary of 20 objects; present estimate is 6 times that required for one object.

In spite of the fact that the foregoing parameters have yet to be determined more closely, a preliminary estimate of complexity based on the above figures may be developed. Consider an image screening system using optically tapped acoustic delay lines and capable of identifying 20 objects of tactical significance. The equipment required to realize such a system is shown in summary form in Table 5-1, "Estimate of Screening System Complexity."
TABLE 5-1

ESTIMATE OF SCREENING SYSTEM COMPLEXITY

<table>
<thead>
<tr>
<th>Requirement or Assumption</th>
<th>Equipment</th>
</tr>
</thead>
<tbody>
<tr>
<td>200µsec delay line, 0.1 µsec rise time. Use two:one for gradient, one for grayscale</td>
<td>2 delay lines</td>
</tr>
<tr>
<td>4320 feature detectors [6 x 18 x 40] Each feature detector has 5 transistors, 1 photomultiplier, 50 optical fibers</td>
<td>.21,600 transistors</td>
</tr>
<tr>
<td></td>
<td>4,320 photomultipliers</td>
</tr>
<tr>
<td></td>
<td>216,000 optical fibers</td>
</tr>
<tr>
<td>10 • 9 + 10 • 18 = 270 Discriminant functions are required on 40 pairs of variables. 10,800 AND gates, 3 diodes each</td>
<td>32,400 diodes</td>
</tr>
<tr>
<td>270 thresholds, 5 transistors each</td>
<td>1,350 transistors</td>
</tr>
<tr>
<td>Ten 9-legged OR gates plus Ten 18-legged OR gates</td>
<td>270 diodes</td>
</tr>
<tr>
<td>Miscellaneous scanning and coding logic</td>
<td>1,000 transistors</td>
</tr>
<tr>
<td>Viewing monitor; 32 x 32 light bulb matrix in five colors plus 1,000 transistor logic</td>
<td>5,120 miniature bulbs</td>
</tr>
<tr>
<td></td>
<td>320 relays</td>
</tr>
<tr>
<td></td>
<td>1,000 transistors</td>
</tr>
</tbody>
</table>
SECTION 6

STATISTICAL METHODS FOR PATTERN CLASSIFICATION

6.1 Introduction

This section presents the main points concerning statistical classification procedures and procedures for examining recorded data from the point of view of significance of predictor variables and configuration of groups in an N-dimensional space. These items are explained in greater detail in Appendix H.

Intuitive classification procedures, based on concepts of distances and directions, and employing transformations of the coordinate space or projections of the samples along a particular direction, were used from the very beginning of multivariate analysis. In 1939, a probabilistic theory of classification first appeared when attention was focused on procedures which would minimize the probability of misclassification. Present classification procedures represent a synthesis of ideas of distance functions or metrics, with probabilistic ideas such as minimizing the probability of misclassification or minimizing the expected loss of misclassification.\(^1,2,3,4\)

The basic assumption underlying probabilistic classification is that there exists for each group \(g, g = 1, 2, \ldots, G\), a multivariate probability distribution \(F_g(x_1, x_2, \ldots, x_N)\). Members of a pattern class are then treated as samples from a population, which is distributed in N-dimensional space according to the distribution associated with that population. This theoretical framework leads to three types of problems which encompass situations ranging from complete statistical knowledge of the distributions, to no knowledge except that which can be inferred from samples. The various situations are discussed individually in the following text.


6.2 Case of Known Distributions

Assuming that the probability density functions \( f_g(x_1, x_2, \ldots, x_N) \), \( g = 1, 2, \ldots, G \), are known, having a new pattern to classify is the same as having a new observation on the stochastic variable \( X = (X_1, X_2, \ldots, X_N) \). One must decide from which of the \( G \) distributions this particular observation arose. Several variations can occur within this case.

The simplest situation occurs when one has only two groups whose probability density functions \( f_1(x) \) and \( f_2(x) \) are known, and the new pattern must belong to one of these two groups.

In this situation optimal classification is obtained by using the likelihood ratio \( L(x) = \frac{f_1(x)}{f_2(x)} \). The value of \( x = (x_1, x_2, \ldots, x_N) \) for a new pattern is substituted in \( L(x) \) and the result compared with a threshold \( t \). If \( L(x) \) exceeds \( t \), the new pattern is classified as belonging to Group 1. Otherwise, the pattern is classified into Group 2. The choice of the threshold \( t \) depends on:

1. The criterion of optimality being used.
2. The degree of knowledge of the a priori distribution of the density functions, i.e., the proportion \( q_1 : q_2 \), \( q_1 + q_2 = 1 \), of the two groups in the universe from which patterns are drawn.
3. The costs of correct and incorrect classification.

Some of the decision criteria, such as Bayes and Maximum Likelihood, which have been used to obtain values for the threshold \( t \) are presented in Appendix H.

If \( f_1(x) \) and \( f_2(x) \) are multivariate normal distributions with different mean (column) vectors,

\[
M(g) = (m_1(g), m_2(g), \ldots, m_N(g)), \ g = 1, 2,
\]

and covariance matrices

\[
V_g, \ g = 1, 2,
\]
then the logarithm of the likelihood ratio leads to a linear function of the observables when

\[ V_1 = V_2 \]

and to a quadratic function of the observables when

\[ V_1 \neq V_2 \]

Thus when

\[ V_1 = V_2 = V, \]

one has in matrix notation:

\[
\log L(x) = x' V^{-1} (M^{(1)} - M^{(2)}) - 1/2 (M^{(1)} + M^{(2)})' V^{-1} (M^{(1)} - M^{(2)})
\]

(6-1)

where \( x' \) represents the transpose of the column vector \( x = (x_1, x_2, \ldots, x_N) \) of measurements made on the pattern which is to be classified;

\( V^{-1} \) is the inverse matrix corresponding to the (common) covariance matrix \( V \), which is a \( N \times N \) matrix with elements

\[ v_{ij} = E [(x_i - m_i) (x_j - m_j)]; \]

\( M^{(1)} \) is the mean vector for Group 1;

\( M^{(2)} \) is the mean vector for Group 2.

If one lets:

\[
C = \log t + 1/2 (M^{(1)} + M^{(2)})' V^{-1} (M^{(1)} - M^{(2)})
\]

(6-2)
the likelihood ratio principle in this case leads to the classification of the new pattern into one of two regions $R_1$ and $R_2$ in the $N$-dimensional space separated by a hyperplane given by

$$x' V^{-1} (M^{(1)} - M^{(2)}) = C$$

or in expanded form by the equation

$$\sum_{i=1}^{N} (v^1_i d_1 + v^2_i d_2 + \ldots v^N_i d_N) x_i = C \quad (6-3)$$

where $v^j_i$, $j = 1, 2, \ldots, N$, are the elements of the matrix $V$, and $d_j = m_j^{(1)} - m_j^{(2)}$, the difference between the mean values of $x_j$ in the two groups. If one lets:

$$a_i = v^1_i d_1 + v^2_i d_2 + \ldots + v^N_i d_N \quad (6-4)$$

then Equation 6-3 can be rewritten as

$$\sum_{i=1}^{N} a_i x_i = C \quad (6-5)$$

The constant $C$ in Equation 6-5 and the $a_i$ of Equations 6-4 and 6-5 depend only on the known means and covariances in the two groups. If, when substituting the values of $x_i$ measured on a new pattern in Equation 6-5, the left-hand side exceeds $C$, the pattern is classified into Group 1. If the left-hand side is less than $C$, the pattern is classified as belonging to Group 2. If the left-hand side equals $C$, the decision is arbitrary.

If the covariance matrices for the two groups are not equal, i.e., $V_1 \neq V_2$, then instead of the hyperplane of Equation 6-5, the optimum decision boundary, given by the surface of a constant likelihood ratio is:

$$\sum_{i=1}^{N} \sum_{j=1}^{N} \left\{ v^1_{ij} (x_i - m_i^{(1)}) (x_j - m_j^{(1)}) - v^2_{ij} (x_i - m_i^{(2)}) (x_j - m_j^{(2)}) \right\} = \text{constant} \quad (6-6)$$

6-4
where \( v_1 \) and \( v_2 \) are the elements of \( V_1^{-1} \) and \( V_2^{-1} \) respectively. Equation 6-6 may be written in the form

\[
\sum_{i=1}^{N} a_{ij} x_i x_j + \sum_{i=1}^{N} b_i x_i = \text{constant} \tag{6-7}
\]

where

\[
a_{ij} = \left\{ \begin{array}{c} v_{1ij} - v_{2ij} \\
\end{array} \right. \tag{6-8}
\]

and

\[
b_i = 2 \left\{ m_1^{(1)} v_1^{ii} - m_1^{(2)} v_2^{ii} \right\} + \left\{ m_2^{(1)} v_1^{i2} - m_2^{(2)} v_2^{i2} \right\} + \ldots + \left\{ m_N^{(1)} v_1^{iN} - m_N^{(2)} v_2^{iN} \right\} \tag{6-9}
\]

The expressions of Equations 6-5 and 6-7 will be referred to as linear and quadratic classification functions. They can be shown to be theoretically optimal, with different values for the coefficients, for a number of types of density functions, in addition to normal density functions. Interest in linear and quadratic classification functions stems also from considering them as first- and second-order approximations to arbitrary likelihood ratios, since in many situations they represent the most that can be realized in hardware, or by computation. As an example, \(^1\) for the case where the \( x_i \) are binary variables, it is shown in Appendix H that the likelihood ratio of two distributions of \( N \) binary variables becomes:

\[
L(x) = \prod_{i=1}^{N} \frac{m^{(1)}_i x^i (1 - m^{(1)}_i)^{(1 - x^i)}}{N^i_{\text{IN}}} \cdot \frac{m^{(2)}_i x^i (1 - m^{(2)}_i)^{(1 - x^i)}}{i=1}
\]

\[
= \left[ 1 + \sum_{i<j} r^{(1)}_{ij} y^i y^j \right] + \sum_{i<j<k} r^{(2)}_{ijk} y^i y^j y^k + \ldots + r_{12\ldots N} y_1 y_2 \ldots y_N
\]

\[
m^{(g)}_i = \text{prob. } (x^i (g) = 1) ; \quad 0 < m^{(g)}_i < 1 ; \quad g = 1, 2 .
\]

\[
y^i (g) = (x^i - m^{(g)}_i) / \sqrt{m^{(g)}_i (1 - m^{(g)}_i)} ; \quad i = 1, 2 \ldots N ; \quad g = 1, 2.
\]

\[
r^{(g)}_{ij} = E_g (y^i (g) y^j (g)) , \quad i < j .
\]

\[
r^{(g)}_{ijk} = E_g (y^i (g) y^j (g) y^k (g)) , \quad i < j < k .
\]

\[
r_{12\ldots N}^{(g)} = E_g (y_1 (g) y_2 (g) \ldots y_N (g))
\]

with \(E_g\) denoting the expectation taken with respect to the probability function of group \(g, g = 1, 2\). The \(r_{ij}, r_{ijk} \ldots\) are the "correlation parameters." A second order approximation to the logarithm of \(L(x)\) of Equation 6-10 (see Appendix H) is

\[
\log L(x) = \sum_{i=1}^{N} (a_i x_i + c_i) + \log \left[ 1 + \sum_{i<j} r^{(1)}_{ij} y^i y^j \right] - \log \left[ 1 + \sum_{i<j} r^{(2)}_{ij} y^i y^j \right]
\]

(6-12)
where
\[ a_i = \log \left[ \frac{m_i^{(1)} (1 - m_i^{(2)})}{m_i^{(2)} (1 - m_i^{(1)})} \right] \]

and
\[ c_i = \log \frac{(1 - m_i^{(1)})}{(1 - m_i^{(2)})} \]

when the "correlation parameters" are small one can obtain the further approximation
\[ \log L(x) = \sum_{i<j} a_{ij} x_i x_j + \sum_{i=1}^N b_i x_i \]

(6-13)

where
\[ a_{ij} = u_{ij}^{(1)} - u_{ij}^{(2)} \]

with
\[ u_{ij}^{(g)} = r_{ij}^{(g)} / \sqrt{m_i^{(g)} (1 - m_i^{(g)}) m_j^{(g)} (1 - m_j^{(g)})}, \quad g = 1, 2; \]

and
\[ b_i = a_i + \sum_{j \neq i} (m_j^{(1)} u_{ij}^{(1)} + m_j^{(2)} u_{ij}^{(2)}) \]

with
\[ a_i = \log \left[ \frac{m_i^{(1)}}{m_i^{(2)}} \cdot \frac{(1 - m_i^{(2)})}{(1 - m_i^{(1)})} \right] \]

From Equation 6-10 it is apparent that if the number of variables \( N \) is moderately large, a second order approximation as represented by Equations 6-12 or 6-13, is as much as one could hope for in general, in the case of binary variables. This does not, of course, prevent consideration of selected higher order correlations in the approximation.
For the case where we have more than two groups, if a priori probabilities $q_g$ and costs of classification $k_{jg}$ are known, then according to the Bayes' criterion, the $G$ functions

$$R(j) = \sum_{g=1}^{G} f_g(x) \cdot q_g \cdot k_{jg}, \quad j = 1, 2 \ldots G.$$  \hspace{1cm} (6-14)

need to be computed. The new pattern is assigned to that group $j$ for which $R(j)$ is smallest. If all a priori probabilities and costs are taken to be equal, then for a given $x$, one need only compare $f_g(x), g = 1, 2, \ldots, G$ and pick that group $g$ for which $f_g(x)$ is largest. In general, partitioning the $N$-dimensional space into $G$ regions $R_g, g = 1, 2, \ldots, G$ requires the determination of $G(G-1)/2$ boundaries given by one likelihood ratio for each pair of groups.

6.3 Case of Parametric Families of Distribution

If a classification procedure is optimal with respect to certain criteria when the functional form and all parameters of the distribution are known, then how "good" are parameters estimated from samples, and what sort of estimates should be used to obtain a good classification procedure?

The performance of a classification procedure using estimated parameters should be consistent with, i.e., tend to, the optimal performance obtained when true parameter values are used. Similarly, estimators are said to be consistent if the estimated value of a parameter approaches the true value of the parameter with probability 1 as the sample size is increased indefinitely. The consistency property, as defined here, will be referenced frequently in the discussion which follows.

For classification into one of two groups, it has been shown\(^1\) that if $f_1(x, \theta)$ and $f_2(x, \theta)$ satisfy certain weak restrictions as to continuity with respect to the parameter $\theta$, then using consistent estimates instead of true parameter values in the likelihood ratio procedure will lead to a consistent classification procedure. For classification of a multivariate observation into one of $G$ groups whose density functions are known except for a number

\(^1\) E. Fix, J. L. Hodges, "Discriminatory Analysis: nonparametric discrimination; consistency properties," Report No. 4, USAF School of Aviation Medicine, Randolph Field, Texas, 1951.
of parameters, if consistent estimators are used for the a priori probabilities \( q \), and for the unknown parameters, it has been shown\(^1 \) that the Bayes procedure, with unknown parameters replaced by estimates, is a consistent classification procedure.

When sample sizes are finite, and especially when sample sizes are small, the use of maximum likelihood estimates of parameters in a likelihood ratio procedure or Bayes procedure, in place of the unknown true parameter values can only be justified on heuristic grounds. Nevertheless it is usually done. Thus for the case of two normal density functions with unknown mean vectors and covariance matrices, one has, instead of Equation 6-1, the following expression:

\[
\log L(x) = x'S^{-1}(\bar{x}^{(1)} - \bar{x}^{(2)}) - \frac{1}{2} \left( \frac{1}{n^g} \sum_{r=1}^{n^g} x_{ir}^{(g)} \right) S^{-1} \left( \bar{x}^{(1)} - \bar{x}^{(2)} \right), \quad (6-15)
\]

where

\[
\bar{x}^{(g)} = (\bar{x}_1^{(g)}, \bar{x}_2^{(g)}, \ldots, \bar{x}_N^{(g)}), \ g = 1, 2; \quad (6-16)
\]

\[
\bar{x}_1^{(g)} = \frac{1}{n^g} \sum_{r=1}^{n^g} x_{ir}^{(g)}, \ i = 1, 2 \ldots, N; \ g = 1, 2, \quad (6-17)
\]

and the elements of \( S \), the estimate of the covariance matrix \( V \), assumed equal for the two groups is obtained by pooling samples from the two groups. The elements of \( S \) are given by:

\[
s_{ij} = \frac{1}{n_1 + n_2 - 2} \left( \sum_{r=1}^{n_1} (x_{ir}^{(1)} - \bar{x}_1^{(1)}) (x_{jr}^{(1)} - \bar{x}_j^{(1)}) + \sum_{r=1}^{n_2} (x_{ir}^{(2)} - \bar{x}_1^{(2)}) (x_{jr}^{(2)} - \bar{x}_j^{(2)}) \right) \quad (6-18)
\]

For the multigroup case, if the costs \( k_{jg} \) are known or can be reasonably assigned, the expression in Equation 6-14 becomes

\[
R'(j) = \sum_{g=1}^{G} \hat{q}_g \cdot \hat{q}_g \cdot k_{jg} \quad j = 1, 2, \ldots, G \quad (6-19)
\]

---

where
\[ \hat{\theta}_g = \frac{n_g}{\sum_{g=1}^{G} n_g}; \ g = 1, 2, \ldots, G. \] (6-20)

and \( f_g(x) \) is obtained by substituting maximum likelihood sample estimates for true parameters in \( f_g(x) \). Thus, for example, if the \( f_g(x) \) are assumed to be multivariate normal density functions with equal covariance matrices,
\[
f_g(x) = \frac{1}{(2\pi)^{N/2}} \left| S^{-1} \right|^{1/2} \exp \left[ -\frac{1}{2} (x - \overline{x}(g))' S^{-1} (x - \overline{x}(g)) \right],
\] (6-21)

where \( \overline{x}(g) \) represents the (column) vector given in Equation 6-16 with elements given by Equation 6-17 for \( g = 1, 2, \ldots, G \), and \( S^{-1} \) represents the inverse of the matrix \( S \), which by analogy with Equation 6-18 has elements
\[
\left( \sum_{g=1}^{G} n_g - G \right) \bar{s}_{ij} = \sum_{g=1}^{G} \sum_{r=1}^{n_g} \left( \bar{x}_{ir}(g) - \bar{x}_i(g) \right) \left( \bar{x}_{jr}(g) - \bar{x}_j(g) \right),
\] (6-22)
\[ i, j = 1, 2, \ldots, N. \]

If the covariance matrices are not assumed to be equal for the various groups, then, instead of obtaining one estimate by pooling all samples it will be necessary to obtain separate estimates \( S_g \) with elements
\[
\bar{s}_{ij}(g) = \frac{1}{n_g - 1} \left( \sum_{r=1}^{n_g} \left( \bar{x}_{ir}(g) - \bar{x}_i(g) \right) \left( \bar{x}_{jr}(g) - \bar{x}_j(g) \right) \right) ; \ g = 1, 2, \ldots, G. \] (6-2)

When the forms assumed for the density functions \( f_g(x) \) are such that maximum likelihood estimates of parameters are computationally difficult to obtain, the method of moments is used to estimate parameters from sample moments. This method does not possess the optimum property employed by the
maximum likelihood estimator, but may have to be resorted to in some situations, as for example when the functional forms for $f_g(x)$ are assumed to be multivariate versions of the Pearson system of frequency curves. $1, 2$


6.4 The Nonparametric Case

When the functional forms of \( f_g(x) \) are not known, instead of estimating parameters, one must estimate the conditional group probabilities directly. The results obtained with such methods are, of course, inferior to a likelihood ratio procedure using known density functions. The nonparametric case represents the usual practical situation in many problems of classification. It also represents the case which, because of obvious difficulties, has received the least attention to date.

Having available \( n_g \) samples from group \( g, g = 1, 2, \ldots, G \), one can consider procedures for determining which of a number of assumed forms for the distribution \( f_g(x) \) best fits the samples from group \( g \). Directly estimating \( f_g(x) \), which for a given new observation \( x \) represents real numbers, and comparing a new pattern with known samples from each group, one may determine which set of samples the new pattern must resemble closely.

Here it is appropriate to consider a nonparametric procedure presented by Fix and Hodges \(^1\) for directly estimating the value of the density functions \( f_g(x) \) at a new observation \( x = (x_1, x_2, \ldots, x_N) \).

Consider the case of two groups. Since substitution of a new observation into the density functions results in the real numbers \( f_g(x), g = 1, 2 \), once estimates of these two real numbers are obtained they may be substituted into the likelihood ratio. Fix and Hodges present a procedure which provides consistent estimates for the two real numbers \( f_g(x) \). The likelihood ratio procedure using these estimates provides consistent discrimination only if the sample sizes are large. For practical situations they suggest the following intuitive procedure: In place of \( f_1(x) \) and \( f_2(x) \) use \( Q_1/n_1 \) and \( Q_2/n_2 \) respectively, and compare

\[
L = \frac{Q_1/n_1}{Q_2/n_2}
\]

with a threshold, \( t \). Here \( n_g, g = 1, 2 \) represents the sample size in group 1 and group 2, and \( Q_1 \) and \( Q_2 \) are obtained as follows:

---

A positive integer $K$ is selected which is large, but small compared to the size of the sample. An appropriate metric is imposed on the sample space. All samples from all the groups are pooled together and of the $K$ values in the pooled sample which are "nearest" to the new point $x$, $Q_1$ represents the number from group 1 and $Q_2 = K - Q_1$ represents the number from group 2. Then $Q_1/n_1$ and $Q_2/n_2$ are estimates of $f_1(x)$ and $f_2(x)$ respectively. This method of estimating the real numbers $f_g(x)$ corresponding to a new observation carries over to the multigroup case. Note that the concept of nearest samples is stated in terms of an appropriate metric, but that classification is performed by using estimates in a likelihood ratio or Bayes procedure. This matter is discussed in more detail in the following paragraphs.

6.5 Distance, Direction, and Significance

Distance between a new pattern and the mean of a group, between two groups, between samples of two groups, and between a new pattern and samples of a group is often defined in terms of a Euclidean distance function either in original space of the $N$ predictor variables or in a space obtained by a suitable coordinate transformation. Knowing that a pattern or a sample belongs to one of a number of populations, if we can measure the distance of the pattern or sample from each of the several populations then it is reasonable to assign the pattern to that population from which it is least distant.

A distance function which has received attention in discriminant analysis is the Mahalanobis Generalized Distance denoted by $D^2$. For the case where there are $n_1$ samples from one group and $n_2$ samples from a second group, the generalized distance between the two samples is

$$D_N^2 = \sum_{i=1}^{N} \sum_{j=1}^{N} s_{ij} (\bar{x}_i^{(1)} - \bar{x}_i^{(2)})(\bar{x}_j^{(1)} - \bar{x}_j^{(2)})$$  \hspace{1cm} (6-24)

where

- $N$ represents the number of characteristics measured on each pattern;
- $s_{ij}$ are the elements of $S^{-1}$ which is the inverse of the matrix $S$ whose elements are given by Equation 6-18.

As Rao, previously referenced, has stated, $D^2$ represents ordinary Euclidean distance in a space defined by a set of oblique axes.
If one defines

\[ d_i = (x_i^{(1)} - \overline{x}_i^{(2)}) \]  

(6-25)

then Equation 6-24 becomes

\[ D_N^2 = \sum_{i=1}^{N} \sum_{j=1}^{N} s_{ij} d_i d_j \]  

(6-26)

If one further defines

\[ w_{ij} = \sum_{g=1}^{G} \sum_{r=1}^{n_g} (x_{ir}^{(g)} - \overline{x}_i^{(g)}) (x_{jr}^{(g)} - \overline{x}_j^{(g)}) \]  

(6-27)

and lets \( d \) denote the column vector \( (d_1, d_2, \ldots, d_n) \), then one can rewrite Equation 6-26 as

\[ D_N^2 = (n_1 + n_2 - 2) d^t W^{-1} d \]  

(6-28)

d\(^t\) denotes the transpose of \( d \);

\( W \) represents the matrix whose elements are \( w_{ij} \).

\( W \) is sometimes called the within-samples scatter matrix. This terminology is explained in Appendix H.

In order to use a statistic such as \( D^2 \) it is necessary to know its distribution under the various situations which can occur; viz., when the parameters used in the statistic, such as means and covariances, are true population parameters or sample estimates, these two situations being referred to as the "classical" and "studentized" cases respectively, when the characteristics are independent or correlated and when the populations are actually the same or differ in at least one of the \( N \) variables. These latter situations are referred to as the central and noncentral cases respectively. The solution of the distribution problem for tests such as \( D^2 \) is a difficult one and all available solutions assume that the samples come from multivariate normal populations with equal covariance matrices. The application of such tests to situations in which these assumptions cannot be reasonably made is thus difficult to justify.
To test if the predictors contain information for discrimination, it is necessary to test the hypothesis that the samples actually come from the same group so that $D_N^2$ would differ from zero only because of the variability within a group. Thus, the null hypothesis is that the expectation of the vector $d$, defined above, is zero. The statistic

$$\frac{(n_1 + n_2 - N - 1)}{(n_1 + n_2 - 2)} \cdot \frac{n_1 n_2}{n_1 n_2} D_N^2 \quad (6-29)$$

is in this situation, i.e., the central case, distributed according to the variance ratio or $F$ distribution with $N$ and $(n_1 + n_2 - N - 1)$ degrees of freedom. This latter terminology arises from the fact that if $s_1^2$ is the sample estimate of the population variance of a univariate normal distribution based on a sample of size $n$, and $s_2^2$ is an independent estimate based on a sample of size $n_2$, then the distribution of the ratio

$$F = \frac{n_1 s_1^2}{n_1 - 1} \div \frac{n_2 s_2^2}{n_2 - 1} \quad (6-30)$$

is the $F$ distribution with $(n_1 - 1)$ and $(n_2 - 1)$ degrees of freedom.

For testing whether adding $Q$ more predictors to the set of $N$ predictors already in use is going to help in increasing the distance between the two groups, Rao suggests the ratio:

$$R = \frac{1 + \frac{n_1 n_2}{(n_1 + n_2) (n_1 + n_2 - 2)} D_{N+Q}^2}{1 + \frac{n_1 n_2}{(n_1 + n_2) (n_1 + n_2 - 2)} D_N^2} \quad (6-31)$$

where $D_{N+Q}^2$ is the distance based on $\Omega + Q$ characteristics so that in computing $w_{ij}$ from Equation 6-27, one has $i, j = 1, 2, ... , N + Q$. When $D_{N+Q}^2$ is of the same order as $D_N^2$, the ratio $R$ will be approximately 1, while a high ratio would indicate that the $Q$ additional characteristics are contributing to the separation between groups. The test statistic in this case is

$$\frac{(n_1 + n_2 - N - Q - 1)}{Q} (R - 1), \quad (6-32)$$

which is distributed according to the $F$ distribution with $Q$ and $(n_1 + n_2 - N - Q - 1)$ degrees of freedom.

Let $\Delta_N^2$ be the "true" Mahalanobis distance between the two population distributions of the first $N$ variables, i.e., $\Delta_N^2$ is the distance one would compute if one actually knew the population mean vectors $M^{(1)} = (m_1^{(1)}, ..., m_N^{(1)})$ and $M^{(2)} = (m_1^{(2)}, m_2^{(2)}, ..., m_N^{(2)})$ and the covariance matrix $\Sigma$, assumed equal for the two distributions. The reason that the difference $(D_{N+Q}^2 - D_N^2)$ cannot be tested directly is that the distribution of $(D_{N+Q}^2 - D_N^2)$ involves $\Delta_N^2$ and since $\Delta_N^2$ is not known, an exact test of significance cannot be made.

By setting $D_0^2 = 0$ and proceeding in a step-by-step manner, the above test may also be used to screen a set of $N$ predictors to find the $Q < N$ best predictors. The first predictor $X_1^*$ is selected by finding out for which one of the $N$ predictors $X_1, X_2, ..., X_N$, the ratio, $R$, of Equation 6-31 is largest, when in its denominator $D_N^2 = D_0^2$ and in its numerator $D_{N+Q}^2 = D_1^2$. This largest $R$ is substituted in the statistic of Equation 6-32 with $N = 0$ and $Q = 1$. If according to this test $X_1^*$ is significant at the prescribed level of significance, then proceed to determine the second best predictor $X_2^*$ of the remaining $(N-1)$ predictors by finding out for which one

$$R = \frac{1 + \frac{n_1 n_2}{(n_1 + n_2) (n_1 + n_2 - 2)} D_2^2}{1 + \frac{n_1 n_2}{(n_1 + n_2) (n_1 + n_2 - 2)} D_1^2}, \quad (6-34)$$

is largest. Again the selection of $X_2^*$ is conditional upon its being significant. In this manner selection is continued until $X_{Q+1}^*$ fails to be statistically
significant. Rao's generalization of $D^2$ to the case of more than two groups, is described in Appendix H. Its use in testing the significance of predictors and in screening variables is described by Rao\textsuperscript{1} and Miller.\textsuperscript{2} The relation between $D^2$ and the symmetric divergence, a general measure of the divergence between two populations, and an approximation to the symmetric divergence for the case of binary variables is also described in Appendix H.

Given $n_1$ samples from group 1 and $n_2$ samples from group 2, each group can be represented by points in an $N$-dimensional Euclidean space. Now the question is whether the two sets of samples can be projected onto a line in such a way that in some sense the separation between projected points belonging to different groups is maximized relative to the separation between projected points belonging to the same group.

Let the direction cosines of the line to be determined be proportional to $(a_1, a_2, \ldots, a_N)$, and let

$$z = \sum_{i=1}^{N} a_i x_i$$

so that $z_1^{(1)}$, $z_2^{(1)}$, $\ldots$, $z_{n_1}^{(1)}$ represent the projected samples of group 1 and $z_1^{(2)}$, $z_2^{(2)}$, $\ldots$, $z_{n_2}^{(2)}$ represent the projected samples of group 2.

Further let $\bar{z}^{(1)}$ and $\bar{z}^{(2)}$ represent the mean values of the two samples of $z$'s and let $\bar{z}$ be the mean of the grand sample obtained by pooling the two sets of samples.

Since the first paper on the subject by Fisher,\textsuperscript{3} the direction which has usually been considered is that for which the ratio

\begin{align*}
1. & \quad \text{C. R. Rao, Advanced Statistical Methods in Biometric Research, John Wiley and Sons, New York, 1952.} \\
\end{align*}
The resulting linear function $z$ is said to have greatest "variance between samples relative to variance within samples." The direction which achieves this is given in terms of the vector $A = (a_1, a_2, \ldots, a_N)$ by

$$A = \text{const. } S^{-1} (\bar{x}^{(1)} - \bar{x}^{(2)}) ,$$

so that

$$a_i = s_{1i} d_1 + s_{2i} d_2 + \ldots + s_{Ni} d_N$$

where $s_{ij}$ are elements of $S^{-1}$ which is the inverse of the matrix $S$ whose elements $s_{ij}$ are given by Equation 6-18 and $d_i = (\bar{x}^{(1)} - \bar{x}^{(2)})$. The constant multiplier in Equation 6-37 indicates that any vector parallel to $A$ determined from Equation 6-38 will do just as well. If the coefficient values of Equation 6-38 are used in Equation 6-35 to obtain a classification procedure for a new sample with measurements $(x_1, \ldots, x_N)$, by comparing $z = \sum_{i=1}^{N} a_i x_i$ with a threshold $c$, and classifying the sample into group 1 if $z > c$ and group 2 if $z < c$. Then one will be using Fisher's Linear Discriminant Function.\(^1\) It is clear that this linear function is just the first term of the expression in Equation 6-13 for $\log L(x)$. Substituting the value of $a_i$ obtained in Equation 6-38 into Equation 6-36 shows that the maximum value of the ratio of Equation 6-36 is just $D_N^2$ which was defined in Equation 6-26. It is also easily shown that the direction obtained in Equation 6-37 also results when, for the projected samples one maximizes the between-samples scatter while keeping within-samples scatter fixed or minimize the ratio of within-samples scatter to total scatter.\(^2\) The relation of these various maximization and minimization problems to the ratio of

---


Equation 6-36 is shown in Appendix H, where it is also shown that classification based on ordinary Euclidean distance between the projection of a new sample and the projected samples from the two groups is equivalent to using a linear discriminant function.

For the case of G groups, G > 2, the above method would require G(G-1)/2 directions to be computed, one for each pair of groups. However, corresponding to the study of group difference by the projection of two sets of samples onto a line, is the technique of multiple discriminant functions for the overall study of group difference among more than two groups. The method consists of projecting the G sets of N-dimensional sample, G < N, onto a Euclidean space of (G-1) dimensions in such a way that the total scatter of the G sets of projected samples in this space of (G-1) dimensions is maximized relative to the within-samples scatter of the samples. The mechanics of obtaining the coordinates of this "Discriminant Space" of (G-1) dimensions is given in Appendix H. Corresponding to each coordinate of the (G-1) dimensional space, one obtains a linear discriminant function. The resulting discriminant functions z_j, j = 1, 2, ..., (G-1), which are linear functions of the original predictors x_1, x_2, ..., x_N, may be viewed as a reduced set of variables. Classification in this space of reduced variables can proceed by the methods presented under the heading of probabilistic classification.

6.6 Practical Discriminant Analysis

For the case of two groups, the linear and quadratic classification functions which have been discussed represent feasible solutions which can be justified by one of a number of points of view. The linear function given by the first term of Equation 6-15 is, for normal distributions with covariance matrices assumed equal, near-optimum because of its relation to Equation 6-3. This function can also be justified as being the one which for arbitrary distributions leads to the maximization of the ratio of Equation 6-36. The linear function or hyperplane represents the simplest boundary which can be used to divide the sample space. Quadratic classification functions represent the next level of complexity. The substitution of sample estimates of parameters in Equations 6-8 and 6-9 and their subsequent use in the quadratic function of Equation 6-7 leads to a near-optimum solution when the distributions are multivariate normal with unequal covariance matrices and the sample sizes are large. For other continuous distributions this quadratic function of Equation 6-7 may be considered as a "good" first approximation. For the case where the covariance matrices are not assumed equal an alternative is to compute the Anderson-Bahadur linear function which finds the direction along which, for arbitrary distributions the ratio of the difference between means of projected samples to the sum of the standard deviations of the two sets of projected samples is maximized (see Appendix H).
For binary variables, a second order approximation to the likelihood ratio is obtained from Equation 6-12 and for the case where the variables appear to be only slightly correlated, a further approximation leads to the quadratic function of Equation 6-13.

When the number of predictors is large an initial screening of the variables may be done by using the generalized distance $D^2$. This results in a reduction of computation since a number of terms involving unselected variables need not be computed. The reduction in computation is especially valuable when the number of groups involved is large.

For more than two groups, $G$, a transformation of the sets of samples from the original $N$-dimensional space to a discriminant space of $(G-1)$ dimensions whose coordinates are linear functions of the original $N$ variables enables one to apply classification procedures, both parametric and non-parametric, in the new space. Since even a linear function of binary variables will be a continuous variable, the joint distributions of a new reduced set of variables will be better approximated by a multivariate normal distribution than the joint distributions of the original variables.

Having obtained a classification procedure it is useful to evaluate its performance on new samples in addition to the known samples which were used to design the classification procedures. Two types of statistics are of interest. The first should test whether the procedure being used does better than a suitably defined "pure chance" method. The second statistic should test whether one classification function performs significantly better than another classification function. It is necessary to have such tests since the performance on a small sample of unknowns may not be indicative of true performance. Some statistics which have been suggested for this purpose are presented by Lubin and Miller.


Table 6-1 presents the practical statistical techniques available for generating linear and quadratic discriminant functions suitable for classification of unknown samples belonging to one or the other of two populations. A discussion of the relationship of these techniques to some of the current work on pattern recognition networks has been presented in references 1 and 2.


<table>
<thead>
<tr>
<th>Form of Distribution Known or Assumed</th>
<th>Classification Procedure</th>
<th>Form of Resulting Discriminant Function</th>
<th>Comments</th>
<th>Applicable Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Multivariate normal distributions with common covariance matrices</td>
<td>Logarithm of likelihood ratio</td>
<td>Sum of terms which are linear in the variables - a hyperplane</td>
<td>Optimal when the assumptions hold. Generally used as a &quot;good&quot; linear classification function</td>
<td>6-1 - 6-5, 6-15 and 6-18</td>
</tr>
<tr>
<td>2. Multivariate normal distributions with different covariance matrices</td>
<td>Logarithm of likelihood ratio</td>
<td>Sum of linear and quadratic terms: difference of two quadratic forms</td>
<td>Optimal when the assumptions hold. A good quadratic classification function for general use.</td>
<td>6-6, 6-9 used with sample estimates of population parameters</td>
</tr>
<tr>
<td>3. Multivariate distributions of binary variables</td>
<td>Logarithm of likelihood ratio</td>
<td>Sum involving the logarithm of terms of the Bahadur expansion for the joint distribution of binary variables</td>
<td>Optimal when all terms of the expansion are retained. Approximations to the distributions, by truncating the expansion and retaining only some terms, may not be probability functions. The procedure does not lead to a simple implementation.</td>
<td>6-10, 6-12</td>
</tr>
<tr>
<td>4. Multivariate distributions of binary variables</td>
<td>Bahadur's approximation to the log of the likelihood ratio</td>
<td>Sum of linear quadratic and higher order terms with as many terms being retained as desired</td>
<td>Valid approximation only if the correlation terms retained in the approximation of each joint probability function add up to less than 1. Expansion can be limited to linear or linear plus quadratic terms. Has a simple implementation.</td>
<td>6-13</td>
</tr>
</tbody>
</table>
### TABLE 6-1

**SUMMARY OF BASIC CLASSIFICATION PROCEDURES (Cont)**

<table>
<thead>
<tr>
<th>Form of Distribution Known or Assumed</th>
<th>Classification Procedure</th>
<th>Form of Resulting Discriminant Function</th>
<th>Comments</th>
<th>Applicable Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>5. None</td>
<td>Fix-Hodges nonparametric method of estimating the numerator and denominator of the likelihood ratio.</td>
<td>Ratio of two numbers</td>
<td>Distance between a new sample and its K nearest neighboring samples must be computed. Ambiguity in definition of K. Provides consistent discrimination if the sample sizes are large.</td>
<td>page 6-12</td>
</tr>
<tr>
<td>6. None</td>
<td>Anderson-Bahadur linear function</td>
<td>A linear function of the variables</td>
<td>Computes a linear function for which the ratio of the difference between the means of the projected samples to the sum of the standard deviations of the projected samples is maximized. This turns out to be the linear function, which, within the class of linear functions, is optimum for case 2 of this table.</td>
<td>H-26 to H-34 (Appendix H)</td>
</tr>
<tr>
<td>7. None</td>
<td>Fisher's linear function</td>
<td>A linear function of the variables</td>
<td>Computes a linear function for which the ratio of the variance between projected samples to the variance within the projected samples is maximized. When the distributions are as in case 1 above the resulting expression is the same as in case 1 above except for a constant.</td>
<td>H-55 to H-60 (Appendix H)</td>
</tr>
</tbody>
</table>
SECTION 7
DESIGN OF COMPUTER SIMULATION EXPERIMENTS

7.1 General Description

The overall purpose of the computer simulation experiments is the evaluation of techniques for the recognition of targets of military significance in gray-scale aerial photographs. The input data consist of 100 small photograph segments, each containing a tank image and 150 or more photograph segments containing typical terrain background but no tanks. The experiment will deal with the problem of identifying tanks only, but the approach is sufficiently general to be applicable to a variety of other target types.

The images will be converted to digital form and Laplacian processed in the Philco S-2000 general purpose computer into black and white representations showing only the relatively sharp contrast edges. Using a training sample consisting of 50 tank images and 50 non-tank images, the computer will then design a number of feature masks, one for each of several sub-areas of the image space. These feature masks will be sums of weighted binary picture element values, and in some cases, weighted pairs of picture element values. In the mathematical sense, the masks are linear and quadratic discriminant functions. The weights are of the coefficients of these discriminant functions calculated from the resolution element values obtained in the sample (50 tanks and 50 non-tanks), based on the principles of statistical decision theory. The masks will be designed to produce maximum outputs for the tank images and minimum outputs for non-tank images. There are several alternative procedures for calculating coefficients; the optimum procedure for the present problem has not been determined. Consequently, each alternative procedure must be used to design a set of masks and the performance of the different sets must be compared to determine which is best.

After calculating the coefficients, the computer will calculate and print out the mask outputs for each of the 50 tank and 50 non-tank images in the training sample. There will be a print-out for each of the several sets of masks designed according to the alternative statistical procedures. These print-outs of the feature mask outputs will be studied to determine error and false alarm rates for various assumed threshold settings, in order to obtain an idea of the relative discrimination capabilities of the alternative mask sets.

Assuming a set of thresholds giving equal false alarm and false dismissal error rates, a calculation will be made of the binary values of the threshold feature mask outputs for each member of the training sample and the computer will use this data to calculate the coefficients of a final discriminant
function for each mask set. The computer will then calculate and print out the analog value of this final discriminant function for each image of the training sample. Here again, a print-out will be made for the outputs of each alternative set of feature masks. Inspection of this print-out will show the error rates and false alarm rates obtained for various assumed threshold settings on the final decision function. These figures will provide another basis for comparison of alternative mask designs, but not a conclusive one, inasmuch as the comparison will be based only on the performance of the simulated recognition systems on the training sample, i.e., the same set of images previously used to design the feature masks.

The final design phase of the experiment will provide the decision logic for a set of random masks. The computer will first determine the random mask outputs for the training sample by summing up the products of all the binary resolution element values times the binary values of a random mask at the corresponding points in the image space and repeating this operation for all the random masks. The computer will then calculate an optimum discriminant function and threshold (final decision logic) for the random masks.

In the next phase of the experiment, an evaluation and comparison will be made of the performance of each of the alternative system designs on an unknown sample, i.e., a fresh sample set of tank and non-tank images and used in designing the recognition logics. Fifty new tank images and at least 100 fresh non-tank images will be processed by a computer simulation of the recognition process, and the final discriminant function output before thresholding will be printed out for each member of the sample. This step will be repeated for each simulated recognition logic. Inspection of these print-outs will provide estimates of error rates and false alarm rates for various assumed threshold settings with each simulated system design operating on an unknown sample.

False alarm rates are expected to vary considerably, depending on the degree of resemblance of the non-tank image patterns to tank images. A number of selected non-tank samples from different populations will be put through the computer simulation for one or more simulated recognition systems in order to obtain separate estimates of false alarm rates on each of a number of typical backgrounds (e.g., open country, rocky terrain, built-up areas, and hedgerows). This probably will necessitate a repetition of the computer simulation with additional samples of non-tank images.

After completing and evaluating the results of this first series of experiments simulating systems using random masks and optimum feature masks, it is planned to conduct further experiments on a universal feature mask system. This system will use a number of geometrical and perhaps some texture-feature masks, and test for these features over all sub-areas in the image space. These would be "general purpose" features including straight lines and
parallel straight lines of various lengths at each of a number of angles, corners at various angles and circles. The computer will compile statistics on the numbers of each of these features seen in samples of each of a number of different target classes and non-target classes. The decision logic will then classify an unknown image according to the number of each of the features it contains.

An alternative technique differing somewhat from the one just described will also be investigated in these follow-on experiments. Rather than compiling statistics on the number of features throughout the image space, regardless of the location of these features, the image will be arbitrarily divided into a number of blocks and the existence or non-existence of each feature will be determined for each block. This information will then be used as input to a recognition logic based not only on the occurrence of individual features, but on where these features are located in the image space.

The constraints selected to simplify the problem have been chosen so that they do not prohibit a generalization of the results. The generalizations, hopefully, will permit the establishment of rules and techniques which in turn will lead to the design of more complex recognition logic. The simplifications assumed for the present model are summarized in Table 7-1.

The sample imagery for these experiments is taken from two rolls of aerial photography (negative) taken during Army maneuvers at Fort Drum, New York, in August 1960. The scale of this photography is approximately 1:6000. One hundred images of tanks were cropped from contact prints. These print segments were then assembled into a ten-by-ten mosaic with all the tank images oriented in the same direction. One hundred other photograph segments, containing miscellaneous natural and man-made objects, were similarly assembled into a ten-by-ten mosaic. The mosaics were then photographed and printed as positive transparencies on four-by-five inch glass plates suitable for input to the Philco IMITAC* equipment. The tank mosaics are shown in Figure 7-1. It is planned to prepare additional non-tank mosaics containing selected patterns representative of various typical backgrounds (e.g., open country, built-up areas).

* "Image Input To Automatic Computer" -- a flying spot scanner and associated circuitry that converts an image into digital form to six-bit precision (on tape) preparatory to processing the video data in the Philco S-2000 general purpose computer.
### TABLE 7-1

**SIMPONIFYING ASSUMPTIONS FOR SIMULATION MODEL**

<table>
<thead>
<tr>
<th>Simplifying Assumption</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gray-level information is discarded in the pre-processing operation.</td>
<td>Although information is discarded in the process, this technique does not compromise proof-of-feasibility with gray-scale images.</td>
</tr>
<tr>
<td>Tank mosaics are presented in registry.</td>
<td>No real performance compromise since registry testing is expected to be used to eliminate registry problems in any future machine or alternately, redundancy is introduced to handle registry.</td>
</tr>
<tr>
<td>Interdependence of elements of different regions of the retinal space is ignored in designing masks.</td>
<td>Final decision logic will consider pairwise dependent relationships and thus compensate in part for the simplification.</td>
</tr>
<tr>
<td>Initial size of region for which mask is designed is taken as about 50 retinal elements.</td>
<td>Some overlapping of regions will be performed to gain insight into the effect of this limitation.</td>
</tr>
<tr>
<td>Restricted population of images.</td>
<td>Careful choice of images to avoid simple cases or unusual views should give a &quot;typical&quot; set.</td>
</tr>
</tbody>
</table>
Figure 7-1 Tank Mosaic
7.2 Discriminant Functions Utilized in the Simulation

**Introduction**

The first requirement is to generate intermediate decision statistics of the form

\[ Y_r^{(s)} = \sum_{i=1}^{M_1} b_i x_i + \sum_{i,j=1}^{M_2} a_{ij} x_i x_j \quad (r = 1, \ldots, 6) \quad (s = 1, 2, 3) \quad (7-1) \]

where,

- \( x_i \) = the response from the \( i^{th} \) retinal element
- \( M_1 \) = the number of retinal elements in the \( r^{th} \) region with significant linear weights, \( b_i \)
- \( M_2 \) = the number of pairs of retinal elements with significant weights, \( a_{ij} \)
- \( r \) = the index indicating the \( r^{th} \) subset of retinal elements
- \( s \) = an index signifying the statistical method applied in determining the weighting coefficients
- \( Y_r^{(s)} \) = the response from the \( r^{th} \) feature mask derived by an application of the \( s^{th} \) discriminant function.

These decision statistics (feature masks) will be designed by determining weighting coefficients for each element and each pair of the 50 retinal elements in the \( r^{th} \) subset.

**Linear Discriminant Function per R. A. Fisher\(^1\)**

The linear discriminant function of R. A. Fisher is one of the basic techniques that will be used. Since this is a linear function, Equation (7-1) reduces to

\[ Y_r^{(s)} = \sum_{i=1}^{M_1} b_i x_i + \sum_{i,j=1}^{M_2} a_{ij} x_i x_j \quad (r = 1, \ldots, 6) \quad (s = 1, 2, 3) \quad (7-1) \]

---

\[ Y_{r}^{(s)} = \sum_{i=1}^{M_1} b_i x_i \]  

(7-2)

In this case, \( M_1 \) of the linear weights (where \( M_1 < 50 \)), will be used to implement the feature mask for the particular region of the retinal space involved. Obviously, the \( M_1 \) most significant weights will be selected. It is expected that the Mahalanobis \( D^2 \) test of significance described in Section 6 will be satisfactory for selecting the \( M_1 \) weights.

**Quadratic Discriminant Function with Assumed Normality**

Two quadratic discriminant functions are used. They differ in the following general way. The first technique (title above) assumes that the retinal responses, which are binary variables, satisfy a multivariate normal distribution. Thus, the logarithm of the likelihood ratio can be established and weighting coefficients are derived by grouping linear and quadratic terms. Naturally, the covariance matrix of the two populations are assumed to be unequal. Keeping significant coefficients, a quadratic discriminant function of the form of Equation 7-1 is established.

**Quadratic Discriminant Function per Lazarsfeld and Bahadur**

This second quadratic function makes particular use of the fact that the underlying variables are binary. The actual density function of the retinal responses is approximated by the Lazarsfeld-Bahadur expansion of density functions of binary variables. Dependence higher than pairwise is neglected. This approximation also results in a quadratic form like Equation 7-1, under conditions specified in Appendix H.

7.3 **Details of the Computation**

Six decision statistics of the form indicated in Equation 7-1 will be generated for each of the three discriminant functions listed above. The computer will calculate sample values of the \( Y_{r}^{(s)} \)'s and will print out analog values to be used for evaluation and comparison. This print-out will be utilized to estimate threshold effects, to compare the performance of one set of masks with another, and to judge the effectiveness of the masks for purposes of classification.


Intermediate decisions will be made about the presence or absence of a feature yielding binary variables as inputs to the final decision logic. That is, the final decision statistic for each of the discriminant techniques will take the form

\[
Z_s = \sum_{r=1}^{6} c_r Y_r^{(s)} (\eta) + \sum_{r, q = 1}^{21} d_{rq} Y_r^{(s)} (\eta) Y_q^{(s)} (\eta) \quad (7-3)
\]

where

\[
Y_r^{(s)} (\eta) = \begin{cases} 
1 : Y_r^{(s)} > \eta \\
0 : Y_r^{(s)} \leq \eta
\end{cases} \quad (7-4)
\]

The coefficients \( c_r \) and \( d_{rq} \) will be calculated according to the method found most effective in specifying the coefficients \( a_{ij} \) and \( b_i \) (Equation 7-1 above). The computer will calculate and print out the coefficients \( c_r \) and \( d_{rq} \) and analog values of \( Z_s (s = 1, 2, 3) \) for sets of \( Y_r^{(s)} \) derived from each discriminant technique. These print-outs will be used in evaluating and comparing these alternative techniques. Final decisions based on whether or not \( Z_s > 0 \) will be made on test samples containing 50 line drawings* of tank mosaics and two or more groups of 50 line drawings of non-tank populations.

The results of the above experiment will be used as a guide for the design of feature masks over the entire retinal space. It is expected that some overlapping sub-regions of the retinal space will be permitted in the design of feature masks at this stage of the experiment to provide some insight into the effects of the limited size of the sub-regions. Some 16 to 32 feature masks will be designed in conjunction with a "best" final decision logic. These will be used in the next experiment for comparison to the random mask approach.

The majority of the calculations required of the computer will involve solving the equations listed in the paragraphs below.

**Detailed Calculations for Linear Discriminant Function**

Solve for \( b_i \), where

\[
b_i \ x_i = \left( \sum_{j=1}^{50} s^{ji} (\bar{x}_j^{(1)} - \bar{x}_j^{(2)}) \right) x_i \quad (7-5)
\]

* i.e., detail detected representations using the thresholded Laplacian.

7-8
or

\[ b_i = (S_i^{d_1} d_1 + S_i^{d_2} d_2 + \ldots + S_i^{d_{50}} d_{50}) \]  

(7-6)

where

\[ d_i = (x_i^{(1)} - x_i^{(2)}) \]  

(7-7)

and \( s_j \) is an element of the inverse transform of \( S \) defined in Equation 6-18, Section 6.

Repeat for six different subsets of \( \{x\} \) of 50 elements each, for all \( b_i \) such that \( |b_i| > \frac{k}{50} \) (\( k \geq 1 \)), compute the statistics

\[ Y_{jg} = \sum_{i=1}^{M} b_i x_i \quad (j = 1, \ldots, S_g) \quad (g = 1, 2) \]  

(7-8)

\[ \bar{Y}_1 = \frac{1}{S_1} \sum_{j=1}^{S_1} Y_{j1} \]  

(7-9)

\[ \bar{Y}_2 = \frac{1}{S_2} \sum_{j=1}^{S_2} Y_{j2} \]  

(7-10)

where

\( S_1 = \) number of target samples of class 1

\( S_2 = \) number of target samples of class 2

The estimated computer time on the Philco 2000 required to complete computations of all \( Y_j \)’s, \( Y_1 \)’s, and \( Y_2 \)’s is less than 30 seconds without print-out.
Print-out of all 300 $b_i$'s and all $Y_j$'s, $Y_1$'s, and $Y_2$'s, will be required to provide analog data for engineering analysis and evaluation. An additional 15 seconds of computer time is approximated for print-out.

**Calculation for Likelihood Ratio with Assumed Normality**

Compute

$$a_{ij} = \left\{ v_1^{ij} - v_2^{ij} \right\} \quad (i, j = 1, \ldots, 50) \quad (7-11)$$

and

$$b_i = 2 \left\{ (m_1^{(1)} v_1^{11} - m_1^{(2)} v_2^{11}) + (m_2^{(1)} v_1^{12} - m_2^{(2)} v_2^{12}) + \ldots + (m_N^{(1)} v_1^{iN} - m_N^{(2)} v_2^{iN}) \right\} \quad (7-12)$$

Keeping significant values of $b_i$ and $a_{ij}$, compute

$$Y_{ks} = \sum_{i=1}^{M_1} b_i x_i + \sum_{i,j=1}^{M_2} a_{ij} x_i x_j \quad (s = 1, \ldots, 100) \quad (k = 1, \ldots, 6) \quad (7-13)$$

where

- $M_1$ = number of significant values of $b_i$'s
- $M_2$ = number of significant pairs, i.e., of $a_{ij}$'s
- $s$ = index over target sample
- $k$ = index over features for which masks are required.

With print-out of the sample means, sample covariances, and the coefficients, the automatic design of six masks will required less than one minute of computer time.

**Calculation for Second Order Binary Discriminant Function**

*(Lazarsfeld-Bahadur Expansion)*

Compute

$$a_{ij}^{(1)} = u_{ij}^{(1)} - u_{ij}^{(2)} \quad (7-14)$$
where

\[ u_{ij}(g) = \frac{\mathbf{r}_{ij}(g)}{\sqrt{m_i(g)(1 - m_i(g))m_j(g)(1 - m_j(g))}}, \quad (g = 1, 2) \quad (7-15) \]

and

\[ b_i = a_i + \sum_{j \neq i}^{N} (-m_j^{(1)}u_{ij}^{(1)} + m_j^{(2)}u_{ij}^{(2)}) \quad (7-16) \]

with

\[ a_i = \log \left[ \frac{m_i^{(1)}}{m_i^{(2)}} \cdot \frac{(1 - m_i^{(1)})}{(1 - m_i^{(2)})} \right] \quad (7-17) \]

(Note: see Section 6 for approximations made in determining these coefficients.)

Keeping significant weighting coefficients, compute six feature mask responses:

\[ y_{ks} = \sum_{i=1}^{M_1} b_i x_i + \sum_{i,j=1}^{M_2} a_{ij} x_i x_j \quad (7-18) \]

\[(s = 1, \ldots, 100)\]
\[(k = 1, \ldots, 6)\]

as in the likelihood ratio technique described above.

With print-out of the sample means, sample covariances, and the coefficients, the automatic design of six masks will require less than one minute of computer time.

Final Decision Logic and Comparison Experiment

A choice of the discriminant function to be used in the final decision will be made on the basis of experimental results. Each set of six masks
derived by the three methods will be used to generate inputs to the final decision. Scores or frequencies of the two ways of misclassification will be accumulated on the basis of six masks as a function of the threshold of the final decision. With print-out of the final decision statistics for each target sample, computer time for this phase is expected to be from two to five minutes.

These results will be used as a guide for final design of the simulated tank recognition device. From 16 to 32 masks will be designed by the preferred discriminant technique, i.e., an additional 10 to 26 masks. Depending upon the results of previous phases, the required computer time may be as much as one hour or as little as a few minutes.
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SECTION 9

PLANS FOR THE NEXT INTERVAL

Implementation Studies

The problems inherent in parallel access optical correlators will be examined in greater detail. In particular, we will study the feasibility of layering subdecisions using cascaded multimask arrays or mosaics of optical correlators to achieve data rates competitive with multiple cross-correlation techniques based on scanning.

Computer Simulation Experiments

Work will continue on the experiments described in Section 7. Computer programs will be prepared for feature mask design, for generating random mask outputs, and for computing mask and final decision logic outputs. These computer programs will operate on the training sample (fifty tanks and fifty non-tanks) to generate print-outs from which alternative feature masks designs will be evaluated.

Computer simulation of performance of feature masks and random masks on unknown samples will be completed if time permits.
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APPENDIX A

LAPLACIAN AND GRADIENT PREPROCESSING

1. Introduction

Two candidate preprocessing techniques are presently under detailed consideration for modifying input video data prior to its introduction into an imagery screening cross-correlator. They are: Laplacian (spatial band-pass filtering), and gradient magnitude (spatial differentiation). The Laplacian operation eliminates absolute brightness scale as well as low-spatial frequencies which are of little consequence in screening operations. Gradient magnitude detection is a non-linear operation that responds to edges in the scanned photograph. Each technique has distinct advantages, and either may be implemented simply with short electrical delay lines.

The chief advantage of the Laplacian is that it responds linearly to a large fraction of relevant input data, while the gradient rejects more data and presents the retained data in a form more readily usable in a later cross-correlation process.

Delay line implementations of the two preprocessing techniques are similar in concept. A ribbon scan is assumed (see Section 4.3); Figure A-1 shows part of the path followed by the scanning spot image prior to its arrival at point A on the transparency. Through insertion of proper delays, simultaneous sensing at any number of points A through F is possible. The Laplacian approximation L may be taken as

\[ L = V_D - \frac{1}{4} (V_A + V_C + V_E + V_F), \]  

(A-1)

and the gradient magnitude \(|G|\) as

\[ |G| = \sqrt{(V_A - V_E)^2 + (V_B - V_D)^2}. \]  

(A-2)

Alternately, the gradient squared may be obtained and

\[ |G|^2 = (V_A - V_E)^2 + (V_B - V_D)^2. \]  

(A-3)

The quantities \(V_A, V_B\ldots\), are voltages sensed at the points, A, B, \ldots, in Figure A-1.
Figure A-1 Gradient and Laplacian Detection
In the following discussion the two delay line preprocessing techniques are examined to determine their signal-to-noise ratio capabilities.

2. Laplacian

Figure A-1 illustrates simultaneous delay line sensing of several data points in an array of fixed form. The Laplacian \( L \) at sample point \( D \) may be obtained approximately by taking

\[
L_D = V_D - \frac{1}{4} (V_A + V_C + V_E + V_F). \tag{A-4}
\]

The voltage \( V \) sensed at each point is simply input video delayed by some fixed interval, plus noise which is assumed to be gaussian and independent of that at the other terminals. The output noise component \( N_D \) due to the Laplacian operation above is simply the weighted rms summation of noise components \( \text{rms value } \sigma_i \), i.e.,

\[
N_D = \sqrt{\sigma_i^2 + \frac{1}{16} (4 \sigma_i^2)} = 1.12 \sigma_i \tag{A-5}
\]

Because the Laplacian signal output differs in form from that at the input, it is necessary to define criteria by which signal-to-noise ratio comparisons may be made. For example, we may take as the input signal, video due to scanning vertically across a horizontal edge and let \( (S/N)_\text{in} \) represent the ratio of the resulting video step to rms noise in the video signal. Since the Laplacian and gradient squared functions will generally be used in conjunction with threshold detectors, it is reasonable to define \( (S/N)_\text{out} \) as the ratio of the peak deviation of the signal from zero to the rms noise in the output. When a horizontal transition lies between points \( C \) and \( D \), the instantaneous output signal amplitude is one quarter of the input step. When the transition lies between \( D \) and \( E \), the output is one quarter of the input step, but in the opposite polarity. The relationship between output and input signal-to-noise ratio now be written for this case as

\[
(S/N)_\text{out} = \frac{0.25 S}{1.12 \sigma_i} = 0.223 (S/N)_\text{in}. \tag{A-6}
\]

Similarly, it may be shown for a line of width approximately equal to element spacing that

\[
(S/N)_\text{out} = 0.446 (S/N)_\text{in} \tag{A-7}
\]
and for a point of about this diameter

\[(S/N)_{\text{out}} = 0.892 (S/N)_{\text{in}} \quad (A-8)\]

While these figures are obtained for specific inputs, it is believed that they are indicative of performance to be expected from the delay line Laplacian detector.

3. Gradient Squared

The second preprocessing technique to be considered is the gradient (magnitude) squared. By this process, level changes are detected without regard to the direction of the change. The delay line gradient squared detector operates on the points, A, B, D and E in Figure A-1, and the equation of this operation is, (ignoring noise)

\[|G|^2 = (V_A - V_E)^2 + (V_B - V_D)^2 \quad (A-9)\]

Since there is a signal component and a noise component associated with each of the four points, it is convenient to rewrite Equation A-9 with noise terms included. The output voltage \(V_o\) is thus found to be

\[V_o = \left[\left(V_A - V_E\right) + (n_A - n_E)\right]^2 + \left[\left(V_B - V_D\right) + (n_B - n_D)\right]^2 \quad (A-10)\]

\[V_o = \left[\left(V_A - V_E\right)^2 + (V_B - V_D)^2\right] + 2 \left[\left(V_A - V_E\right)(n_A - n_E) + (V_B - V_D)(n_B - n_D)\right]\]

\[+ \left[(n_A - n_E)^2 + (n_B - n_D)^2\right] \quad (A-11)\]

\[= V_1 (S) + V_2 (S, N) + V_3 (N) \quad (A-12)\]

with \(V_1 (S) = |G|^2\).
\(V_2(S, N)\) is a linear signal-weighted noise term whose rms value \(\sigma_{V_2}\) is

\[
\sigma_{V_2} = 2 \left[ (V_A - V_E)^2 (2 \sigma_1^2) + (V_B - V_D)^2 (2 \sigma_1^2) \right]^{1/2} \tag{A-13}
\]

\[
= 2\sqrt{2} \sigma_1 \left[ (V_A - V_E)^2 + (V_B - V_D)^2 \right]^{1/2} \tag{A-14}
\]

\[
= 2\sqrt{2} \sigma_1 |G| \tag{A-15}
\]

where \(\sigma_1\) is the standard deviation of noise at each delay line terminal.

\(V_3(N)\) is a square law summation of two random noise terms resulting in a chi-square distribution. Since each noise term \(n_A, n_E, n_B, n_D\) has rms value \(\sigma_1\), we may let \(X_1 = n_A - n_E\) and \(X_2 = n_B - n_D\) with \(\sigma_{x1} = \sigma_{x2} = \sigma_x \sqrt{2} \sigma_1\). Then the chi-square distribution gives

\[
f(V_3) = \frac{1}{2 \sigma_x^2} \left( \frac{V_3}{2 \sigma_x^2} \right) e^{-\frac{V_3}{2 \sigma_x^2}} \tag{A-16}
\]

The mean \(\mu_{V_3}\) and standard deviation \(\sigma_{V_3}\) of this density function are equal and

\[
\mu_{V_3} = \sigma_{V_3} = 2 \sigma_x^2 \tag{A-17}
\]

Since \(\sigma_x = \sqrt{2} \sigma_1\),

\[
\mu_{V_3} = \sigma_{V_3} = 4 \sigma_1^2 \tag{A-18}
\]

As with the Laplacian, it is necessary to set up conditions by which output signal-to-noise ratio may be compared with that into the gradient detector. We once again consider a horizontal edge with \((S/N)_{in}\) the ratio of this step to rms noise at any tap. It is clear that the output due to this edge is maximum when

the edge passes through center of the array, and is twice the input step magnitude. Therefore,

\[ |G| = \sqrt{2S_{in}} \]  \hspace{1cm} (A-19)

\[ |G|^2 = 2S_{in}^2 \]  \hspace{1cm} (A-20)

and we now have the ingredients necessary to determine how gradient detection affects signal-to-noise ratio.

It is convenient to obtain expressions for very high and very low signal-to-noise ratios.

a. High Signal-to-Noise Ratio

In this case, the linear term \( V_2(S,N) \) of Equation A-12 predominates, and we may write

\[ \frac{2S_{in}}{2\sqrt{2}\sigma_i\sqrt{2S_{in}}} = 0.5 (S/N)_{in} \]  \hspace{1cm} (A-21)

b. Low Signal-to-Noise Ratio

The quadratic term \( V_3(N) \) of equation (A-9) predominates in this case, and

\[ \frac{2S_{in}}{4\sigma_i^2} = 0.5 (S/N)_{in}^2 \]  \hspace{1cm} (A-22)

In general, any practical system will have a high signal-to-noise ratio, and Equation (A-21) will apply. Thus it can be expected that few signal-to-noise ratio problems should arise in gradient detection.

Since different system concepts may be necessary to utilize the two outputs most effectively, it would be presumptuous to attempt an absolute comparison between Laplacian and gradient magnitude in terms of imagery screening capability. However, so little loss in signal-to-noise ratio results from gradient magnitude detection, and because simplified screening logic may be used with this type of preprocessing, the gradient process appears more attractive at present.
APPENDIX B

EQUIVALENCE OF SPATIAL FREQUENCY FILTERING AND CROSS CORRELATION TECHNIQUES

The coherent light, optical spatial filtering technique provides an exact two-dimensional analog of conventional passive filtering in the one-dimensional time domain. Due to the apparent generality of the technique, it is sometimes assumed to be superior in its capabilities to the techniques that work in the spatial domain, such as the lensless correlographs and scanner, tapped delay-line cross correlators. In fact, these spatial domain techniques are completely equivalent to optical spatial frequency filtering. The mathematical statement relating the spatially filtered output \( f(x, y) \) to the raw input \( r(x, y) \) in the ideal coherent-light, optical spatial filter is as follows.

\[
\overline{f}(x, y) = \mathcal{F}^{-1}\left[\frac{F(\omega_x, \omega_y)}{R(\omega_x, \omega_y)}\right] \quad (B-1)
\]

\[
\overline{F}(\omega_x, \omega_y) = \overline{R}(\omega_x, \omega_y) \cdot \overline{G}(\omega_x, \omega_y) \quad (B-2)
\]

\[
\overline{H}(\omega_x, \omega_y) = \mathcal{F}[h(x, y)] \quad (B-3)
\]

where \( \overline{G}(\omega_x, \omega_y) \) is the filter function. In general, \( r(x, y) \) will be real, but the other functions may be complex, i.e.,

\[
\overline{f}(x, y) = f_r(x, y) + j f_i(x, y) \quad (B-4)
\]

\[
\overline{F}(\omega_x, \omega_y) = F_r(\omega_x, \omega_y) + j F_i(\omega_x, \omega_y) \quad (B-5)
\]

\[
\overline{G}(\omega_x, \omega_y) = G_r(\omega_x, \omega_y) + j G_i(\omega_x, \omega_y) \quad (B-6)
\]

\[
\overline{R}(\omega_x, \omega_y) = R_r(\omega_x, \omega_y) + j R_i(\omega_x, \omega_y) \quad (B-7)
\]

and  \( f(x, y) = \overline{f}(x, y) \).

Note that in general, \( \overline{G}(\omega_x, \omega_y) \) has an inverse transform

\[B-1\]
The output $\overline{f}(x, y)$ can be expressed equally well by the expression

$$\overline{f}(x, y) = r(x, y) \ast \overline{g}(x, y)$$  \hspace{1cm} (B-10)

where $\ast$ is the symbol for convolution, i.e.,

$$\mathcal{F} \left[ r(x, y) \ast \overline{g}(x, y) \right] = \overline{\mathcal{R}}(\omega_x, \omega_y) \cdot \mathcal{G}(\omega_x, \omega_y)$$  \hspace{1cm} (B-11)

The complete expression of the convolution is

$$\overline{f}(x, y) = r(x, y) \ast \overline{g}(x, y)$$

$$= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} r(x - \xi, y - \eta) \overline{g}(\xi, \eta) \, d\xi \, d\eta \hspace{1cm} (B-12)$$

Equation B-12 is the expression for the cross-correlation of $r(x, y)$ and $\overline{g}(x, y)$, which is the operation performed by the lensless correlograph and by the scanner-delay line cross-correlator techniques.

Throughout the discussion, the variable $\overline{g}(x, y)$ has been assumed to be complex. However, it should be noted that this does not limit the applicability of the cross-correlator techniques which work only with real functions. The complex function $\overline{g}(x, y)$ can be represented by the sum of a real function and an imaginary function.

$$\overline{g}(x, y) = \overline{g}_r(x, y) + j \overline{g}_i(x, y). \hspace{1cm} (B-13)$$

The correlation of $r(x, y)$ with $\overline{g}_r(x, y)$, and of $r(x, y)$ with $\overline{g}_i(x, y)$, can be carried out separately (but simultaneously in the delay line cross-correlator device). Thus, the same information is available at the cross-correlator output as is available in the complex output of the coherent light optical...
spatial filter. Because of the nature of practical light sensors, the output from the optical spatial filter device will be measured in terms of quadratic content

\[ |\overline{f}(x, y)|^2 = \overline{f}(x, y) \overline{f}^*(x, y) = f_x^2(x, y) + f_y^2(x, y). \]  

(B-14)

With the cross-correlation techniques, the real and imaginary components can be treated separately.

The foregoing discussion has been carried out in terms of complex aperture functions in order to show completely general equivalence between coherent-optical spatial filtering and cross-correlation. As a practical matter, however, useful apertures for spatial filtering are almost always pure real (no imaginary component). For mechanical convenience, investigators in coherent optical systems often use unsymmetrical filter functions in \( \omega \) which result in complex apertures; however, there is no evidence that the use of complex apertures in the spatial domain provides any additional utility over pure real apertures.
APPENDIX C

EQUIVALENCE OF TWO TEXTURE MEASUREMENT TECHNIQUES

In this appendix, the equivalence of two methods of measuring "textural" features is demonstrated. In the first method, the output $\phi$ for a particular texture measurement is obtained by applying a linear discriminant function to the components of the Fourier power spectrum of the image. In the second method, the input image is cross-correlated with each of two apertures, these correlation functions squared, and the difference of these squares integrated over the entire frame, yielding the output $\phi$. It is shown that with the appropriate choice of aperture functions, the two expressions for $\phi$ are equivalent.

Let $h(x, y)$ be the input image, and let $B(\omega_x, \omega_y)$ be its Fourier transform, and $B(\omega_x, \omega_y) \cdot B^*(\omega_x, \omega_y)$ the Fourier power spectrum. $D(\omega_x, \omega_y)$ is a two dimensional linear discriminant function which will operate on $|B(\omega_x, \omega_y)|^2$.

$$\phi = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} D(\omega_x, \omega_y) B(\omega_x, \omega_y) \cdot B^*(\omega_x, \omega_y) \, d\omega_x \, d\omega_y$$  \hspace{1cm} (C-1)

Define two real non-negative functions

$$D_p(\omega_x, \omega_y) = \begin{cases} D(\omega_x, \omega_y) \text{ when } D(\omega_x, \omega_y) > 0 \\ 0 \text{ otherwise} \end{cases}$$ \hspace{1cm} (C-2)

and

$$D_N(\omega_x, \omega_y) = \begin{cases} -D(\omega_x, \omega_y) \text{ when } D(\omega_x, \omega_y) \leq 0 \\ 0 \text{ otherwise} \end{cases}$$ \hspace{1cm} (C-3)

where

$$D_p(\omega_x, \omega_y) - D_N(\omega_x, \omega_y) = D(\omega_x, \omega_y).$$ \hspace{1cm} (C-4)
In addition, define two aperture functions

\[ W_1 (x, y) = \mathcal{F}^{-1} \left[ \sqrt{D_P(\omega_x, \omega_y)} \right] \]  

\[ W_2 (x, y) = \mathcal{F}^{-1} \left[ \sqrt{D_N(\omega_x, \omega_y)} \right] \]  

Then let

\[ f_1(x, y) = W_1(x, y) \ast b(x, y) = \mathcal{F}^{-1} \left[ \sqrt{D_P(\omega_x, \omega_y)} \cdot B(\omega_x, \omega_y) \right] \] 

and

\[ f_2(x, y) = W_2(x, y) \ast b(x, y) = \mathcal{F}^{-1} \left[ \sqrt{D_N(\omega_x, \omega_y)} \cdot B(\omega_x, \omega_y) \right] \] 

The total quadratic content (proportional to power) of any function can be obtained by integrating over the function or over its transform.

\[ 4\pi^2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_1^2 (x, y) \, dx \, dy = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} D_P(\omega_x, \omega_y) \cdot B(\omega_x, \omega_y) \cdot B^*(\omega_x, \omega_y) \, d\omega_x \, d\omega_y \]  

\[ 4\pi^2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_2^2 (x, y) \, dx \, dy = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} D_N(\omega_x, \omega_y) \cdot B(\omega_x, \omega_y) \cdot B^*(\omega_x, \omega_y) \, d\omega_x \, d\omega_y \] 

The expression for \( \phi \) can be obtained from the combination of Equations (C-4), (C-9), and (C-10) in Equation (C-1).

\[ \phi = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ D_P(\omega_x, \omega_y) - D_N(\omega_x, \omega_y) \right] B(\omega_x, \omega_y) \cdot B^*(\omega_x, \omega_y) \, d\omega_x \, d\omega_y \]  

\[ \therefore \phi = 4\pi^2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ f_1^2 (x, y) - f_2^2 (x, y) \right] \, dx \, dy \]
Note that for perfect equivalence, the integrals have to be over the range $-\infty$ to $\infty$. However, in fact, the image data of interest will be limited to a particular frame area, with the remainder of the range blacked out and the aperture functions will be defined over a much smaller area,

\[
\therefore \phi = 4\pi^2 \int \int [f_1^2(x, y) - f_2^2(x, y)] \, dx \, dy \tag{C-13}
\]

frame
APPENDIX D

OPTICAL EFFICIENCY OF THE LENSLESS CORRELLOGRAPH

In order to evaluate the performance of sensors for use in the image plane of the lensless correlograph, it is necessary to determine the light flux density at the image plane (illuminance, $E$) that will result when the peak value ($B$) of the luminous emittance ($L$) is specified at the object plane.

For this derivation, assume that the input photograph is a Lambert surface. The luminous emittance of any point of the photograph is

$$L(x, y) = B \mu_o (x, y),$$

where $B$ is a constant corresponding to the emittance at peak white, and $\mu_o (x, y)$, $0 \leq \mu_o \leq 1$, is a function of location in the image. Consider the light from a single square-picture element of area $a_o^2$ passing through an aperture with transmittance $\mu_a$, $0 \leq \mu_a \leq 1$, and impinging on a point in the image space (see Figure D-1). The illuminance at that point from this picture element area is given by

$$\Delta E = \frac{\mu_a L a_o^2}{2 \pi d^2} = \frac{\mu_o \mu_a B a_o^2}{2 \pi d^2}. \quad (D-1)$$

The total illuminance at a point in the object plane due to the cross-correlation of a input photograph with a weighted aperture is given by the following summation over all the $m$ elements of the aperture:

$$E = \frac{B a_o^2}{2 \pi d^2} \sum_{1}^{m} \mu_o \mu_a. \quad (D-2)$$

Let

$$\mu = \frac{1}{m} \sum_{1}^{m} \mu_o \mu_a, \quad (D-3)$$
Figure shows light rays converging on a point in the image plane from a single picture element in the object plane. The illuminance, or light flux density, is given by

$$\Delta E = \frac{\mu_o \mu_a Ba_0^2}{2\pi d^2}$$

where

- $\mu_o B =$ luminance of input picture element and
- $\mu_a =$ transmittance of aperture.

**Figure D-1** Geometry Relating Single Elements of Lenless Correlograph
If the input photograph is a square, $\sqrt{A_o}$ units along a side, then

$$n = \frac{A_o}{a_o^2}$$

is the total number of picture elements, and

$$E = \frac{m \mu B A_o}{n 2 \pi d^2}$$

There is a 'rule of thumb' for optical systems designed to eliminate general aberrations that reduce image quality and resolution, which states that the half angle described by the object with respect to a point on the optical axis in the aperture plane should be less than ten degrees.

Therefore, let

$$\sqrt{\frac{A_o}{2}} / r \approx \tan 10^\circ,$$

which yields

$$r^2 \approx 8 A_o$$

Then

$$E = \frac{m \mu B r^2}{n 16 \pi d^2}$$

If an output sensor element has a linear dimension, $a_1$, and the geometry of the correlograph is fixed to match the resolution of the sensor to the
input, then $M = \frac{a_i}{a_o}$, and

$$\frac{r}{d} = \frac{l}{1 + M} = \frac{a_o}{a_i + a_o}, \quad (D-10)$$

then

$$E = \frac{m\mu \sigma}{n 16 \pi} \left( \frac{a_o}{a_o + a_i} \right)^2. \quad (D-11)$$

Consider the distribution of $\mu_o$ and $\mu_a$ to be uniform between 0 and 1. Then the expected values of these terms and their squares are

$$E(\mu_o) = E(\mu_a) = \frac{1}{2} \quad \text{and} \quad (D-12)$$

$$E(\mu_o^2) = E(\mu_a^2) = \frac{1}{3}; \quad (D-13)$$

now

$$\mu = \frac{1}{m} \sum_{1}^{m} \mu_o \mu_a \quad (D-14)$$

which is a sample estimate of $E(\mu_o \mu_a)$, and has the mean value,

$$\bar{\mu} = E(\mu_o \mu_a) \quad (D-15)$$

If the picture and aperture are uncorrelated, then

$$\bar{\mu} = E(\mu_o \mu_a) = E(\mu_o) E(\mu_a) = \frac{1}{4} \quad (D-16)$$
On the other hand, if in some region, the two are perfectly correlated, i.e., \( \mu_o = \mu_a \), then

\[
\overline{\mu} = \mathcal{E}(\mu_o, \mu_a) = \mathcal{E}(\mu_o^2) = 1/3.
\]

(D-17)

By far the most common situation will be where the object and aperture are uncorrelated. Therefore, the average value of illuminance will be

\[
\overline{E} = \frac{B}{64\pi} \cdot \frac{m}{n} \cdot \left( \frac{a_o}{a_o + a_i} \right)^2.
\]

(D-18)
APPENDIX E

SURVEY OF METHODS
FOR SCANNING PHOTOGRAPHIC DATA

1. Scanning System Requirements

A scanner is required that will accurately and rapidly convert photographic data into a video signal suitable for input to imagery screening circuitry. The full state-of-the-art capability must be utilized to obtain an optimum balance among (1) resolution, (2) speed of operation, (3) signal to noise ratio, (4) flexibility, and (5) cost.

The resolution capability required of a scanning device for aerial photograph imagery is dictated by several factors, among them:

a. size of film
b. resolution of film
c. ground resolution required
d. ground area to be covered, and
e. scanner limitations.

Giving due consideration to all of these factors, it has been concluded that a 5000 TV line capability is sufficient for imagery screening operations. Thus an element size of one foot may be obtained on a photograph covering 5000 feet by 5000 feet. An element size of one foot appears sufficiently small to permit recognition of military vehicles and other objects of comparable size.

a. Resolution

Scanning of 5000 elements in a single direction requires a highly refined scanning system in terms of resolution capability. It would be desirable to scan the 5000 elements in a single scan; however the possibility of duplicating scanning equipment for parallel operation may also be considered.
b. **Speed of Operation**

Rapid screening of photographic data imposes stringent speed requirements on the scanner. It is desirable to process an entire $25 \times 10^6$-element frame in a matter of a few seconds. Since ordinary scanners in current use operate below six megacycles, approximately eight seconds would be required to scan a data frame. It would be desirable to reduce this time requirement.

c. **Signal-to-Noise Ratio**

The signal-to-noise ratio requirement is dictated by the number of distinct levels to be discriminated. An adaptation of the channel capacity formula gives the relation between signal-to-noise ratio and number ($L$) of distinct levels, i.e.,

$$ L = (1 + S/N)^{1/2} \quad (E-1) $$

where $L$ is the number of levels, $S$ is the mean signal power, and $N$ is the noise power. For large signal-to-noise ratios, this equation reduces to

$$ L = \frac{I_s}{I_n} \quad (E-2) $$

where $I_s$ is rms signal current and $I_n$ is rms noise current. Thus, the number of levels available is numerically equal to signal-to-noise ratio properly defined.

The availability of a given number of quantization levels determines the minimum signal-to-noise ratio that will justify use of all levels. Signal-to-noise ratio of scanning equipment is normally given in terms of peak current to the noise generated at that current, i.e.,

$$ \frac{I}{I_n} \bigg|_{I_{\text{max}}} = \frac{2\sqrt{2}I_s}{I_n \text{ max}} \quad (E-3) $$

Since $I_n$ (considered to be generated at a photosensitive surface) increases as the square root of signal current, its value at the mean signal level is $2^{-1/2} I_n \text{ max}$, i.e., $I_n \text{ max} = 2^{1/2} I_n$. 

---

E-2
Thus, for 64 level (6 bit) quantization, the indicated signal-to-noise ratio should be

\[
\frac{I}{I_{\text{max}}} = 2 \frac{\sqrt{2} I_g}{2^{1/2} I_n} = 2 \frac{I_g}{I_n}
\]

\[
\frac{I}{I_{\text{max}}} = 2 L.
\]

A 128 to 1 (42 dB) signal-to-noise ratio is necessary to justify six-bit quantization.

d. Scan Pattern Flexibility

Imagery screening applications may necessitate the use of area scan and other unusual patterns. The area scan pattern may take the form of a 60-element ribbon scan moving horizontally the full width of the scanner screen.

A 60-element ribbon height is required for registry testing of 30-element square areas. For one foot ground resolution element size, a 30-foot by 30-foot ground area is examined in the correlator; this permits recognition of military vehicles (typically 20 to 30 feet long) and objects of comparable size in a single parallel operation. Testing of all possible 30-element square arrays within a frame is facilitated by providing 50 percent vertical overlap, necessitating a 60-element high ribbon scan.

This overlap requirement results in unequal intervals between successive scans over any picture element; this is an important factor in the evaluation of storage type scanning devices. It should be mentioned that overlap scanning reduces the effective element rate capability of a scanning device.
e. Low Cost

While this program is directed toward future equipment development, it is desirable to determine capabilities on both the long and short term. For initial development equipment, certain sacrifices may be made to hold cost at a minimum. However, a view must be taken of future costs of more sophisticated equipment, and of possible cost reductions due to refinement of manufacturing techniques. More emphasis will be placed in this section on present costs, as they may be more accurately estimated.

2. Candidate Scanning Devices

a. Camera Tubes

There are two fundamental types of camera tubes available: storage types and non-storage types. Storage tubes depend upon the integration of photo-electronic effects during the time when no read-out is taking place. Non-storage types, on the other hand, utilize these effects only during the read-out interval. It should be noted that a constant storage interval is necessary in storage tubes, whereas a constant read-out interval is required in non-storage types.

Several camera tubes have been introduced since the advent of television, but only two or three of these have undergone continued development. The image orthicon has been refined to a high degree of reliability for use in television cameras, and the vidicon, because of its simplicity and small size, has been developed for industrial television purposes. Both of these fall into the storage tube category. The most interesting non-storage type is the image dissector, which is used for special purpose applications. A description of each of these tubes follows.

(1) Image Orthicon

The image orthicon combines an image intensifier section and a storage tube section. In addition, photomultiplication is accomplished in the same envelope. The combination results in a camera tube that has high sensitivity and an output current capable of overriding resistor and amplifier noise.

At the present, image orthicons are available with 900 TV line resolution. There are development programs under way to increase this to 1500 or more TV lines. There is some tendency toward burnt-in images on the image orthicon, but there is no theoretical lag to the signal. However, there seems to be little work in progress on utilizing the image orthicon for high frame rates.
(2) Vidicon

The vidicon is a simple photoconductive camera tube which can be made small in size while still retaining high resolution. The highest limiting resolution available in a vidicon is about 1200 TV lines. No known development is in progress for vidicons of higher resolution.

Vidicon frame rate is limited by the lag characteristic of the photoconductive target. The fastest decay time of present vidicons is about 0.1 second (for 10% retention); the data rate is limited by this lag characteristic.

(3) Image Dissector

This camera tube is of interest as an example of the non-storage type. Basically, it operates on the image intensifier principle. A photocathode emits electrons which are accelerated toward the rear of the tube. A pinhole aperture at the rear of the tube allows only a small stream of electrons to pass to the photomultiplier section. Deflection coils are used to shift the electron image to every possible condition of registry with respect to the aperture. Resolutions of about 3000 TV lines are available in these tubes, but adequate resolution, bandwidth, and signal-to-noise ratio cannot be obtained simultaneously. Image dissectors may be designed for particular applications, and are the nearest competitor in resolution capability to the flying spot scanner.

b. Flying Spot Scanner

A reliable device for scanning transparencies may be constructed by imaging a cathode ray tube raster onto the transparency and collecting the transmitted light in a photomultiplier. Alternatively, a line scan may be used, with mechanical shifting of the transparency to provide scan in the remaining dimension. High quality flying spot scanning requires a special tube with high resolution, high intensity, and low phosphor grain noise. A line scan tube can be constructed of higher quality than a raster scan tube as only one dimensional correction is required.

(1) Conventional Scanners

The conventional flying spot scanner utilizes a high resolution CRT operating at high intensity; this is necessary to overcome photomultiplier noise. A single transparency may be scanned repeatedly, or a new one
shifted into position after each scan. There is necessarily some time lost during the mechanical shifting operation. There are flying spot scanners that operate reliably with in excess of 2000 TV line resolution. The problem of mechanically shifting the transparency between frames is of such magnitude that an alternative should be sought.

(2) Line Scanner

Either a conventional scanner tube or a special purpose line scan tube may be used to generate a single line scan. With single line scan, continuous mechanical motion is necessary to provide vertical scanning. Continuous motion has the advantage of no loss in time between frames, and is simpler mechanically.

The chief disadvantage of line scan is that repeated scanning of the same line on the phosphor tends to cause heating, and possible damage to the phosphor or breakage of the tube. Thus, line brightness should not exceed the frame brightness limit given for frame scan.

(3) Rotating Phosphor Tube Scanner

In order to retain the advantage of line scan, and at the same time increase brightness capability, a rotating drum phosphor may be used. Continuous rotation of the drum permits cooling of one portion of the phosphor while another portion is being scanned. The brightness capability of such a system is about 30 times greater than with conventional line scan.

A rotating drum tube is available that is capable of a limiting resolution of up to 9000 TV lines, and which utilizes a fast P-16 phosphor.
APPENDIX F

FLYING SPOT SCANNER FOR HIGH SIGNAL-TO-NOISE RATIO AND HIGH RESOLUTION

1. Introduction

This appendix examines a flying spot scanner of the type required to scan large high resolution transparencies for imagery screening. The purpose of this examination is to determine whether desired resolution and signal-to-noise ratio performance may be realized in flying spot scanners of conventional design.

A functional diagram of the scanner considered is given in Figure F-1. The purpose of the auxiliary channel shown in this figure is to provide phosphor cancellation, i.e., to divide out any signal variations due to phosphor grain, phosphor fatigue, or other sources of non-uniformity prior to the first lens. Division is accomplished by logging the outputs of both channels and obtaining the difference. This difference is taken as the scanner output (instead of taking the inverse log).

2. Flying Spot Cathode Ray Tubes

Flying spot cathode ray tubes capable of 2500 TV line resolution on a 4-1/2-inch diameter screen are available from several manufacturers. These tubes are available with fast (P-16) phosphors to satisfy element rate requirements of up to $30 \times 10^6$ elements/second*.

Power input to a flying spot scanner may be taken as the product of cathode ray beam current and accelerating potential. Typical maximum beam current is about 10 microamperes for most high resolution tubes operating with reduced raster size; recommended accelerating potentials are between 8 and 27 kilovolts.

Useful light output from the cathode ray tube screen depends upon phosphor efficiency, which is typically 2 percent for P-16 operating at high resolution. This is the ratio of power emitted within the P-16 spectral response curve to total beam power. The spectral power distribution characteristic is an important consideration, since it must be utilized in determining lens transmission and photomultiplier response.

* Light output from a P-16 phosphor decays to 10 percent in about 0.1 microseconds, therefore, little degradation due to persistence is expected for video bandwidths below 5 megacycles.
Figure F-1  Flying Spot Scanner With Phosphor Cancellation
3. Lens System

The lens system illustrated in the functional diagram (Figure F-1) comprises:

a. The objective lens
b. A beam splitter
c. Main channel condenser
d. Cancellation channel condenser

One-to-one magnification is assumed to result in a scanned region about 4-1/2-inches long on the transparency. Because image brightness is important in signal-to-noise ratio calculations, it is desirable to utilize an objective lens of as large f/number as possible; typical lenses for this application range from f/2 to f/8. While the resolution capability of the objective lens is an important consideration, it is assumed here that 5000 element resolution is available in an f/3.5 lens. Another important property of the objective is its spectral transmission characteristic. Since the P-16 phosphor peaks at the violet end of the visual range, a lens optimized in the visual range would have poor total transmission of the P-16 emission. For efficient transmission, therefore, it is necessary to utilize a lens optimized for the P-16 characteristic.

An objective will intercept only a small percentage of the light emitted from the CRT screen; the actual ratio of collected power to total power may be determined from the formula

$$\eta_c = \frac{1}{4f^2 \ (m + 1)^2}$$ (F-1)

where $\eta_c$ is collection efficiency

- $f$ is the lens f number
- $m$ is magnification ratio.

For $m = 1$,

$$\eta_c = \frac{1}{16f^2}$$ (F-2)
A beam splitter is used immediately behind the objective lens to direct some light into the cancellation channel. About 5 percent of the light should take this path, and the remainder should continue in its normal path to form a raster image on the transparency. Condensing optics are utilized to form objective aperture images on both photomultipliers. It is important that all optical components transmit efficiently over the P-16 phosphor spectrum. A 50 percent typical optical system loss may be assumed.

4. Photographic Data

Typical photographic transparencies have densities ranging between 0.2 and 2.0; corresponding transmission limits are about 0.60 to 0.01. It is difficult to obtain a good signal-to-noise ratio on high-density transparencies, therefore, it is advisable to ignore areas with transmission lower than 0.01, for example. This may be considered as the black level.

5. Photomultipliers

Linear photomultipliers (such as the "venetian blind" variety) are required for effective phosphor cancellation. The 8051 photomultiplier is a good example of this type: it has an S-11 spectral response that closely matches the P-16 phosphor spectrum, and has high cathode sensitivity of 0.06 amperes per watt at its peak. This tube also has reasonably uniform sensitivity over the photocathode surface, an important consideration when phosphor cancellation is necessary.

Photocathode sensitivity \( \eta_k \) to P-16 radiation is

\[
\eta_k = \eta_p \frac{\int f_1(\lambda) f_2(\lambda) \, d\lambda}{\int f_1(\lambda) \, d\lambda}
\]

where: \( \eta_p = 0.06 \) amperes/watt = peak photomultiplier sensitivity

\( f_1(\lambda) = \) P-16 spectral characteristic

\( f_2(\lambda) = \) S-11 photocathode characteristic.

This calculation has been performed graphically, giving

\[ \eta_k \approx 0.85 \eta_p \]

indicating a very good spectral match.
The photocathode is the dominant source of noise in any flying spot scanner; in fact, useful computations may be made by ignoring all other noise sources. The shot noise formula

\[ N_s = \sqrt{2e i_k} \]  

is utilized to determine photocathode noise as a function of current. In Equation F-5

\[ N_s = \text{RMS noise current} \]

\[ e = \text{charge of an electron} = 16 \times 10^{-20} \text{ coulombs} \]

\[ f = \text{video bandwidth in cycles per second} \]

\[ i_k = \text{photocathode current}. \]

Photomultiplication raises the signal and noise levels linearly without introducing a significant amount of noise, and provides an output current sufficiently high to override resistor and tube noise in succeeding circuitry.

6. Logging

Logging accomplishes two functions in the scanner under consideration. It permits phosphor cancellation, and it introduces a non-linearity which causes output noise to remain more nearly constant as the signal output varies. This second advantage is more apparent when quantization of the output signal is necessary.

Phosphor decay compensation may be applied to both channels prior to logging; the two circuits should be linear and identical.

7. Differential Amplifier

This circuit merely subtracts cancellation channel output from main channel output to produce a signal free of phosphor grain noise and the other defects mentioned earlier.

8. Signal and Noise Considerations

Photomultiplier signal-to-noise ratio may be calculated easily as

\[ \left( \frac{S}{N} \right)_{\text{pm}} = \frac{i_k}{\sqrt{2e f i_k}}. \]  

(F-6)
If very high signal-to-noise ratios are assumed, logging results in an output that is the logarithm of signal input plus noise of the same form as at the input but changed in magnitude (see Figure F-2). Noise amplitude is multiplied by the slope of the log characteristic. To illustrate this process, let the output current of a logarithmic device be represented as

\[ i' = k \log i. \] (F-7)

Then

\[ n' = k n \frac{d \log i}{d i} = \frac{k n}{i}. \] (F-8)

It is next required to determine what happens to signal and noise in the differential amplifier. Assume that subtraction is performed without loss or amplification. The inputs to the difference process are: main channel log signal plus noise (assumed Gaussian), and cancellation channel log signal plus noise (assumed Gaussian). The second is subtracted from the first to obtain:

\[ i'_m - i'_c = k (\log i'_m - \log i'_c) = k \log (i'_m/i'_c) \] (F-9)

and

\[ \sqrt{n'_m^2 + n'_c^2} = \sqrt{(kni'_m/i'_m)^2 + (kni'_c/i'_c)^2}. \] (F-10)

Note that the same log characteristic was utilized in main and cancellation channels.

9. Representative Performance Calculations

Figure F-3 represents in block form the operations that are performed in a flying spot scanner with phosphor grain cancellation. The functions follow closely those enumerated in the foregoing sections; exceptions are:
(1) placement of the spectral match factor block immediately after the phosphor efficiency block; this makes separate computations for each photomultiplier unnecessary; and (2) neglect of light loss in the main channel due to beam splitting; this loss is lumped with the assumed lens system losses.

The following parameters are assumed for the representative system:

- Cathode-ray accelerating potential: 27 KV
- Beam current: 10 μA
- Phosphor efficiency: 2 %
Figure F-3  Block Diagram of Essential Scanner Functions
spectral match (fixed) 85 %
objective collection efficiency (f/3.5 lens) 0.005
lens system losses 50 %
portion of light to cancellation channel 5 %
transmission range of film 1 % to 60 %
photocathode efficiency 0.06 a/w
video bandwidth 5 mc*

Utilizing these figures, cathode ray beam power is $27 \times 10^3 \times 10 \times 10^{-6} = 0.27$ watts; effective light output is two percent of this or 5.4 milliwatts. In terms of photomultiplier response, 85 percent of this power is usable, resulting in an effective radiant screen output of approximately 4.6 milliwatts. The amount of radiation intercepted by the objective lens is

$$W_0 = \frac{4.6 \times 10^{-3}}{16 (3.5)^2} = 23.5 \text{ microwatts.} \quad (F-11)$$

Since 50 percent of this power is assumed to be lost in the optical system, available main channel radiant power to the film is 11.8 microwatts, and $W_m = 11.8 \tau$ microwatts are delivered to the main channel photocathode (where $\tau$ is film transmission). Power delivered to the cancellation channel photomultiplier is five percent of 11.8 microwatts, i.e., $W_c = 0.590$ microwatts.

The photomultiplier conversion efficiency of 0.06 amperes per watt gives corresponding signal currents of

$$i_m = 0.06 \times 11.8 \tau = 0.708 \tau \text{ mA.} \quad (F-12)$$

$$i_c = 0.06 \times 0.59 = 0.0354 \mu\text{A.} \quad (F-13)$$

* Phosphor decay compensation is assumed to have a negligible effect on performance calculations for a P-16 phosphor at 5 megacycles video bandwidth.
The shot noise formula (Equation F-5) gives RMS noise current at each photocathode as a function of signal current, i.e.,

\[ n = \sqrt{2 \times 16 \times 10^{-20} \times 5 \times 10^6 i} \]

\[ = 1.265 \times 10^{-6} \sqrt{i} \text{ milliamperes.} \]  \hspace{1cm} (F-14)

Thus, rms noise current may be determined for the main channel as a function of film transmission, and for the cancellation channel as a fixed value.

\[ n_m = 1.265 \times 10^{-6} \sqrt{0.708 \times 10^{-6} \tau} \]

\[ = 1.06 \times 10^{-9} \sqrt{\tau} \text{ amperes} \]  \hspace{1cm} (F-15)

\[ n_c = 1.06 \times 10^{-9} \sqrt{0.05} \]

\[ = 2.37 \times 10^{-10} \text{ amperes.} \]  \hspace{1cm} (F-16)

Main channel signal-to-noise ratio on highlights (60 percent film transmission) may be determined at this point.

\[ \left( \frac{S}{N} \right)_{pm} = \frac{0.7 \times 10^{-6} \times 0.6}{0.06 \times 10^{-9} \sqrt{0.6}} = 510 \text{ to } 1 \]

\[ = 54.1 \text{ decibels.} \]  \hspace{1cm} (F-17)

This is the photomultiplier output signal-to-noise ratio without phosphor cancellation. We continue with the analysis to determine signal and noise characteristics after logging and differencing the two channels.

Note that the constant \( k \) appears as a factor in both Equations F-9 and F-10. This factor will assume a definite value in any actual scanner, depending upon the amount of linear amplification prior to logging, and upon current units selected. It is useful to determine the value of \( k \) that results in unity output signal excursion as film transmission varies from its minimum to maximum levels. The results so obtained are useful regardless of the amount of linear amplification and the log characteristic utilized. The following discussion assumes mathematical logging, and any logging device utilized should approximate this characteristic closely over its operating range.

To ascertain \( k \) for film transmission variations between one percent and 60 percent, we set

\[ k \left[ (\log i_{m \text{ max}} - \log i_{m \text{ min}}) - (\log i_{c \text{ max}} - \log i_{c \text{ min}}) \right] = 1. \]  \hspace{1cm} (F-11)
But since \( i_c \) is invariant, it suffices to write

\[
k \left[ \log \frac{i_m \text{ max}}{i_m \text{ min}} \right] = 1, \quad (F-19)
\]
or

\[
k = \frac{1}{\log \left( \frac{i_m \text{ max}}{i_m \text{ min}} \right)} = \frac{1}{\log \left[ \frac{\tau \text{ max}}{\tau \text{ min}} \right]} = 0.244 \quad (F-20)
\]

Setting signal output to zero at \( i_m = i_m \text{ min} \), the expression for normalized signal output \( (S_{out}) \) is written as

\[
S_{out} = 0.244 \left[ \log \frac{i_m}{i_c} - \log \frac{i_m \text{ min}}{i_c} \right]. \quad (F-21)
\]

The expression for noise output \( (N_{out}) \) at the same \( i_m \) is

\[
N_{out} = 0.244 \left[ \left( \frac{n_m}{i_m} \right)^2 + \left( \frac{n_c}{i_c} \right)^2 \right]^{1/2}. \quad (F-22)
\]

Equations F-21 and F-22 may be written in terms of the film transmission, \( \tau \), by substituting current equivalents from Equations F-12, F-13, F-15, and F-16. The resulting expressions for signal and noise output are

\[
S_{out} = 0.244 \log 100 \tau \quad (F-23)
\]
and

\[
N_{out} = 0.244 \times 10^3 \sqrt{\frac{2.24}{\tau} + 44.8} \quad (F-24)
\]

It is now a simple matter to plot equivalent output signal-to-noise ratio \( (R) \) in decibels as a function of \( \tau \):

\[
R(\tau) \text{ db} = 20 \log_{10} \left( \frac{1}{N_{out}} \right) \quad (F-25)
\]

\[
= 72.24 - 10 \log_{10} \left( \frac{2.24}{\tau} + 44.8 \right). \quad (F-26)
\]
Plots of output signal as well as output signal-to-noise ratio as functions of $\tau$ are included in Figure F-4 for the scanner examined in this section. This figure is also very useful in determining signal-to-noise ratio for output signals smaller than the full range. Let $(S/N)_p$ represent signal-to-noise ratio in decibels for a signal covering $P\%$ of the output range. Then

$$\left(\frac{S}{N}\right)_p = \left(\frac{S}{N}\right)_{100} - 40 + 20 \log_{10} P \quad (F-27)$$

For example, a signal covering 1 percent of the output range (about the smallest discernible change in a typical display) would result in signal-to-noise ratios 40 db less than those of Figure F-4.
Figure F-4 Output and Signal-to-Noise Ratio of a Typical High Resolution Flying Spot Scanner for High Signal-to-Noise Performance
APPENDIX G

DETAILS OF GLASS DELAY LINE CORRELATOR

1. Bit Rates and Resolution

A typical glass delay line and transducer which is available from Corning, and which has been demonstrated to Philco, has a center frequency of 15 megacycles and a bandwidth of 7 to 10 megacycles. In systems which read out a true reproduction of the amplitude modulated carrier, an additional limiting factor on the resolution is imposed by the effect of the slit used for read-out. A single slit represents a different fraction of a wavelength for the higher frequency sidebands than for the carrier or the lower sidebands. Present single slit read-out uses a slit about one third of a carrier wavelength wide.

A 10 megabit data rate implies an ability to reproduce a 5 megacycle square wave with reasonable fidelity. If a video 3 db bandwidth of 5 mc is available, a train of binary input signals, and their corresponding propagated waves are represented in Figure G-1.

The 5 megacycle bandwidth restriction affects the ability of each bit representation to be independent of its predecessor. For example, the actual representation of zero is different in the eighth bit position in the sample train than it is in the second.

Several ways of improving the resolution seem possible. A single sideband driver might be designed to make better use of the available device bandwidth, or the pole pattern of the driving amplifier could be arranged to provide a wider overall characteristic.

A third possibility for improvement exists in the device itself. The curve of light transmission versus stress in the glass bar is nonlinear. In Figure G-1 the transfer characteristic is represented. Ordinarily, a bias plate is added in the optical path to place the operating point at 50% transmission where best linearity is obtained. In one of the proposed systems, however, the appropriate operating point is around zero transmission in order to produce rectification and therefore off-on transmission.

The effect of the biasing on the sample pulse train is represented in Figure G-1. The nonlinearity of the transfer characteristic has actually improved the ability to distinguish "0" from "1". If it were further possible to drive hard enough to enter the nonlinear portion of the curve at the high transmission end a further improvement could be obtained.

G-1
For a system utilizing slit read-out for retention of the carrier information, over drive of the line might provide a corresponding improvement. In fact, the bias plate might be more judiciously chosen to adjust the operating point to effect double clipping of the envelope information. The ability to double clip will also be improved by using a wider glass slab and higher driving power.

In summary, there is some improvement in definition to be had by special driving and operating techniques. Even without these however, it is possible to take the poor definition into account in the design of the mask sets by duplicating it in the input data used for mask evolution.

2. Drive Circuitry

The provision of adequate drive circuits for the transducer is a problem of some difficulty. About 20 watts of power must be delivered to a load of approximately 4 ohms in parallel with 4,000 pf at a carrier frequency of 15 megacycles. In addition, some bandwidth compensation should be attempted which will require even more power at the sidebands. A typical transducer bandwidth at 15 megacycles is 7 to 10 mc. Operating the transducer at a harmonic will not increase the bandwidth but may make it easier to design compensation circuits at the reduced bandwidth percentage.

For a feasibility study a vacuum tube driver provides the easiest solution, although a solid state driver developed by Wiley Electronics at a cost of $4800 can probably be obtained through Corning. It incorporates no compensation, however, and it seems more desirable to attempt a vacuum tube design for our purposes.

A high power pulsed oscillator* is available for initial measurements on the delay line.

3. Analog and Binary Light Modulation

Most of the experimental work with the optically tapped glass delay line has utilized linear operation. The optical set-up is as shown in Figure 4-6. The transfer characteristic is most linear at the 50% transmission point; the function of the quarter wave bias plate is to set operation around this point. A slit of less than approximately λ/3 is used to provide the read-out which is an accurate reproduction of the stress wave propagated in the glass, i.e., an amplitude modulated carrier. Recovery of the envelope alone then requires a normal RF detector.

* Arenberg PG650C - cost $1200
The choice of the 50% bias point is made for two reasons: this part of the transfer characteristic is most linear and this is also the point of maximum sensitivity.

For binary operation the same set-up can be used with subsequent detection of the RF signal. If the glass delay line is to be used for on-off light modulation, however, it becomes necessary to produce this rectification in the device. The operating point can be shifted to the non-linear portions of the curve.

4. Photosensor Collection Systems

A practical problem exists in collecting the light spread over a 15" length in order to properly illuminate a 1/2" photomultiplier input. The neatest solution is undoubtedly a fiber optics assembly to provide the necessary change and the mechanical freedom necessary for physically arranging 100 viewing photomultipliers (one per class). Each unit of the assembly would consist of a 15" long array, a fraction of an inch high, composed of uniformly distributed fibers at one end which are gathered into a round or square cross section bundle at the other end.

Corning utilized an array of 6 units, 0.6" high by 30 mils wide ending in circular cross sections for simultaneous 6-slit readout. The assembly was furnished by Bausch and Lomb for about $200. This gives some indication of cost and feasibility for the kind of assembly under discussion.

5. Homogeneity of Delay Line

Discussion with Corning's engineers indicates that good uniformity in the delay line can be expected throughout the individual unit. Also, the temperature coefficient of expansion is small enough (80 ppm) to not cause difficulty. Some problem may be experienced in matching one delay line against another. Plots of read-out signal amplitude over the length of the line shows less than 3 db variation (using slit read-out) and verify the uniformity of the line. The uniformity on the output face in the direction normal to the length is not as good, however, due to the radiation pattern of the transducer. In addition, since the transducer covers only about 80% of the cross section of the glass, the edges of the line are not usable for read-out. A plot of read-out photomultiplier current shows a variation of about + 30 to + 50% across the usable width. It may be necessary to provide a compensating mask or to arrange the optical system in such a way that each mask pair views the whole delay line face. There appears to be sufficient symmetry to count on a division of the face along the centerline with the top half for positive masks and the bottom half for the negative masks if the system requires it.
APPENDIX H

STATISTICAL METHODS FOR PATTERN CLASSIFICATION I

To make this report as self-contained as possible, this appendix presents a number of items related to the tutorial discussion on statistical methods for pattern classification.

1. The Likelihood Ratio

For the case of two groups, when the distributions of the populations from which samples are obtained are completely specified, Welch* showed in 1939 that a general discriminant function is the likelihood ratio of the two hypotheses. Suppose a number of measurements are made on a pattern and, on the basis of the measurements,

\[ x = (x_1, x_2, \ldots, x_N), \]

it is desired to classify the pattern into one of the two groups to which it can possibly belong. We can think of the universe of patterns as an N-dimensional space and the task of classification as one of dividing this N-dimensional space into two mutually exclusive regions, \( R_1 \) and \( R_2 \), such that when a particular measurement \( x \) falls in \( R_1 \), the pattern is listed under Group 1 and when \( x \) falls in \( R_2 \), the pattern is listed under Group 2.

Let the proportion of the two groups in the universe from which the patterns are obtained be \( q_1:q_2 \), where \( q_1 + q_2 = 1 \). If \( f_1(x) \) and \( f_2(x) \) represent the probability density functions for the two populations, then the probability of making an error in the classification of patterns into the two groups is

\[
q_1 \int_{R_2} f_1(x) \, dx + q_2 \int_{R_1} f_2(x) \, dx, \tag{H-1}
\]

where \( dx \) is the element of volume \((dx_1, dx_2, \ldots, dx_N)\). Rewriting the expression in H-1 as

\[
q_2 + \int_{R_2} (q_1 f_1 - q_2 f_2) \, dx, \tag{H-2}
\]

it is easy to see that the probability of misclassification is minimized by putting all those points in the decision space for which \( q_1 f_1 < q_2 f_2 \) into the Region \( R_2 \). Thus the regions which give the minimum value for the probability of misclassification are defined in terms of the likelihood ratio \( (f_1)/(f_2) \).

\[
R_1 : \frac{f_1}{f_2} \geq \frac{q_2}{q_1}
\]

\[
R_2 : \frac{f_1}{f_2} < \frac{q_2}{q_1}
\]

From H-3 we see that when \( q_1 \) and \( q_2 \) are known and fixed, the regions \( R_1 \) and \( R_2 \) are separated by a boundary along which the likelihood ratio has a constant value. Here points on the boundary have been arbitrarily assigned to \( R_1 \).

2. Some Decision Criteria

Situations in which different misclassifications have different consequences may arise. Such situations are formulated in terms of Wald's theory of decision functions* which he presented in 1939 for finite and infinite alternative. In 1945, Von Mises** gave the solution which minimizes the maximum error of classification for the case of finite alternatives. Further results and applications of decision theory to classification problems were given in a series of papers by Rao.***

Let \( C_{21} \) be the loss incurred when a pattern from Group 1 is assigned to Group 2 and \( C_{12} \) the loss resulting in assigning a pattern from Group 2 to Group 1. Then the expected loss is

\[
q_1 C_{21} \int_{R_2} f_1 \cdot dx + q_2 C_{12} \int_{R_1} f_2 \cdot dx
\]


and the solution which minimizes this is

\[
R_1 : \quad \frac{f_1}{f_2} \geq \frac{q_2 \; C_{12}}{q_1 \; C_{21}} \\
R_2 : \quad \frac{f_1}{f_2} < \frac{q_2 \; C_{12}}{q_1 \; C_{21}}
\]

(H-5)

Note that only the value of the threshold \( t \), against which the likelihood ratio is compared, has changed. The above value of the threshold resulted from using Bayes criterion, viz., minimization of the expected loss of classification. Here we had tacitly assumed that no gain resulted from a correct decision; the general result using a Bayes criterion gives

\[
t = \frac{q_2 \; (C_{12} - C_{22})}{q_1 \; (C_{21} - C_{11})}.
\]

(H-6)

For a priori probabilities and costs for which \( t \) becomes 1 we obtain the maximum likelihood criterion. When a priori probabilities are not known, the principle of maximum likelihood leads to a Bayes procedure with equal a priori probabilities assigned to each alternative. Another possibility is the minimax decision rule* which is the Bayes rule relative to the a priori distribution for which the expected loss is a maximum. In all these cases the decision rule is

\[
R_1 : \quad \frac{f_1}{f_2} \geq t \\
R_2 : \quad \frac{f_1}{f_2} < t
\]

(H-7)

3. Likelihood Ratio for Multivariate Normal Distributions

The joint probability density function of \( N \) gaussian real random variables \( x_i \) with mean \( m_i \) and variances \( v_{ii} \) is

\[ f(\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_N) = \] 
\[ \frac{1}{(2\pi)^{N/2} |\mathbf{V}|^{1/2}} \exp \left( -\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} |\mathbf{V}|_{ij} (\mathbf{x}_i - \mathbf{m}_i)(\mathbf{x}_j - \mathbf{m}_j) \right) \]

where \( |\mathbf{V}|_{ij} \) is the cofactor of the elements \( v_{ij} \) in the determinant \( |\mathbf{V}| \) of the covariance matrix

\[ V = \begin{bmatrix} v_{11} & v_{12} & \cdots & v_{1N} \\ v_{21} & v_{22} & \cdots & v_{2N} \\ \vdots & \vdots & \ddots & \vdots \\ v_{N1} & v_{N2} & \cdots & v_{NN} \end{bmatrix} \]

in which

\[ v_{ij} = E \left[ (\mathbf{x}_i - \mathbf{m}_i)(\mathbf{x}_j - \mathbf{m}_j) \right] . \]

Denoting the vector of means by

\[ \mathbf{M} = (\mathbf{m}_1, \mathbf{m}_2, \ldots, \mathbf{m}_N), \]

the joint probability density in matrix notation becomes

\[ f(\mathbf{x}) = \frac{1}{(2\pi)^{N/2} |\mathbf{V}|^{1/2}} \exp \left( -\frac{1}{2} (\mathbf{x} - \mathbf{M})' \mathbf{V}^{-1} (\mathbf{x} - \mathbf{M}) \right) . \]

Now if \( N \) measurements are made on a pattern which can belong to one of two groups in which (a) the measurements are normally distributed – no assumption
of statistical independence of measurements is made and (b) the covariance matrices for the two groups are equal, then the likelihood ratio is the ratio of two multivariate normal density functions which differ only in their mean vectors:

\[
\frac{f_1(x)}{f_2(x)} = \frac{\exp \left\{ -\frac{1}{2} (x - M^{(1)})' V^{-1} (x - M^{(1)}) \right\}}{\exp \left\{ -\frac{1}{2} (x - M^{(2)})' V^{-1} (x - M^{(2)}) \right\}}
\]

\[
= \exp \left\{ -\frac{1}{2} \left[ (x - M^{(1)})' V^{-1} (x - M^{(1)}) - (x - M^{(2)})' V^{-1} (x - M^{(2)}) \right] \right\}
\]

The condition of H-7 may now be applied to determine the set of x's which should be classified into Group 1 and Group 2, respectively. Taking the logarithm of the last expression gives, for the boundary between R1 and R2:

\[
-\frac{1}{2} \left[ (x - M^{(1)})' V^{-1} (x - M^{(1)}) - (x - M^{(2)})' V^{-1} (x - M^{(2)}) \right] = \log t,
\]

which, after rearranging terms, becomes

\[
x' V^{-1} (M^{(1)} - M^{(2)}) = \log t + \frac{1}{2} (M^{(1)} + M^{(2)})' V^{-1} (M^{(1)} - M^{(2)}). \quad (H-8)
\]

The terms on the right-hand side of the above expression can be represented by a constant C, so that the regions R1 and R2 in the N-dimensional space are separated by a hyperplane whose equation is

\[
x' V^{-1} (M^{(1)} - M^{(2)}) = C, \quad (H-9)
\]

or

\[
\sum_{i=1}^{N} \left( v^{i1} d_1 + v^{i2} d_2 + \ldots + v^{iN} d_N \right) x_i = C \quad (H-10)
\]
where

$v_{ij} \ (i, j = 1, 2, \ldots N)$ are elements of $V^{-1}$

and

$d_j = (m_j^{(1)} - m_j^{(2)}).$

When the covariance matrices for the two populations are not assumed to be equal, the likelihood ratio is

$$f_1(x) \frac{|V_2|^{1/2}}{|V_1|^{1/2}} \exp \left( -\frac{1}{2} (x - M^{(1)})' V_1^{-1} (x - M^{(1)}) \right)$$

$$f_2(x) \exp \left( -\frac{1}{2} (x - M^{(2)})' V_2^{-1} (x - M^{(2)}) \right)$$

The logarithm of the likelihood ratio, after rearranging terms, is

$$-\frac{1}{2} x' \left[ V_1^{-1} - V_2^{-1} \right] x + x' \left[ V_1^{-1} M^{(1)} - V_2^{-1} M^{(2)} \right]$$

$$-\frac{1}{2} M^{(1)'} V_1^{-1} M^{(1)} + \frac{1}{2} M^{(2)'} V_2^{-1} M^{(2)} + \log \left( \frac{|V_2|}{|V_1|} \right)^{1/2}$$

The surface of constant likelihood ratio is then defined by

$$-\frac{1}{2} x' \left[ V_1^{-1} - V_2^{-1} \right] x + x' \left[ V_1^{-1} M^{(1)} - V_2^{-1} M^{(2)} \right] = \text{constant},$$

or

$$\sum_{i=1}^{N} \sum_{j=1}^{N} \left[ v_{ij}^{(1)} (x_i - m_i^{(1)}) (x_j - m_j^{(1)}) - v_{ij}^{(2)} (x_i - m_i^{(2)}) (x_j - m_j^{(2)}) \right] = \text{constant},$$
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where $v_{1ij}$ and $v_{2ij}$ are elements of $V_{1}^{-1}$ and $V_{2}^{-1}$, respectively. The last two expressions may be written in the form:

$$
\sum_{i=1}^{N} a_{ij} x_{i} x_{j} + \sum_{i=1}^{N} b_{1} x_{i} = \text{constant}; \quad (H-12)
$$

where

$$a_{ij} = \left( v_{1ij} - v_{2ij} \right) \quad (H-13)$$

and

$$b_{1} = 2 \left[ \left( m_{1}^{(1)} v_{1i1} - m_{1}^{(2)} v_{2i1} \right) + \left( m_{2}^{(1)} v_{1i2} - m_{2}^{(2)} v_{2i2} \right) 
+ \ldots + \left( m_{N}^{(1)} v_{1iN} - m_{N}^{(2)} v_{2iN} \right) \right]. \quad (H-14)$$

4. **Likelihood Ratio when the Variables are Binary**

Let $X = (X_{1}, X_{2}, \ldots, X_{N})$, $X_{i} = 0$ or 1 for $i = 1, 2, \ldots, N$, denote the observables and let $f_{1}(x)$ and $f_{2}(x)$ denote the joint probability functions of the $X_{i}$ in Group 1 and Group 2, respectively. In order to compute the likelihood ratio, it is necessary to consider expansions for the probability functions. Any parametric representation of an arbitrary distribution of $N$ binary variables will in general require $(2^{N} - 1)$ independent parameters. A useful representation is an orthogonal expansion for joint probability functions of binary variables as in Bahadur*. ** Define the following parameters for the two groups ($g = 1, 2; i = 1, 2, \ldots, N$):


\begin{align}
    m_i^{(g)} &= \text{prob.} \left( x_i^{(g)} = 1 \right); \quad 0 < m_i^{(g)} < 1 \\
    y_i^{(g)} &= \frac{x_i^{(g)} - m_i^{(g)}}{\sqrt{m_i^{(g)}(1 - m_i^{(g)})}} \tag{H-15} \\
    r_{ij}^{(g)} &= E_g \left( y_i^{(g)} y_j^{(g)} \right), \quad i < j \\
    r_{ijk}^{(g)} &= E_g \left( y_i^{(g)} y_j^{(g)} y_k^{(g)} \right), \quad i < j < k \\
    r_{12\ldots N}^{(g)} &= E_g \left( y_1^{(g)} y_2^{(g)} \ldots y_N^{(g)} \right)
\end{align}

where \( E_g \) denotes that the expectation is taken with respect to the probability function of Group \( g \), \( g = 1, 2 \). The \( r_{ij}^{(1)} \), \( r_{ijk}^{(1)} \), \ldots, and \( r_{ij}^{(2)} \), \( r_{ijk} \), \ldots are the "correlation parameters" for Group 1 and Group 2, respectively. Let \( p_1^{(g)}(x) \) denote the probability functions of the \( X_i \) in the two groups when the \( X_i \) are independently distributed but have the same mean values \( m_i^{(g)} \), as they do when \( f_g(x) \) hold. Then

\begin{equation}
    p_1^{(g)}(x) = \prod_{i=1}^N \left[ m_i^{(g)} \right]^{x_i} \left[ 1 - m_i^{(g)} \right]^{(1 - x_i)} \tag{H-16}
\end{equation}

The functions \( \frac{f_g(x)}{p_1^{(g)}(x)} \) can be expanded in the orthogonal expansions given by:
\[
\frac{f_g(x)}{p_1(g)(x)} = 1 + \sum_{i<j} r_{ij}(g) y_i(g) y_j(g) + \sum_{i<j<k} r_{ijk}(g) y_i(g) y_j(g) y_k(g) + \ldots + r_{i_1\ldots i_N}(g) y_{i_1}(g) y_{i_2}(g) \ldots y_{i_N}(g) \tag{H-17}
\]

Denoting the right side of Equation H-17 by \(h(g)(x)\),

\[
f_g(x) = p_1(g)(x) \cdot h(g)(x) \tag{H-18}
\]

The likelihood ratio \(f_1(x)/f_2(x)\) is then given by

\[
L(x) = \frac{p_1^{(1)}(x) h^{(1)}(x)}{p_1^{(2)}(x) h^{(2)}(x)}
\]

or

\[
L(x) = \left\{ \prod_{i=1}^{N} \left[ m_i^{(1)} \right] x_i \left[ 1-m_i^{(1)} \right]^{(1-x_i)} \right\} \left\{ 1 + \sum_{i<j} r_{ij}^{(1)} y_i^{(1)} y_j^{(1)} + \ldots \right\}
\]

\[
\left\{ \prod_{i=1}^{N} \left[ m_i^{(2)} \right] x_i \left[ 1-m_i^{(2)} \right]^{(1-x_i)} \right\} \left\{ 1 + \sum_{i<j} r_{ij}^{(2)} y_i^{(2)} y_j^{(2)} + \ldots \right\} \tag{H-19}
\]

By dropping terms of \(h(g)(x)\), different approximations can be obtained for \(f_g(x)\) from Equation H-18, and the result will be a legitimate probability function as long as the terms of \(h(g)(x)\) which are retained are non-negative for all \(x\). The first-order approximation to \(f_g(x)\) is \(p_1(g)(x)\). The second-order approximation is

\[
p_2(g)(x) = p_1(g)(x) \cdot \left[ 1 + \sum_{i<j} r_{ij}(g) y_i(g) y_j(g) \right], \tag{H-20}
\]

and so on. When first-order approximations to \(f_1(x)\) and \(f_2(x)\) are used,
the logarithm of the likelihood ratio is easily seen to be

$$\ln L(x) = \sum_{i=1}^{N} (a_i x_i + c_i), \quad (H-21)$$

where

$$a_i = \log \left[ \frac{m_i^{(1)} (1-m_i^{(2)})}{m_i^{(2)} (1-m_i^{(1)})} \right] \quad (H-22)$$

and

$$c_i = \log \left( \frac{1 - m_i^{(1)}}{1 - m_i^{(2)}} \right) \quad (H-23)$$

When the second-order approximation of Equation H-20 is used for $f_1(x)$ and $f_2(x)$, the logarithm of the likelihood ratio is

$$\ln L(x) = \sum_{i=1}^{N} (a_i x_i + c_i) + \log \left[ 1 + \sum_{i<j} r_{ij}^{(1)} y_i^{(1)} y_j^{(1)} \right] - \log \left[ 1 + \sum_{i<j} r_{ij}^{(2)} y_i^{(2)} y_j^{(2)} \right] \quad (H-24)$$

where $a_i$ and $c_i$ are as defined in Equations H-22 and H-23 and the other terms are as defined in Equation H-15.

If a digital computer is being used for computation, the expression in Equation H-24 poses no major problem. If the "correlation parameters" are small enough so that one can use the approximation $\ln (1+\theta) \approx \theta$, then a function which is somewhat easier to implement than that of Equation H-24 is obtained, viz.,

$$\ln L(x) \approx \sum_{i=1}^{N} \left[ a_i + \sum_{j \neq r} (-m_j^{(1)} u_{ij}^{(1)} + m_j^{(2)} u_{ij}^{(2)}) \right] x_i$$

$$+ \sum_{i<j} (u_{ij}^{(1)} - u_{ij}^{(2)}) x_i x_j + \sum_{i=1}^{N} c_i, \quad (H-25)$$
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5. The Anderson-Bahadur Plane Boundary

The recent paper by Anderson and Bahadur* presents the class of best (admissible) linear procedures for the case of two multivariate normal distributions which differ in mean vectors and have unequal covariance matrices. For the case of arbitrary distributions, e.g., distributions not necessarily normal, the procedure finds a direction of projection for the two samples and computes a linear function for which the ratio of the difference between the means of the projected samples to the sum of the standard deviations of the projected samples is maximized. If the direction of projection is given by the column vector \( A = (a_1, a_2, \ldots, a_N) \) and \( M(1) \) and \( M(2) \) are the mean vectors for Group 1 and Group 2, with \( V_1 \) and \( V_2 \) as the corresponding covariance matrices, the minimax Anderson-Bahadur procedure finds the vector \( A \) which maximizes the ratio

\[
\frac{A' (M(1) - M(2))}{(A' V_1 A)^{1/2} + (A' V_2 A)^{1/2}}
\]  

The resulting \( A \) is given by

\[
A = \left[ t V_1 + (1-t) V_2 \right]^{-1} (M(1) - M(2)),
\]

where \( t \) is a scalar \( 0 < t < 1 \) given by

\[
A' \left[ t^2 V_1 + (1-t^2) V_2 \right] A = 0.
\]

Starting with an initial value for \( t \), \( A \) is obtained from Equation H-27; these values for \( t \) and \( A \) are then used to see if Equation H-28 is satisfied. In this manner \( A \) is solved for iteratively. In terms of the vector of measurements \( X = (x_1, x_2, \ldots, X_N) \), the plane boundary for classification is given by

\[
A' X = C,
\]

where
\[ C = \frac{(A'V_2A)^{1/2} \cdot A'M^{(1)} + (A'V_1A)^{1/2} \cdot A'M^{(2)}}{(A'V_1A)^{1/2} + (A'V_2A)^{1/2}}. \]  
(H-30)

In computing the above expressions when we have \( n_1 \) samples from Group 1 and \( n_2 \) samples from Group 2, the quantities \( M^{(1)} \) and \( M^{(2)} \) would be replaced by \( \bar{x}^{(1)} \) and \( \bar{x}^{(2)} \), respectively, and \( V_1 \) and \( V_2 \) by \( S_1 \) and \( S_2 \), respectively, where

\[ \bar{x}(g) = (\bar{x}_1(g), \bar{x}_2(g), \ldots, \bar{x}_N(g)), g = 1, 2, \]  
(H-31)

\[ \bar{x}_i(g) = \frac{1}{n_g} \sum_{r=1}^{n_g} x_{ir}(g), i = 1, 2, \ldots, N; g = 1, 2, \]  
(H-32)

and

\[ S_g = \begin{bmatrix} s_{ij}^{(g)} \end{bmatrix} \]  
(H-33)

where

\[ s_{ij}^{(g)} = \frac{1}{(n_g - 1)} \sum_{r=1}^{n_g} (x_{ir}(g) - \bar{x}_i(g)) (x_{jr}(g) - \bar{x}_j(g)), \]  
(H-34)

6. Multidimensional Scatter*, **

Let us rewrite the expression of Equation H-34, for the elements of the sample covariance matrix, as follows:

\[ (n_g - 1) s_{ij}^{(g)} = u_{ij}^{(g)} = \sum_{r=1}^{n_g} (x_{ir}(g) - \bar{x}_i(g)) (x_{jr}(g) - \bar{x}_j(g)). \]  
(H-35)


Wilks uses the name internal scatter matrix for the matrix \( u_{ij}(g) \) and he calls the determinant \( \det u_{ij}(g) \) the internal scatter of the sample \( g, g = 1, 2 \). It is instructive to consider the origin of this terminology.

Let

\[ x_r = (x_{1r}, x_{2r}, \ldots, x_{Nr}) \], \( r = 1, 2, \ldots, n \)

be a sample of size \( n \) from an \( N \)-dimensional distribution, and let \((x_{10}, x_{20}, \ldots, x_{N0})\) be some pivotal point about which we wish to define the scatter of the sample. Define the matrix

\[
H = \begin{bmatrix}
(x_{11} - x_{10}), & \ldots, & (x_{N1} - x_{N0}) \\
\vdots & & \vdots \\
(x_{1n} - x_{10}), & \ldots, & (x_{Nm} - x_{N0})
\end{bmatrix}
\]

(H-36)

Then the scatter matrix is

\[
H'H = \left[ \sum_{r=1}^{n} (x_{1r} - x_{10})^2, \ldots, \sum_{r=1}^{n} (x_{1r} - x_{10})(x_{Nr} - x_{N0}) \right]
\]

(H-37)

The scatter denoted by \( S_{N|x_D,n} \) is defined as the determinant of \( H'H \), i.e.,

\[
S_{N|x_D,n} = \det H'H
\]

(H-38)

The geometrical interpretation of the scatter is as follows. The sample of size \( n \) and the pivotal point can be represented as \( n+1 \) points in an \( N \)-dimensional Euclidean space. Consider the \( N+1 \) points obtained by using \( N \) out of the \( n \) sample points and the pivotal point. There are \( N+1 \) ways of choosing an additional point which, together with the \( N+1 \) points already picked, will form an \( N \)-dimensional parallelepiped. Note that \( N+1 \) different parallelepipeds can result but they will all have the same absolute value for their \( N \)-dimensional volumes. This absolute value is
called the N-dimensional content determined by \((x_1, x_2, \ldots, x_N)\), 
\(r = 1, 2, \ldots, n\) and \((x_{10}, x_{20}, \ldots, x_{N0})\). Now there are \(\binom{n}{N}\) different ways of choosing N out of n sample points. The scatter defined in Equation H-38 is equal to the sum of the squares of the N-dimensional contents determined by \((x_1, \ldots, x_N)\) and each of the \(\binom{n}{N}\) different possible choices of \((x_1, x_2, \ldots, x_N)\), \(r = 1, 2, \ldots, n\).

Now,
\[
\sum_{r=1}^{n} (x_{ir} - x_{i0}) (x_{jr} - x_{j0}) = \sum_{r=1}^{n} (x_{ir} - \overline{x}_i) (x_{jr} - \overline{x}_j) + n (x_{i} - x_{i0}) (x_{j} - x_{j0})
\]
\[
= u_{ij} + n (\overline{x}_i - x_{i0}) (\overline{x}_j - x_{j0}). \quad (H-39)
\]

Thus Equation H-38 can be written as
\[
N^S \overline{x}_0, n = \begin{bmatrix}
  u_{11} + n (\overline{x}_1 - x_{10})^2, & \ldots, & u_{1N} + n (\overline{x}_1 - x_{10}) (\overline{x}_N - x_{N0}) \\
  \vdots & \ddots & \vdots \\
  u_{N1} + n (\overline{x}_N - x_{N0}) (\overline{x}_1 - x_{10}), & \ldots, & u_{NN} + n (\overline{x}_N - x_{N0})^2
\end{bmatrix} \quad (H-40)
\]

If \(\begin{bmatrix} u_{ij} \end{bmatrix}\) is a positive definite matrix, the above equation can be written as
\[
N^S \overline{x}_0, n = \begin{bmatrix} u_{ij} \end{bmatrix} \left[1 + n \sum_{i,j=1}^{N} u_{ij} (\overline{x}_i - x_{i0}) (\overline{x}_j - x_{j0}) \right], \quad (H-41)
\]

where \(u_{ij}\) are elements of the inverse matrix \(\begin{bmatrix} u_{ij} \end{bmatrix}^{-1}\). The matrix \(\begin{bmatrix} u_{ij} \end{bmatrix}\) will be positive definite if and only if the n sample points do not lie in a flat space of less than N dimensions. From Equation H-41 it follows that the minimum value of the scatter \(N^S \overline{x}_0, n\), occurs when the pivotal point \((x_{10}, x_{20}, \ldots, x_{N0})\) is chosen as the vector of sample means \((\overline{x}_1, \overline{x}_2, \ldots, \overline{x}_N)\). This minimum value is then
\[
N^S \overline{x}, n = \begin{bmatrix} u_{ij} \end{bmatrix} \quad (H-42)
\]
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The determinant \(|u_{ij}|\) is called the internal scatter of the sample, and the matrix \(u_{ij}\) is called the internal scatter matrix.

7. Linear Discriminant Analysis Based on Scatter-Two Groups

Let

\[ x^{(1)}_{r1} = (x_{1r1}^{(1)}, \ldots, x_{Nr1}^{(1)}), \quad r_1 = 1, 2, \ldots, n_1 \]

and

\[ x^{(2)}_{r2} = (x_{1r2}^{(2)}, \ldots, x_{Nr2}^{(2)}), \quad r_2 = 1, 2, \ldots, n_2 \]

be two samples of size \(n_1\) and \(n_2\), with \(n_1 > N\) and \(n_2 > N\). Let \(x_i^{(1)}\) and \(x_i^{(2)}\) be, respectively, the means of the \(x_i\), \(i = 1, 2, \ldots, N\), for the two samples. Let \([u_{ij}^{(1)}]\) and \([u_{ij}^{(2)}]\) denote, respectively, the internal scatter matrices of the two samples with \(u_{ij}^{(g)}\), \(g = 1, 2\), as defined in Equation H-35. Assume also that the internal scatter matrices are nonsingular. By pooling the two samples, one obtains a grand sample for which the sample means are denoted by \(\overline{x}_i\) and the internal scatter matrix by \([u_{ij}]\). Now define the within-samples scatter matrix \(W = [w_{ij}]\) by

\[
W = [w_{ij}] = [u_{ij}^{(1)} + u_{ij}^{(2)}] \quad \text{(H-43)}
\]

Note that if we assumed the covariance matrices of the two groups to be equal, the sample estimate of the common covariance matrix would be given by \([s_{ij}]\), where

\[
(n_1 + n_2 - 2) s_{ij} = \sum_{r=1}^{n_1} (x_{ir}^{(1)} - \overline{x}_i) (x_{jr}^{(1)} - \overline{x}_j) + \sum_{r=1}^{n_2} (x_{ir}^{(2)} - \overline{x}_i) (x_{jr}^{(2)} - \overline{x}_j) = w_{ij} \quad \text{(H-44)}
\]
Now the internal scatter matrix of the grand sample whose mean is $x_i$ is

$$
\left[ u_{ij} \right], \text{ where}
\]

$$
\begin{align*}
\begin{array}{l}
u_{ij} = u_{ij}^{(1)} + u_{ij}^{(2)} + n_1 (\bar{x}_i - \bar{x}_j) (\bar{x}_i - \bar{x}_j) + n_2 (\bar{x}_i^{(2)} - \bar{x}_i) (\bar{x}_j^{(2)} - \bar{x}_j) \\
\end{array}
\end{align*}
$$

(H-45)

so that the between-samples scatter matrix $B = \left[ b_{ij} \right]$ has its elements given by

$$
\begin{align*}
b_{ij} &= u_{ij} - w_{ij} \\
&= \frac{n_1 n_2 (\bar{x}_i^{(1)} - \bar{x}_i) (\bar{x}_j^{(1)} - \bar{x}_j) + n_2 (\bar{x}_i^{(2)} - \bar{x}_i) (\bar{x}_j^{(2)} - \bar{x}_j)}{n_1 + n_2} \\
&= \frac{n_1 n_2}{n_1 + n_2} (\bar{x}_i^{(1)} - \bar{x}_i) (\bar{x}_j^{(1)} - \bar{x}_j)
\end{align*}
$$

(H-46)

Therefore, $b_{ij} = b_i b_j$, where $b_i = \sqrt{\frac{n_1 n_2}{n_1 + n_2} (\bar{x}_i^{(1)} - \bar{x}_i)} = \sqrt{\frac{n_1 n_2}{n_1 + n_2}} d_i$.

Let $A = (a_1, a_2, \ldots, a_N)$ be an arbitrary vector and let the two samples be denoted by $x^{(g)}$, $g = 1, 2$ so that

$$
\begin{align*}
x^{(g)} = \begin{bmatrix}
x^{(g)}_{11}, x^{(g)}_{12}, \ldots, x^{(g)}_{1ng} \\
\vdots & \vdots & \vdots \\
x^{(g)}_{N1}, x^{(g)}_{N2}, \ldots, x^{(g)}_{Ng}
\end{bmatrix}
\end{align*}
$$

Projecting the two samples onto a line whose direction cosines are proportional to the elements of the vector $A$ gives

$$
Z^{(g)} = A^{(g)} x^{(g)}, \ g = 1, 2
$$

(H-47)

and $Z^{(1)} = (z_1^{(1)}, \ldots, z_{n_1}^{(1)})$ and $Z^{(2)} = (z_1^{(2)}, \ldots, z_{n_2}^{(2)})$. 
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are the two one-dimensional samples obtained as a result of the projection. 

Let \( \bar{z}(1) \) and \( \bar{z}(2) \) be the means of the two one-dimensional samples of z's and let \( \bar{z} \) be the mean of the pooled sample. Then, if \( S \) is the scatter of the grand sample obtained by pooling the two one-dimensional samples of z's, we can write

\[
S_{\bar{z}, n_1+n_2} = S_W + S_B, 
\]

where \( S_W \) is the within-samples scatter of the z's, given by

\[
S_W = \sum_{r=1}^{n_1} (z_r^{(1)} - \bar{z}(1))^2 + \sum_{r=1}^{n_2} (z_r^{(2)} - \bar{z}(2))^2, \tag{H-49}
\]

and \( S_B \) is the between-samples scatter of the z's, given by

\[
S_B = n_1(\bar{z}(1) - \bar{z})^2 + n_2(\bar{z}(2) - \bar{z})^2 = \frac{n_1n_2}{n_1+n_2} (\bar{z}(1) - \bar{z}(2))^2. \tag{H-50}
\]

The approach of linear discriminant analysis based on scatter is to determine the particular value of \( A = (a_1, a_2, \ldots, a_N) \) which maximizes \( S_B \), the between-sample scatter for a fixed value of \( S_W \), the within-sample scatter. Thus, the problem is to maximize \( S_B \) subject to the constraint \( S_W = \) constant.

Now,

\[
S_B = n_1(\bar{z}(1) - \bar{z})^2 + n_2(\bar{z}(2) - \bar{z})^2
\]

\[
= n_1 \left[ \sum_{i=1}^{N} a_i(\bar{X}_i^{(1)} - \overline{X}_1) \right]^2 + n_2 \left[ \sum_{i=1}^{N} a_i(\bar{X}_i^{(2)} - \overline{X}_2) \right]^2
\]

\[
= \sum_{j=1}^{N} \sum_{i=1}^{N} a_i a_j \left[ n_1(\bar{X}_i^{(1)} - X_i) (\bar{X}_j^{(1)} - \overline{X}_1) + n_2(\bar{X}_i^{(2)} - X_i) (\bar{X}_j^{(2)} - \overline{X}_2) \right]
\]

\[
= A'BA, \tag{H-51}
\]

where \( B \) is the matrix defined in H-46.
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Similarly,
\[ S_W = A'WA. \] (H-52)

Using \( \lambda \) to denote a Lagrange multiplier, a necessary condition for a maximum is then
\[
\frac{\partial}{\partial A} \left[ S_B - \lambda (S_W - \text{const}) \right] = 0
\]
or
\[ 2A'B - \lambda 2A'W = 0 \]
or
\[ A' \left[ B - \lambda W \right] = 0. \] (H-53)

For a non-zero value of \( A \), the determinant of the term in brackets must be zero, i.e.,
\[ \left| B - \lambda W \right| = 0 \] (H-54)
or
\[ \left| b_{ij} - \lambda w_{ij} \right| = 0 \]
or
\[ \left| b_i b_j - \lambda w_{ij} \right| = 0. \]

Then,
\[ \lambda_1 = \sum \sum w_{ij} b_i b_j \]
\[ = \frac{n_1 n_2}{n_1 + n_2} d' W^{-1} d, \] (H-55)

where \( b_i \) is as defined in Equation H-46 and
\[
d = \begin{bmatrix} d_1 \\ d_2 \\ d_3 \\ \vdots \\ d_n \end{bmatrix}
\] (H-18)
and
\[ d_i = (x_i^{(1)} - x_i^{(2)}). \]  \tag{H-56}

The value of \( A \) corresponding to this root \( \lambda_1 \), satisfies the equation
\[ \sum_{j=1}^{N} (b_{ij} - \lambda_1 W_{ij} - a_j = 0. \tag{H-57} \]

The value of \( A \) can be determined within a constant of proportionality by noting that
\[ S_B = \frac{n_1 n_2}{n_1 + n_2} (\bar{x}^{(1)} - \bar{x}^{(2)})^2 = \frac{n_1 n_2}{n_1 + n_2} [d'A]^2, \]

and
\[ S_W = A' W A = (n_1 + n_2 - 2) A' S A, \]

where \( S \) is sample estimate of the common covariance matrix for the two groups. Then,
\[ \frac{\partial}{\partial A} \left[ S_B - \lambda (S - \text{const}) \right] = 0 \quad \text{gives} \]
\[ \frac{n_1 n_2}{n_1 + n_2} 2 (d'A) . d'' - \lambda . 2 (n_1 + n_2 - 2) . A'S = 0 \]
or
\[ \frac{n_1 n_2}{n_1 + n_2} \frac{d'A}{\lambda (n_1 + n_2 - 2)} . d'' = A'S. \]

Since every element of \( d' \) is multiplied by the same term and since we can determine the elements of \( A \) only within a constant of proportionality, we set
\[ \frac{n_1 n_2}{(n_1 + n_2) \lambda} \frac{d'A}{(n_1 + n_2 - 2)} = \text{constant, say K}. \]
Then, noting that $S$ is a symmetric matrix, from $Kd' = A's$,

$$A = K \cdot S^{-1} d.$$  \hfill (H-58)

With $K = 1$ we get the same direction as with any other value of $K$. Using $A = S^{-1} d$, the linear function

$$x'A = x'S^{-1}d$$  \hfill (H-59)

which is obtained is Fishers' linear discriminant function. The boundary for classification is given by

$$x' S^{-1} d = \text{constant}.$$  \hfill (H-60)

Note that maximizing $S_B$ while keeping $S_W$ constant is the same as maximizing the ratio $\frac{S_B}{S_W}$ or minimizing the ratio $\frac{S_W}{S_B + S_W}$ while keeping $S_W$ constant.

Alternative derivations of the above direction of projection have been given recently in the pattern recognition literature in terms of average Euclidean distance between pairs of points within groups, between groups, and among pooled samples. These "new" formulations are trivially different, do not lead to any new results, and are more cumbersome, since the average Euclidean distance between pairs of points does not have the simple relationship to spread of a sample as does the scatter about a pivotal point as formulated in multivariate statistical analysis and described above.

8. Multiple Linear Discriminant Functions

When there are $G$ groups, $G > 2$, we can proceed to consider each pair of groups separately. However, it is possible to study overall relationships of the groups with a certain amount of parsimony by defining within-samples and between-samples scatter matrices for $G$ Groups. The within-samples scatter matrix now has elements

$$w_{ij} = \sum_{g=1}^{G} \sum_{r=1}^{n_g} (x_i^{(g)} - \overline{x}_i^{(g)}) (x_j^{(g)} - \overline{x}_j^{(g)})$$  \hfill (H-61)

and the between-samples scatter matrix has elements

$$b_{ij} = \sum_{g=1}^{G} n_g (\overline{x}_i^{(g)} - \overline{x}_i) (\overline{x}_j^{(g)} - \overline{x}_j).$$  \hfill (H-62)
The within-samples scatter matrix \( \mathbf{w}_{ij} \) is sometimes called the SSW, SPW matrix, the terms referring to "sums of squares within" and "sums of products within." Similarly, the matrix \( \mathbf{b}_{ij} \) is sometimes called the SSB, SPB matrix, these terms referring to "sums of squares between" and "sums of products between."

Proceeding as in the two-group case, one sets up the condition for maximizing the between-samples scatter of the projected samples while keeping the within-samples scatter constant. As in the two group case, this leads to the condition that

\[
\mathbf{W}^{-1} \mathbf{B} - \lambda \mathbf{I} = 0
\]  

Unlike the two-group case though, now there will be \( \lambda_j \), \( j = 1, \ldots, \min \{G-1, n\} \) roots which are non-zero, unless it so happens that all the sample group means lie along the same line. Corresponding to each root \( \lambda_j \), there will be a vector \( \mathbf{A}_j \) which is a solution of the equation

\[
\mathbf{A}_j' \left[ \mathbf{B} - \lambda_j \mathbf{W} \right] = 0
\]  

Each \( \mathbf{A}_j \) leads to a linear discriminant function \( Z_j = \sum_{i=1}^{N} a_{ji} x_i \).

The samples may now be represented in this space, of reduced dimensions, which is referred to as the "discriminant space." Classification in the new space can then proceed according to procedures available. Since the new variables \( Z_j \) are weighted linear sums of the variables \( x_i \), even when the \( x_i \) are discrete variables the approximation of multivariate normal distributions for the new variables is likely to prove useful.

9. **Euclidean Distance as a Means for Classification of Projected Samples**

Some investigators have proposed the use of the mean-squared Euclidean distance between pairs of points after projection of the samples (on a subspace obtained from the original N-dimensional space by a linear transformation) as a suitable measure by which to classify a new sample into one of two groups. It is easily shown that computing ordinary Euclidean distance in the new space does not result in a quadratic discriminant function but only in a linear function. Thus, the additional computation needed to obtain Euclidean distances can be avoided. (Only when the coordinates of the new space are suitably weighted, as, for example, when the functions defining the discriminant space are weighted.
in a manner which accounts for their relative importance, does the computation of Euclidean distances prove useful.)

Let \( Z = (z_1, z_2, \ldots, z_K) \) be the new sample after projection into the transformed space. Let \( z_{r1} = (z_{ir1}^{(1)}, \ldots, z_{Kr1}^{(1)}), r_1 = 1, 2, \ldots, n_1 \) be the samples of Group 1 after projection and \( z_{r2}^{(2)} = (z_{ir2}^{(2)}, \ldots, z_{Kr2}^{(2)}), r_2 = 1, 2 \ldots n_2 \) be the samples of Group 2 after projection. The average Euclidean distance between the new sample and points belonging to Group 1 is

\[
\frac{1}{n_1} \sum_{r_1=1}^{n_1} \sum_{i=1}^{K} (z_{i}^{(1)} - z_{ir1}^{(1)})^2 \tag{H-65}
\]

\[
= \sum_{i=1}^{K} z_i^2 + \sum_{i=1}^{K} \overline{z_i^{(1)}}^2 - \sum_{i=1}^{K} \overline{z_i^{(1)}} z_i \tag{H-66}
\]

Similarly, the average Euclidean between the new sample and points belonging to Group 2 is

\[
\frac{1}{n_2} \sum_{r_2=1}^{n_2} \sum_{i=1}^{K} (z_{i}^{(2)} - z_{ir2}^{(2)})^2 \tag{H-67}
\]

\[
= \sum_{i=1}^{K} z_i^2 + \sum_{i=1}^{K} \overline{z_i^{(2)}}^2 - \sum_{i=1}^{K} \overline{z_i^{(2)}} z_i \tag{H-67}
\]

Taking the difference between the two gives the expression

\[
\sum_{i=1}^{K} (\overline{z_i^{(2)}} - \overline{z_i^{(1)}}) \overline{z_i} + \sum_{i=1}^{K} (\overline{z_i^{(1)}} - \overline{z_i^{(2)}}) \overline{z_i} \tag{H-68}
\]

as the classification procedure. This expression is a linear function in the \( z_i \). Furthermore, the coefficients of the \( z_i \) are simply the difference between the mean values of the projected coordinates in the two groups, the projected coordinates having been obtained by a linear transformation from the variables \( x_i \). Thus no quadratic discriminant function results.
10. **Mahalanobis' $D^2$**

For two samples of size $n_1$ and $n_2$ with $N$ characteristics measured on each member of each sample,

$$D_N^2 = \sum_{i=1}^{N} \sum_{j=1}^{N} s_{ji} (\bar{x}_i^{(1)} - \bar{x}_i^{(2)}) (\bar{x}_j^{(1)} - \bar{x}_j^{(2)}), \quad (H-69)$$

where the matrix $[s_{ji}]$ is the inverse of $[s_{ij}]$,

$$x_i^{(g)} = \frac{1}{n^g} \sum_{r=1}^{ng} x_{ir}^{(g)}, \quad i = 1, 2, \ldots, N; \quad g = 1, 2$$

and

$$(n_1 + n_2 - 2) s_{ij} = \sum_{g=1}^{2} \sum_{r=1}^{ng} (x_{ir}^{(g)} - \bar{x}_i^{(g)}) (x_{jr}^{(g)} - \bar{x}_j^{(g)}) \quad (H-70)$$

$$= w_{ij},$$

where $[w_{ij}]$ is the within-samples scatter matrix defined in Equation H-44. In terms of

$$d = \begin{bmatrix} d_1 \\ d_2 \\ \vdots \\ d_N \end{bmatrix} \quad \text{with} \quad d_i = (\bar{x}_i^{(1)} - \bar{x}_i^{(2)}),$$

$$D_N^2 = (n_1 + n_2 - 2) d' W^{-1} d. \quad (H-71)$$

Hottelling's $T^2$, a generalization of Student's $t$ for two multivariate samples, is related to $D^2$ by

$$T^2 = \frac{n_1 n_2}{n_1 + n_2} D_N^2. \quad (H-72)$$


To test the hypothesis that there is no difference in the mean values of the \( N \) characteristics for the two populations, the statistic

\[
T^2 = \frac{(n_1 + n_2 - N - 1)}{(n_1 + n_2 - 2) N} \cdot \frac{n_1 n_2}{(n_1 + n_2)} \cdot \frac{(n_1 + n_2 - N - 1)}{(n_1 + n_2 - 2) N} \cdot D^2_N
\] (H-73)

is used. For the case where both samples are independently drawn from identical \( N \)-dimensional normal distributions, i.e., under the null hypothesis, the statistic of Equation H-73 has an \( F \) distribution with \( N \) and \( (n_1 + n_2 - N - 1) \) degrees of freedom.

For \( G \) samples, \( G > 2 \), of size \( n_g, g = 1, 2, \ldots, G \), Rao's generalization of Mahalanobis' \( D^2 \) is given by

\[
D^2_{N, G} = \sum_{i=1}^{N} \sum_{j=1}^{N} s_{ij} \sum_{g=1}^{G} n_g (\bar{x}_i^{(g)} - \bar{x}_1^{(g)}) (\bar{x}_j^{(g)} - \bar{x}_j^{(g)}) \quad (H-74)
\]

where

\[
\left( \sum_{g=1}^{G} n_g \ - 1 - G \cdot N \right) w_{ij} = \sum_{g=1}^{G} \sum_{r=1}^{n_g} (x_{ir}^{(g)} - \bar{x}_i^{(g)}) (x_{jr}^{(g)} - \bar{x}_j^{(g)})
\]

\[
= w_{ij}
\]

and

\[
\bar{x}_i^{(g)} = \frac{n_g \bar{x}_i}{\sum_{g=1}^{G} n_g}
\]

Equation H-74 can be rewritten as

\[
D^2_{N, G} = \left( \sum_{g=1}^{G} n_g \ - 1 - G \cdot N \right) \sum_{j=1}^{N} \sum_{i=1}^{N} w_{ij} b_{ij}
\]

\[
= \left( \sum_{g=1}^{G} n_g \ - 1 - G \cdot N \right) \text{trace } W^{-1} B. \quad (H-75)
\]
When the total sample size \( \sum_{g=1}^{G} n_g \) is large, then \( D_{N,G}^2 \) as defined in Equation H-75 has a \( \chi^2 \) distribution with \( N(G-1) \) degrees of freedom under the null hypothesis of no difference between the mean values of the \( N \) characteristics in all the \( G \) populations. This statistic can be used for testing whether observations on \( Q \) additional variables can be useful for increasing the distance between the two samples. Rao suggests the use of \( (D_{N+Q,G}^2 - D_{N,G}^2) \) to judge the significance of information supplied by the additional \( Q \) variables. For very large sample sizes this difference has, approximately, a \( \chi^2 \) distribution with \( Q(G-1) \) degrees of freedom. As in the case of two groups, a step-by-step screening of the variables can be done using this statistic.

11. The Symmetric Divergence for Binary Variables

A general measure of the divergence between two populations is obtained by taking the difference between expected values of \( \log L(x) \) with respect to the probability functions of Group 1 and Group 2, respectively. Thus,

\[
J (1, 2) = E_{f_1} \left[ \log \frac{f_1(x)}{f_2(x)} \right] - E_{f_2} \left[ \log \frac{f_1(x)}{f_2(x)} \right].
\] (H-76)

\( J \) is also called the Kullback-Leibler information number. Note that for the case where the two populations are multivariate normal with different mean vectors but equal covariance matrices, the symmetric divergence, \( J \), gives Mahalanobis' \( D^2 \) for two populations, i.e.,

\[
D^2 = \sum_{i=1}^{N} \sum_{j=1}^{N} v_{ij}^2 (m_i^{(1)} - m_i^{(2)}) (m_j^{(1)} - m_j^{(2)}).
\] (H-77)

For the case where the variables \( x_1, x_2, \ldots, x_N \) are binary, in terms of the notation of Section 4 of this Appendix, an approximation to the effective distance between the two groups is given by*

---

\[ J \approx D^*^2 = \sum_{i=1}^{N} \left( m_i^{(1)} - m_i^{(2)} \right)^2 a_i + \sum_{i<j}^N (r_{ij}^{(1)} - r_{ij}^{(2)})^2 \]

\[ + \ldots + (r_{12 \ldots N}^{(1)} - r_{12 \ldots N}^{(2)})^2, \]

(H-78)

where \( a_i \) is as defined in Equation H-22. \( D^* \) does not satisfy the triangle inequality and so is not a metric. It represents a "good" approximation to the effective distance when the two population distributions are not very different and the predictors are not highly correlated within either group. *

A rough idea of the usefulness of a set of predictors for discrimination can be obtained by using the first two terms for \( D^*^2 \).
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Dr. Shanley received the B.S. degree in engineering from the U. S. Military Academy in 1939. He did graduate work in cosmic ray physics at Princeton University, which granted him the Ph. D. degree in 1951. The title of his doctoral thesis is, *Gamma Ray Production in Mu Mesa Capture*.

Dr. Shanley joined the Philco Corporation in 1961 and is now directing the research and advanced development work in the Advanced Technology Laboratory on visual pattern recognition and speech recognition.

From 1939 until he joined Philco, Dr. Shanley served in the U.S. Army. He rose from Second Lieutenant to Colonel during his Army career. He commanded a company in the original Army parachute unit, the 501st Parachute Battalion, from 1939 to 1946. During this period, he pioneered in the development of mass airborne drop techniques. In 1943, he was promoted to Lieutenant Colonel to command a parachute infantry battalion of the 82nd Airborne Division in the airborne assault of Normandy and commanded a regiment in combat. He received a Silver Star, two Bronze Stars, and the Purple Heart.

From 1950 to 1953, Dr. Shanley was the Chief of the Research Division in the Research and Development Section of the Office of the Chief of Army Field Forces. In this capacity, he formulated requirements for new Army weapons systems and conducted and reviewed studies of the effectiveness of weapons. He originated the "Combat Development" concept adopted by the Army in 1953, by which weapons, doctrine, and organizational concepts are conceived, developed, and tested concurrently.

From 1954 to 1955, Dr. Shanley commanded the 19th Infantry Regiment, 24th Infantry Division, in Korea. From 1958 to 1960, he was the Chief of the Atomic-Chemical and Biological Warfare Division in the Office of the Deputy Chief of Staff for Military Operations, Department of the Army Headquarters. In this capacity, he directed a group of Army officers in determining requirements for and planning for the use of nuclear delivery systems and chemical and biological weapons. In 1960, Dr. Shanley was assigned to the Office of the Joint Chiefs of Staff. He established requirements and prepared plans for the use of nuclear weapons and guided missiles.

Dr. Shanley's publications include the following:


"Non-Nuclear NATO Army," Army, Vol. 11, No. 5, December 1960, pp. 28 to 30.

Dr. Shanley is a member of Sigma Xi, the Operations Research Society, the Association of the U. S. Army, and the IEEE.
This report covers the work performed under Contract DA-36-039-SC-90742, "Semi-Automatic Imagery Screening," during the six-month period 1 September 1963 through 28 February 1964, comprising the fourth through ninth months of a 21-month program.

The following subjects are presented herein:

(a) Discussion of the merits of available techniques that may be considered for use in each stage of the process of screening aerial reconnaissance photographs for purposes of detecting objects of military significance.

(b) Description and comparison of alternative hardware realizations of the techniques of (a) above.

(c) Summary of the application of the principles of statistical decision theory to the reconnaissance photoscreening problem.

(d) Description of the conceptual design of an imagery screening device.

(e) Detailed description of a computer simulation problem on the detection of tanks in aerial photographs. The simulation, to be carried out during the next six months, is expected to provide design details to extend the conceptual design of (d).
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