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The concept of risk preference has often been viewed as one 
of the key building blocks of economic theory and of human 
behaviour more generally1. People vary widely on this build-

ing block. Thus, to be able to customize consequential decisions 
such as choosing a health care plan2 or type of perinatal care3, one 
needs to know people’s risk preferences. Consequently, it is crucial 
to measure them.

Surprisingly, there is no consensus across science and industry 
on how risk preferences should be measured. Consider, for instance, 
the financial industry, for which measuring clients’ risk preferences 
is daily business. Indeed, regulatory bodies such as the European 
Commission require financial institutions to elicit customers’  
“preferences regarding risk taking, their risk profile, and the purpose 
of the investment” and risk preferences are assumed to determine 
how an investor prefers resources to be allocated across risky and 
riskless investment options4. Financial institutions typically elicit 
these preferences by simply asking individuals to state their pre-
ferred level of risk in general or in the light of a specified investment 
scenario. From the industry’s point of view, this is an inexpensive, 
fast and simple method, yet it has disadvantages. The method mea-
sures risk preferences on an ordinal level, thus making it impossible 
to precisely extrapolate the obtained preferences to ‘out-of-sample’ 
situations (that is, to obtain a numerical estimate of a person’s risk 
preference in the new situation).

Whereas financial institutions ask their customers to engage in 
self-inquiry, participants in economists’ and psychologists’ labo-
ratories are often faced with a different method: individuals’ risk 
preferences are inferred from incentivized observable behaviour 
in controlled experimental tasks. The classic method is to present 
individuals with choices between well-defined monetary lotteries. 
Recently, behaviour has also been elicited in sequential and expe-
rience-based behavioural tasks5, as well as in terms of risky choices 
with perceptually more or less ambiguous information (for a recent 
review of elicitation methods (EMs), see ref. 6).

According to the procedural invariance axiom of standard  
decision theory, different EMs should give rise to the same risk  

preferences7. Thus, a scientist’s choice of a specific EM should—
at least in theory—not bias a person’s revealed risk preferences. 
However, recent research suggests the opposite. A series of inves-
tigations has shown puzzling and large inconsistencies in risk  
preferences when they were elicited using different or even quite 
similar methods8–26.

Our goal was to explore whether the apparent inconsistency 
between the different risk EMs might result from too blunt a defini-
tion of consistency. First, we examined to what extent risk prefer-
ences are consistent when consistency is measured in terms of stable 
rank ordering of individuals across EMs. Although a person’s abso-
lute risk preferences may change across EMs, that person’s position 
relative to others may remain stable. If so, EMs would be suited to 
measuring relative rather than absolute risk preferences. Second, 
modelling risk preferences exclusively in terms of the shape of the 
utility function—the standard approach according to expected util-
ity theory (EUT; ref. 27)—neglects the variety of decision processes 
underlying risky choice. It may be that other characterizations of 
decision-making under risk—namely, those that permit violations 
of EUT’s restrictive assumptions—result in more consistency in 
people’s risk preferences. Consistency would thus not manifest in 
choices per se but on the level of modelling parameters that capture 
what are assumed to be stable psychological regularities in individu-
als, such as their degree of loss aversion.

To this end, we elicited monetary-incentivized risk prefer-
ences in 1,507 healthy individuals with six behaviour-based EMs 
(see Methods for detailed descriptions). This selection included 
widely applied EMs in the behavioural sciences such as the popu-
lar gambles by Holt and Laury28 or the balloon analogue risk task 
(BART)29. It also included methods developed in-house (a series of 
multiple price lists (MPLs) and the adaptive lottery method), which 
are typically used in economics to allow an estimation of structural 
models (as in ref. 30), as well as methods that reflect the state of the 
art in psychology and cognitive neuroscience (the Columbia card 
task (CCT)31 and the marbles task33). Our selection was informed 
by the goal of representatively sampling methods that are typically 
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used in different disciplines. For this reason, various features of the 
EMs differed, such as the type of choices they involved, the type 
of information being presented and whether feedback was given 
(for a summary of the design features, see Supplementary Fig. 3). 
More generally, every EM had distinct properties, but they also 
shared properties. The two most important shared properties were 
that individuals repeatedly chose between two options that differed 
by their risk, which was defined as the variability of the potential 
outcomes (that is, the standard measure of risk), and that all EMs 
involved substantial monetary stakes; that is, the choices exacted 
real consequences and required participants to instantaneously ‘put 
their money where their mouth is’.

Throughout the history of economics, risk has been defined 
in various ways. The most common definition in economics and 
finance focuses on the variability (variance) of outcomes33. We 
employed this definition of risk and expressed a person’s risk pref-
erence using the proportion of riskier options (that is, the options 
with the larger variance out of stochastically non-dominated 
options) chosen in each EM (or if not applicable, the frequency of 
such choices). We thus avoided the problem of making our analy-
sis dependent on a particular functional form of the utility func-
tions (such as constant relative and absolute risk aversion) as well as 
the thorny debate as to whether risk preferences can be adequately 
quantified by the curvature of the utility function34.

Results
Consistency of risk preferences across EMs. At the outset, we 
categorized each individual’s behaviour relative to the baseline 
of expected value maximization (that is, the simplest normative 
model, which does not require any transformation of probabilities 
and outcomes and assumes risk neutrality). Using this baseline, we 
next compared individuals’ preferences across EMs. Figure 1a shows 
the distributions of individuals’ risk preferences (the proportion of 
choices for the riskier over the safer option) across all six EMs. The 
figure suggests that there are large differences in risk preferences 
across EMs. For instance, the proportion of individuals categorized 
as risk seekers ranged from 0 (in the BART) to 79% (in the CCT). 
Figure 1c shows how often a person was categorized as risk seeking 
or risk averse across the EMs. Only 13% of participants displayed 
the same risk preferences across all six EMs. A larger proportion 
of 53% of participants showed the same risk preferences in at least 
five of the six EMs. However, these observed proportions need to 
be considered in the context of the base rates of risk aversion and 
risk seeking in the different EMs before they can be interpreted as 
indicators of consistency. By repeatedly shuffling the assignments 
of participants within EMs 1,000 times and counting how often the 
shuffled participants showed identical risk preferences, estimations 
of the proportions due to pure base rate effects were calculated (see 
also ‘Statistical tests of consistency’ in Supplementary Information). 
The base-rate proportions (depicted in Fig.  1c in grey within the 
observed proportions in black bars) are by and large comparable 
to the observed proportions, suggesting that the observed consis-
tency in assignments is primarily a consequence of base-rate effects. 
In sum, these results suggest that the six behavioural EMs elic-
ited largely diverging preferences on an absolute level; the degree 
of overlap between the methods was barely higher than would be 
expected by chance.

Notwithstanding these inconsistencies, it could be that a per-
son’s relative rank compared with others is constant across the 
EMs. For illustration, a score in a diagnostic screening test is infor-
mative only relative to a norm distribution. By analogy, a person 
who is measured to be among the most risk-loving on one EM 
may also be measured to be one of the dare-devils on another EM. 
Consistent with this possibility, people’s rank orders on the differ-
ent EMs were positively correlated between all EMs (Fig. 1b). Yet, 
the magnitudes of the correlations varied greatly, from insignificant 

correlations close to zero (minimum Spearman’s rank-order cor-
relations, r =  0.06) to moderate correlation coefficients (maximum 
Spearman’s rank-order correlations, r =  0.34). Thus, even if it is pos-
sible to predict relative risk preferences assessed with EM A through 
behaviour measured with EM B, this extrapolation works only for 
some and not all behaviour-based EMs. In summary, the results 
show substantial across-method inconsistency in absolute risk pref-
erences and little or moderate consistency in the relative ordering of 
individuals across methods.

Origins of people’s inconsistent risk preference measures. Some 
authors have suggested that inconsistency may be due to context-
dependent risk preferences (for example, ref. 10), suggesting that 
people’s risk preferences pertaining to, for example, investment 
options might differ systematically from those pertaining to medi-
cal options35. However, inconsistencies also emerged when similar 
EMs were applied in identical contextual frames and the choice 
architecture differed solely with respect to design features such 
as assortment, the order of choice sets14 or the magnitudes of the 
outcomes and probabilities12,14,15. To rule out this possibility in our 
study, we implemented EMs without explicit contextual frames.

Others have attributed inconsistent preferences to interactions of 
people’s cognitive ability and task complexity8,36; specifically, it has 
been suggested that differences in cognitive skills can affect people’s 
ability to reveal their true preferences in a given behavioural task 
to different degrees9. We tested whether individual differences in 
participants’ statistical numeracy—a construct that is strongly cor-
related with cognitive ability37 but focuses on the comprehension 
of the operations of probabilistic and statistical computation—may 
have led to the apparent inconsistent risk preference measures. 
However, our analyses show that the observed inconsistencies were 
not significantly influenced by this factor (see ‘Inconsistency due to 
statistical numeracy’ in Supplementary Information).

Other sources that may attenuate consistency could be imposed 
by task-dependent and -independent measurement errors. Recently, 
Crosetto and Filippin21 examined the influence of task-specific 
measurement errors and showed in simulations that part of the 
observed across-task heterogeneity can be explained by task-specific 
measurement errors induced by the mere mechanics of the tasks 
at hand. Again, we found that after correcting for task-dependent  
and -independent measurement errors (see ‘Inconsistency due to 
measurement errors’ in  Supplementary Information) the overall 
picture remained by and large unchanged.

A final factor that could partially account for the observed 
inconsistent risk preferences is variability in how distinctly risk is 
expressed. The overall pattern of correlations indicates somewhat 
smaller consistency between the BART and the other EMs, com-
pared with other tests. This could be explained by the fact that the 
BART involves decisions in which the underlying probabilities must 
be learned by the decision-maker. To disentangle the process of 
learning from risk preference in the BART, we modelled observed 
behaviour with the Bayesian sequential risk taking model38 (see 
‘BSR model’ in Supplementary Information), but found qualitatively 
unchanged correlations when considering ‘learning-corrected’ risk 
preferences. Therefore, in summary, we conclude that these possi-
ble explanations can only partially account for the widely observed 
inconsistent risk preferences.

A more general explanation has been discussed in a classic 
instance of inconsistent behaviour—the preference-reversal phe-
nomenon39. Systematic reversals emerge as a function of the response 
mode (for example, binary choice, valuation and matching) through 
which people express their preference for otherwise equivalent lot-
tery options. Different response modes, so the explanation goes, 
render distinct properties of options (for example, the magnitude of 
outcomes or probabilities) more prominent and consequently trig-
ger distinct choice strategies7,40,41. Similarly, normatively identical 
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decision problems can prompt systematically different preferences 
when presented in different framings. Such preference reversals can 
be predicted by cumulative prospect theory (CPT; ref. 42). Building 
on this research and on the notion of response-contingent strate-
gies, it is reasonable to assume that the distinct features of EMs may 
also cause specific aspects of the risky options to be highlighted 
and thus prompt preference inconsistencies. If so, elicited behav-
iours may appear inconsistent but the parameters giving rise to the 
behaviours may be consistent. Considering the parameters that can 
be estimated with CPT, individuals may be consistent in how they 
(1) value outcomes, (2) weight probabilities and (3) weight gains 
compared with losses. We therefore examined the degree of consis-
tency on the level of preference-relevant parameters by modelling 
behaviour in three of the six EMs (the MPL, adaptive lotteries and 
CCT). To these, CPT can be stringently applied. These three EMs 

elicit risk preferences with a wide variety of probabilities, outcome 
magnitudes and value domains (gains, losses and mixed) across lot-
teries. For details on the parameter estimation see ‘Model fitting’ 
in Supplementary Information.

Our extensive modelling analyses revealed that the notion of 
consistency cannot be salvaged on the level of model parameters. 
The parameter values estimated for each individual are only mar-
ginally rank correlated (0.12 <  r < 0.01) between each other (see 
Supplementary Information and Supplementary Fig.  4), suggest-
ing that on a relative level, parameter estimates are also largely 
inconsistent. Note that a similar pattern of inconsistency can also 
be observed in a more complex specification of CPT (see ‘Model 
fitting’ in Supplementary Information and Supplementary Fig. 5). 
Also, at the absolute level, the median CPT parameter estimates  
(see Table 1) vary substantially across EMs. For instance, in the CCT 

0.13%*
(0.09%)

0.4%
(0.41%) 0.3%*

(0.36%)

0.12%
(0.12%)

0.04%*
(0.02%) 0.01%*

(0%)
0%

(0%)

0s/6a 1s/5a 2s/4a 3s/3a 4s/2a 5s/1a 6s/0a

%
 o

f p
ar

tic
ip

an
ts

BART

0.11* MPL

0.11* 0.26* AL

0.08 0.34* 0.21* HL

0.06 0.23* 0.13* 0.15* MT

0.14* 0.18* 0.08 0.06 0.25* CCT

100% 0%

0 20 40 60 80

84% 16%

0.00 0.25 0.50 0.75 1.00

77% 23%

0.3 0.4 0.5 0.6 0.7

76% 24%

0.0 2.5 5.0 7.5 10.0

68% 32%

0.00 0.25 0.50 0.75 1.00

21% 79%

0 200 400 600

BART

MPL

AL

HL

MT

CCT

Consistently
risk seeking

Consistently
risk averse

Risk seekingRisk averse

1s/5a

% classified by random assignment 

actual % of participants classified as 

risk seeking in one EM, risk averse in five EMs

Example

a b

c

Fig. 1 | Degree of consistency in risk preferences across ems. a, Histograms of observed risk preferences show proportions of risk-averse (grey bars) and 
risk-seeking (black bars) individuals compared with a risk-neutral expected-value maximizer (solid line) as a function of EM. b, Spearman’s rank-order 
correlation coefficients between EMs with pairwise scatterplots (*P <  0.001). c, Histograms of consistency classes in relation to a risk-neutral person. 
The black bars and unbracketed numbers indicate how often an individual has been categorized as risk seeking (s) and risk averse (a). The grey bars show 
the average percentage points (as numbers in brackets) of assignments to a specific class when assignments were made randomly 1,000 times (keeping 
the frequencies of classes as observed but shuffling participants’ assignments). The asterisk indicates a significantly higher or lower observed frequency 
compared with the random assignments (* P <  0.001; see ‘Statistical tests of consistency’ in Supplementary Information). AL, adaptive lotteries; BART, 
balloon analogue risk task; CCT, Columbia card task; EM, elicitation method; HL, Holt and Laury gambles; MPL, multiple price list; MT, marbles task.

NATuRe HumAN BeHAviouR | www.nature.com/nathumbehav

http://www.nature.com/nathumbehav


© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved. © 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

Articles NATurE HuMAN BEHAvIOur

the typical participant (that is, described by median parameter esti-
mates) is not loss averse but gain seeking (λ  =  0.43) and sensitive to 
differences in the magnitudes of outcomes (α  =  0.10). This ‘profile’ 
explains why many decision-makers emerged as more risk seeking 
in the CCT relative to the adaptive lottery and MPL methods. In the 
adaptive lotteries and MPL, however, the median CPT type exhib-
its loss aversion (λ  =  1.36 and 1.64, respectively) and is much more 
sensitive to differences in outcome magnitudes (α  =  0.62 and 0.86, 
respectively).

One way consistency might be curtailed in these preference-
relevant parameters is if distinct decision processes are used across 
different EMs. Most previous studies on method-dependent incon-
sistency have implicitly assumed that all participants made deci-
sions in accordance with EUT8,9,11–13,15,18; that is, they maximized 
the expected utility of their choices. However, numerous studies 
have demonstrated that individuals’ risk preferences often deviate 
from EUT and that CPT is often the best model for fitting aggre-
gate choices even if some people are not best described by EUT and  
even though there may not be a single best model for fitting  
individual choices34,43,44.

Consistency of decision-making strategies. Interestingly, two 
recent studies have shown that this heterogeneity can be parsimo-
niously described as a mix of two types: a minority of 20% EUT 
types and a majority of 80% CPT types45,46. These findings suggest 
that there might be a stable share of ‘decision-making types’ across 
people in similar EMs. Yet, it is unknown whether such a classifica-
tion is stable within the same person across EMs; in other words, 
whether the same person always makes decisions according to EUT 
or CPT, irrespective of the decision problem or the EM. To test this 
potential explanation for the inconsistencies found in the prefer-
ence parameters, we also analysed the choices in the three EMs 
(MPL, adaptive lotteries and CCT) using an EUT model as well as 
a random choice model; the latter assumes that people disregard 
the information about the decision problems and choose randomly.

Figure  2 reports for each of the three EMs the proportion of 
people whose behaviour is best described (by means of the Bayesian 
information criterion) by one of the three models. Although on 
average CPT describes the choices better than EUT, with, on aver-
age, 57% of participants best described by CPT (relative to 26% by 
EUT), the results speak against stable decision-making ‘types’ in 
terms of a stable expected-utility maximizer or CPT-like decision-
maker. Across EMs, individuals appear to change fundamentally in 
how they choose. The distribution of decision-maker types varies 
not only across but also within EMs. Specifically, the proportion of 
people classified into one of the three models varies from 36 to 81% 
(CPT), 9 to 51% (EUT) and 2 to 36% (random choice). Furthermore, 
only 17% of the participants are best described across the EMs by 
the same model, namely CPT (see Supplementary Information and 
Supplementary Fig. 6a).

For the fraction of consistent CPT decision-making ‘types,’ we 
next tested whether they at least were more consistent in their 
revealed preferences compared with others. Our analyses show that 
even within this subset no consistency emerged (see Supplementary 
Information and Supplementary Fig.  6b,c); consistency ranged 
from 96% for risk-averse participants in the MPL method to 79% 

for risk-seeking participants in the CCT method. As a result, the 
frequency of consistent CPT and EUT types does not significantly 
differ from the expected base rates (see ‘Statistical tests of consis-
tency’ in  Supplementary Information). In line with this result,  
we also found no differences in the strength of Spearman’s correla-
tions between the three EMs, as tested with the Steiger test, sum-
ming the squared differences of  correlations of the two matrices and  
testing this sum against the chi-square distribution: Correlations 
within the subset of CPT ‘types’ were not stronger compared with 
those of the remaining 83% of participants (χ2 = 4.69, nCPT =  253, 
nother = 1,254, P <  0.2).

In summary, these findings do not support the existence of stable 
types of decision-makers who approach different tasks (EMs) on the 
basis of task-general decision processes. Instead, the results suggest 
that the specific methods of the chosen EMs alter the way individu-
als evaluate options. This, in turn, determines their revealed risk 
preference profile. Counter to the traditional view, people do not 
consistently reveal their preferences when they are elicited with dif-
ferent EMs; rather, they appear to construct their preferences (see 
ref. 47) and this construction process interacts with the EM at hand.

Discussion
Experimental economists and psychologists have devoted much 
attention to eliciting humans’ behavioural preferences, often letting 
people choose between money lotteries. Economists in particular 
have focused on behavioural methods to avoid the alleged problem 
of cheap talk (that is  the assumption that only behaviour elicited 
with tasks involving monetary incentives reveals true risk prefer-
ence). The problem with this approach, however, is that measures of 
preferences have proven to be remarkably inconsistent across EMs. 
The reason for this inconsistency is unclear. Perhaps the measured 
risk preferences are sensitive to the employed EM, challenging alto-
gether the existence of consistent risk preferences. Alternatively, the 
EUT model, by capturing risk preferences through the shape of the 
utility function, may be simply too rigid to capture non-normative 
processing of the options’ monetary and risk properties, with the 
result being that preferences across EMs may appear more inconsis-
tent than they are in reality.

To find out, we examined the consistency of risk preferences in 
1,507 healthy persons and across six EMs, all of which aim to mea-
sure risk preference by observing choice behaviour. We recorded 
substantial inconsistencies throughout all levels of analyses. On an 
absolute level, the percentage of risk-averse compared with risk-
seeking individuals ranged from 100% (for the BART method; 
Fig.  1) to only 21% (for the CCT method). In addition, a large 
majority of individuals (88%) switched from risk averse to risk seek-
ing or vice versa at least once across the six EMs.

It is unclear whether consistent risk preference can be observed 
when consistency is measured in terms of rank-order stability across 

Table 1 | medians and standard errors (in parentheses) of the 
preference parameters

outcome 
sensitivity (α )

Probability 
weighting (η )

Loss  
aversion (λ )

MPL 0.62 (0.07) 0.50 (0.08) 1.36 (0.11)

Adaptive lotteries 0.86 (0.02) 0.94 (0.04) 1.64 (0.06)

CCT 0.10 (0.02) 0.27 (0.05) 0.43 (0.01)

a b c
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Fig. 2 | Types of decision-makers across ems. a–c, The proportion of 
participants whose behaviour is best described by CPT, EUT or a random 
choice model (RC) varies substantially within and between EMs.  
a, MPL. b, Adaptive lotteries (AL). c, CCT. Classification according to the 
Bayesian information criterion value, taking the fit and model complexity 
into account.
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EMs. Considerable rank-order stability has, for instance, been 
found across key personality traits such as the ‘Big Five’48. Perhaps 
risk preference behaves like personality traits, offering a different 
but established notion of consistency. In our analyses, we found 
little evidence for rank-order stability across the implemented EMs. 
Specifically, the rank-order correlations of risk preferences between 
EMs ranged from correlations of virtually zero (r =  0.06) to a maxi-
mum of medium correlations (r =  0.34). Across all the EMs, the 
median rank-order correlation was r =  0.11. This suggests merely a 
small amount of consistency in individuals’ ranks across methods.

To test whether consistent risk preference could be observed 
when we redefined consistency in terms of important CPT con-
structs, such as loss aversion or nonlinear probability weighting, 
we modelled choices in response to three EMs with CPT. We found 
no indication of consistency and, if anything, even inconsistency 
on the level of preference parameters. Finally, we investigated 
whether individuals adopt distinct decision processes across differ-
ent EMs. To this end, we implemented CPT, an EUT model and a 
random choice model for each of the three EMs. Interestingly, we 
observed that the proportion of individuals whose behaviour was 
best described in terms of one of three models varied as a function 
of EM. Moreover, the proportion of people who appeared to have 
adopted the same decision process (that is, being best described 
by one of the three models) was less than one in five. Therefore, 
our results demonstrate that the inconsistencies observed in choice 
behaviour also occur on the level of the decision process as captured 
by important decision models.

To substantiate our results, we thoroughly examined whether 
the observed inconsistencies could be inflated through the effects 
of systematic and unsystematic measurement error or as a result 
of heterogeneity in individuals’ processing of relevant information 
(that is, learning and statistical numeracy). Even if these explana-
tions have some merit and even if some of the observed inconsis-
tencies are idiosyncratic for some EMs, they cannot explain the 
near-complete lack of consistency across the measures. Apart from 
taking into account these alternative explanations, our results are, 
by nature, influenced by the selection of the EMs and models and, 
thus, our conclusions should be weighted within this selection. 
With the choice of EMs, we intended to facilitate a comparison of 
methods that are representative for the variety of tasks used in the 
behavioural sciences (for example, economics, psychology and cog-
nitive neuroscience). Therefore, the selected EMs were quite differ-
ent in their choice architectures and it is likely that more similar 
EMs would yield more consistency across the risk preference mea-
sures49. However, there is no unequivocal answer to the question of 
which EM would be most adequate for measuring risk preferences.

Several conclusions can be drawn from these results. First, the 
common practice of quantifying risk preferences by the curvature 
of the utility function alone is likely to be inappropriate for many 
decision-makers and many EMs. Second, capturing risk prefer-
ences in terms of the non-normative components of risky choice 
(for example, probability weighting and loss aversion) does not 
appear to produce substantially more consistent risk preferences 
or a stable share of types of decision-makers45. Third, these results 
strongly support the possibility that properties of the choice archi-
tecture—here, the EMs—strongly affect how individuals make their 
choice and what choice they make. Therefore, conceptualizing risk 
preference as a general trait-like entity that can be easily elicited 
with different behavioural methods is, in all likelihood, misguided. 
The strong influence of the EM leads us to the suggestion that peo-
ple are probably equipped with a large variety of decision strate-
gies that they apply in response to the specific architecture of the 
EM—a view consistent with the emerging constructionist approach  
to psychology50.

These results may lead to suggest that there is no such thing as 
a consistent preference for risk. We believe this is too early to call 

for two reasons. First, it depends on the definition of consistency. 
For instance, key personality traits have been found to show con-
siderable rank-order consistency and yet they undergo systematic 
intra-individual and mean-level changes across the lifespan. A very 
similar pattern has recently also been reported for risk preferences 
that were elicited with the method of self-reports51. Second, the fact 
that all levels of analysis reveal exclusively positive correlations may 
hint at the existence of a general underlying construct. A recent 
study supports this idea by showing that a combination of many risk 
measures increases the performance in explaining risky behaviour20. 
Moreover, the observed inconsistencies across different EMs may be 
relatively unique to this class of measures rather than an inherent 
characteristic of the construct risk preference. Various self-report 
risk preference measures have been found to converge substantially 
with each other, giving rise to a general factor of risk preference52. 
The existence of such a latent construct requires more work, includ-
ing further exploration of EMs whose architecture impinges less 
on the process (for example, self-report measures). In addition, it 
may be of interest to examine whether decision aids, such as expert 
advice on how to approach specific decisions, may increase consis-
tency in observed risk preferences. What is clear, however, is that 
scientists’ common practice, namely, measuring risk preferences 
with one simple behavioural EM (for example, lotteries) and thus 
creating the fiction that they can capture consistent risk preferences, 
should stop.

methods
A total of 1,512 healthy participants without neurological (for example, epilepsy) 
or psychiatric (for example, depression or schizophrenia) disorders between 20 
and 36 years of age were recruited. Of these, we excluded 5 participants who did 
not complete 4 or more of the behavioural tasks, resulting in a total sample size 
of 1,507 participants (746 in Basel, Switzerland, and 761 in Berlin, Germany). 
Supplementary Table 4 reports the socio-demographic information. The respective 
local ethics committees (Ethikkommission beider Basel and Ethikkommission 
des Max-Planck-Institut für Bildungsforschung) approved the study, which was 
conducted in accordance with the Declaration of Helsinki. Participants received a 
detailed explanation of the study and written informed consent was obtained. The 
study consisted of a day-long session in one of two laboratories—one at the Max 
Planck Institute for Human Development, Berlin, and the other at the Department 
of Psychology at the University of Basel. All of the reported P values from statistical 
tests of significance are two-sided. Analyses were conducted in MATLAB 
(8.6.0.267246) (www.mathworks.com) and R (3.3.0) (www.r-project.org).

Monetary incentivization. Participants received a fixed payment plus a bonus 
contingent on their choices in the incentivized behavioural tasks. We took into 
account the different wage levels at the Swiss and German study centres to match 
the monetary incentives. The fixed amount was based on the typical hourly wage 
for research assistants at the local universities, namely, 15 Swiss francs (CHF) in 
Basel and € 10 euros in Berlin. It took most participants about 8 h to complete the 
study, resulting in a fixed payment of CHF 120 or € 80. In addition, participants 
collected bonus points in the incentivized tasks. Participants started with an initial 
bonus of CHF 15 or € 10 and were informed that in the extreme case, they could 
either double or lose this amount, depending on their choices. At the end of the 
study, one of the incentivized tasks was randomly selected and the respective 
outcome was either added to or subtracted from the initial bonus.

In the morning session (from 9:00 am to noon), participants made choices in 
seven risk-preference EMs. The design features of the EMs and their schematic 
appearance is summarized in Supplementary Fig 1. The EMs were assessed in a 
time of no more than 2.5 h, interleaved with 10 min breaks after approximately 
1 and 2 h. They were administered in the following order: BART, decisions 
from experience, CCT, adaptive lotteries, marbles task, MPL and Holt and 
Laury gambles. We did not include the decisions from experience method53 in 
our analysis because it does not aim for a direct measurement of people’s risk 
preferences. Rather, it focuses on people’s extent of exploration.

BART. As in an earlier study54, participants were sequentially presented with 
30 balloons on a computer screen. They could earn points by pumping up each 
balloon (with mouse clicks). Each click inflated the balloon incrementally and with 
each click one point was added to a temporary account. If participants decided to 
stop pumping, the points on the temporary account were moved to a permanent 
save account. If participants reached a randomly determined maximum number of 
pumps, the balloon exploded, which resulted in a loss of all points accrued for that 
balloon. On average, balloons exploded after 64 pumps with a maximum number 
of pumps of 128. The 30 balloons had the following explosion points (and were 
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presented in randomized order): 1, 13, 18, 22, 28, 30, 33, 37, 47, 49, 50, 55, 56, 58, 
61, 67, 70, 72, 73, 78, 79, 81, 91, 95, 98, 100, 106, 110, 115 and 128. Each pump in a 
successful balloon equated to CHF 0.008 or € 0.005.

CCT. Participants played 84 rounds of a computerized card game, in each of 
which they were shown 32 cards. At the beginning of each round, all cards were 
shown face down. Participants could turn over cards as long as gain cards were 
encountered. Each gain card added a specified gain amount to the payoff of the 
current round and the participant could voluntarily stop the round and claim 
the obtained payoff (that is, the round’s current score) at any time. As soon as a 
loss card was encountered, the round terminated; that is, no more cards could be 
turned over and a specified loss amount was subtracted from the round’s current 
score. Participants were interactively instructed about the task, played two practice 
rounds and answered four questions to check whether they fully understood  
the task. After correctly answering all questions, participants started the task.  
At the end of the task, three game rounds were chosen randomly and summed  
to a total payoff.

We used a modified version of the original ‘hot’ version of the CCT55, with the 
presentation and structure of the task identical to the original set-up. However, to 
obtain precise parameter estimates of the value and probability weighting functions 
in the decision models it was advantageous to sample decision behaviour for a wide 
range of outcome magnitudes and probability levels (see Supplementary Table 5). 
Thus, we extended the current task to include game rounds with medium-to-
high probabilities of losses; that is, 10, 16, 20 or 28 loss cards, compared with the 
maximum of 3 loss cards in the original CCT. This provided additional data points 
for estimating the probability weighting function of CPT for medium-to-high 
probabilities. Second, to enable precise estimation of the value functions, we also 
extended the range of gain amounts to amounts of 10, 20, 50, 75, 100, 150, 200, 
300, 400 and 600 points per gain card (original version: 10, 20 and 30 points per 
gain card). Third, the loss amounts were similarly extended to 25, 50, 75, 100, 150, 
250, 500 and 750 points per loss card (original version: 250, 500 and 750 points per 
loss card). Note that the placement of cards of all types was random. Each point 
equated to CHF 0.022 or € 0.015.

Adaptive lotteries. Participants made choices between 75 and 100 (mean =  80.6, 
s.d. =  2.9) pairs of two-outcome lotteries. Each lottery’s magnitude of outcomes was 
presented as numbers and the underlying probabilities were presented as numbers 
and pie charts. The participants received no direct feedback about the outcome of 
their choice.

In the adaptive lotteries, the lotteries were iteratively adapted depending 
on previously revealed preferences, rendering a more precise identification of 
participants’ indifference points. Each participant started with an identical set of 
25 lottery pairs (see Supplementary Table 6). This initial lottery set included 10 
lottery pairs in the gain domain, 10 lottery pairs in the loss domain and 5 mixed 
lottery pairs. At first, participants decided twice between each of these 25 lottery 
pairs. The lottery pairs were presented in random sequence and presentation 
orientation (left versus right). If the decisions for one lottery pair were identical, 
one of the two lotteries was adjusted so that its expected value became closer to the 
other lottery. Specifically, in 15 lottery pairs the outcome magnitude was adjusted 
and in 10 lottery pairs the probability was adjusted. If the decisions in one lottery 
pair were different, the lottery pair was presented again and the decision, which 
was chosen twice, affected the adjustment of the lottery pair in the next round 
(resulting in a total of four repetitions). To avoid participants strategizing their 
early decisions to affect possible earnings later, we randomized subsequent steps 
from several initial lotteries to make the lotteries appear more random to the 
participants. Thus, for example, lottery pair A could reappear in the next trial or 25 
trials later, or anywhere in between, presented in the same orientation or switched. 
Furthermore, no information about the mechanism of the adaptive algorithm was 
given. Participants were instructed about the task and answered four questions to 
check whether they fully understood it. After correctly answering all questions, 
participants started the task. Each point equated to CHF 0.10 or € 0.07.

Marbles task. In the marbles task56, participants repeatedly chose between a 
reference gamble and a target gamble. The reference gamble was presented only in 
the instructions of the task and consisted of a 50/50 gamble. It was displayed as a 10 
by 10 grid with 50 black dots in the upper half and 50 white dots in the lower half, 
to make clear that the chance of winning was 50%. Participants were instructed to 
consider the grids as containing win tickets (black marbles) and loss tickets (white 
marbles). In the actual task, only the target gamble was presented. The chance of 
winning in the target gamble was 45/55, 50/50 or 55/45. Two factors were varied in 
the design: risk and ambiguity. Ambiguity was varied by changing the presentation 
of the target gambles in the marble grids (ordered and random presentation). Risk 
was varied by changing the wins and losses. In the low-risk condition, the target 
gambles’ wins and losses were 1 and –1, respectively. In the high-risk condition, 
they were 3 and –3, respectively. As in the other monetary lotteries, we used the 
proportion of risky choices across all trials as the main dependent variable. A risky 
choice was defined as choosing the target gamble over the reference gamble when 
its variance was larger than that of the reference gamble. Each point equated to 
CHF 1 or € 0.7.

The MPL. The MPL consisted of 56 lottery pairs adapted from ref. 57  
(see Supplementary Table 7 for the lottery pairs). In each trial, participants  
chose between a reference lottery, in which the participant could win 15 points  
or lose 5 points with a probability of 0.5 (expected value =  5 points) and a  
target lottery. The reference lottery was the same in each decision, but there were 
56 different target lotteries structured in sets that were presented as 6 price  
lists. Price list 1 included 7 target lotteries with a possible gain of 60 points,  
loss of 10 to 70 points and a probability of 0.5. Price list 2 included 5 target  
lotteries with a possible gain of 30 points, loss of 0.1 to 40 points and a  
probability of 0.5. Price list 3 included 16 target lotteries with a possible gain  
of 50 to 200 points, loss of 60 points and a probability of 0.5. Price list 4 included 
11 target lotteries with a possible gain of 20 to 120 points, loss of 30 points  
and a probability of 0.5. Price list 5 included 11 target lotteries with a possible  
gain of 60 points, loss of 60 points and a probability ranging from 0.46 to 0.91. 
Price list 6 included 6 target lotteries with a possible gain of 30 points, loss  
of 30 points and a probability ranging from 0.42 to 0.91. Thus, in this EM,  
there were both high- and low-outcome gambles, and the amount that could be 
won and lost and the probability of outcomes varied. Each point equated to CHF 
0.075 or € 0.05.

Holt and Laury gambles. In the same fashion as in the MPL, participants  
chose 10 times between a scaled version of the lottery sets of Holt and Laury28. 
The price list included 10 two-outcome lotteries. Lotteries A had an increasing 
probability (from 0.1 to 1) of a possible gain of 192.5 points and a decreasing 
probability (from 0.9 to 0) of 5 points. Lotteries B had an increasing probability 
(from 0.1 to 1) of a possible gain of 80 points and a decreasing probability  
(from 0.9 to 0) of 70 points. Each point equated to CHF 0.075 or € 0.05.

Modelling. The adaptive lotteries, MPL and CCT elicited risk preferences with a 
wide variety of probabilities, outcome magnitudes and value domains (gains, losses 
and mixed) across lotteries. In addition, in these EMs, the outcome magnitudes 
and probabilities were clearly defined (except for the probabilities in the CCT, 
which were to be inferred from the ratio of gain and loss cards). Thus, observed 
behaviour in these EMs could be convincingly modelled with CPT, EUT and 
random choice models. We chose to model behaviour in these EMs with CPT 
because it is arguably the most influential model in risky decision-making, and 
previous work has shown that for the types of tasks used, CPT generally works 
better to describe decision-making than other models58,59. Furthermore, because 
EUT could be modelled as simplification of CPT it offered itself for a direct 
comparison between models.

In fitting CPT, we used a standard probability weighting function60, a power 
value function and a logistic choice function. The EUT model was nested within 
the CPT model but the probability weighting was fixed to a linear function. 
The random choice models for the adaptive lotteries and MPT assumed that 
participants ignore the information about the lottery sets and choose randomly 
between options. The random choice model of the CCT similarly assumed that 
participants ignore information (gain amount, loss amount and number of  
loss cards) and turn over cards with a fixed probability (see the baseline  
model in ref. 38). Model parameters were determined separately for each  
participant and EM using maximum likelihood estimation. For details on the 
model fitting see ‘Model fitting’ in Supplementary Information.

Code availability. The code that supports the findings of this study is available 
from the corresponding author upon request.

Data availability. The data that support the findings of this study, including 
a detailed codebook, have been published in the Open Science Framework 
repository at https://osf.io/rce7g.
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