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PREFACE

The papers in this volume haveall been published before:

details are given in the Bibliography. But only the following

were prepared for publication by Ramsey himself: Chapter 2,

‘Universals ’, and its Postscript, ‘Note on the Preceding

Paper’ (part of ‘ Universals and the “‘ Method of Analysis ’’ ’) ;

Chapter 3, ‘Facts and Propositions’; Chapter 8, ‘The

Foundations of Mathematics ’; and Chapter 9, ‘ Mathematical

Logic ’.

All but one of the other papers were first prepared for

publication after Ramsey’s death in 1930 by his friend and

editor R. B. Braithwaite, who included them in The Founda-

tions of Mathematics and other Logical Essays (hereafter FM),

the collection of Ramsey’s papers published in 1931. The

mostfinished of these is Chapter 4, ‘ Truth and Probability’,

written at the end of 1926. Braithwaite says in his intro-

duction to FM that Ramsey once contemplated publishing

this paper separately, and it lacks only an intended but

unwritten final section on probability in science. The

Postscript to this chapter comprises three notes, ‘ Reasonable

Degree of Belief’, ‘ Statistics’ and ‘Chance’, written in the

spring of 1928, and one, ‘ Probability and Partial Belief’,

written in the summer of 1929.

The other notes and papers first published in FM were

also, with one exception, written in the summer of 1929.

The exception is Chapter 10, FM’s ‘ Epilogue ’, a paper read

in 1925 to a Cambridge discussion society (the so-called
Apostles). Of the others, ‘Causal Qualities’ is really a

postscript to ‘Theories’, the present Chapter 6, to which
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PREFACE

I have therefore appended it. The note on ‘ Philosophy’

is reprinted here as an introductory Chapter 1.

The other paperfirst published in FM, ‘ General Proposi-

tions and Causality ’, refers to a paper, ‘ Universals of Law

and of Fact’, written in the spring of 1928, and not published

in FM. When, after FM went out of print, I edited a new

collection of Ramsey’s papers, Foundations: Essays 1n

Philosophy, Logic, Mathematics and Economics, published in

1978, I put these two papers together into a chapter on

‘Law and Causality ’, which is reprinted here as Chapter 7.

The other differences between Foundations and FM were:

the inclusion of Ramsey’s two major papers on economics,

‘A Contribution to the Theory of Taxation’ and ‘A

Mathematical Theory of Saving’; and the omission of G. E.

Moore’s Preface, Braithwaite’s Introduction and Note on

Symbolism, Ramsey’s review of Wittgenstein’s Tractatus

Logico-Philosophicus, Parts II-1V of ‘On a Problem of

Formal Logic’, and the notes reprinted here as Postscripts

to Chapters 2, 4 and6.

Now that Foundations is also out of print, this third

collection of Ramsey’s papers has been edited with the

specific aim of making his previously published work on

philosophy more accessible to practitioners and students of

that subject. The work on economics and mathematics has

therefore been discarded, and the philosophical papers

published in FM but omitted from Foundations have been

restored, together with the Note on Symbolism. All these

papers are here reprinted in their original form, with no

changes except those entailed by their reordering and by the

correction of a few typographicalerrors.

In preparing and introducing this new collection I have

received valuable encouragement and advice from Professors

Braithwaite, Richard Jeffrey of Princeton University, and

Isaac Levi of Columbia University, Dr. Nils-Eric Sahlin of

Vili



PREFACE

Lund University and my colleague Professor T. J. Smiley.

I remain indebted also to Professors L. Mirsky’s and Richard

Stone’s introductions to Ramsey’s mathematics and economics

in Foundations, and to the contributions of Professor Braith-

waite and others to my (1978) radio portrait of Ramsey, on

which I have drawn in the introduction that follows.

Finally, thanks are due to Messrs. Routledge & Kegan Paul,

the publishers of FM and of Foundations, for agreeing to this

publication, to Cambridge University Press for undertaking

it, and to Jamie Whyte for compiling the new Index.

D. H. M.

Cambridge

June 1989



     



INTRODUCTION

In the first three decades of this century Cambridge

University contained several remarkable philosophers, of

whom G. E. Moore, Bertrand Russell, A. N. Whitehead and

Ludwig Wittgenstein are now perhaps the best known,

together with John Maynard Keynes, who wasa philosopher

of probability as well as an economist. But they were not

the only notable philosophers in Cambridge at that time:

there were also, among others, J. E. McTaggart, W. E.

Johnson, C. D. Broad, and R. B. Braithwaite. And above

all, there was Frank Plumpton Ramsey, Fellow of King’s

College and University Lecturer in Mathematics. He was born

on 22nd February, 1903, and so was only 26 when hedied

on 19th January, 1930; yet in his short life he produced the

most profound and original work, in logic, mathematics and

economics, as well as in philosophy: work thatis still extra-

ordinarily, and increasingly, influential.

It is not feasible within the confines of this Introduction

to describe in detail either Ramsey’s work or its major and

manifold effects on the subjects it deals with. For an intro-

duction to the work itself, readers may refer to Nils-Eric

Sahlin’s The Philosophy of F. P. Ramsey (1990); and for some

recent evidence of its impact on philosophy, to Prospects for

Pragmatism: Essays in Memory of F. P. Ramsey (1980), a

collection which I edited for the fiftieth anniversary of

Ramsey’s death.

The papers that follow may indeed seem to need nointro-

duction, so clearly does Ramsey express himself even in his

least finished notes. But his clarity can deceive, because his
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INTRODUCTION

seemingly simple formulations are apt to conceal the depth

and precision of his thought. Sometimesalso, as G. E. Moore

remarked in his preface to FM, Ramsey ‘fails to explain

things as clearly as he could have done, simply because he

does not see that any explanation is needed: he does not

realise that what to him seems perfectly clear and straight-

forward may to others, less gifted, offer many puzzles’.

For both these reasons someintroduction is called for, if

only to remind readers how much Ramseyrepays close and

repeated reading. It may also be desirable to indicate some-

thing of the present interest and influence of Ramsey’s work.

And although this volumeis confined to his philosophy, its

readers may well wish to learn something about his achieve-

ments in other fields, as well as about him, and about his

attitudes to philosophy and to life.. Hence the scope and

form of this Introduction, and the inclusion of Ramsey’s

note on ‘ Philosophy’ as Chapter 1, and of the Epilogue—

of which Braithwaite said in his Introduction to FM that

‘Ramsey did not change the attitude towards life that he

has so happily and characteristically expressed in it ’.

Ramsey cameof a distinguished Cambridge family. His

father, A. S. Ramsey, was also a professional mathematician

and the President (i.e. Vice-Master) of Magdalene College, and

his younger brother Michael went on to become Archbishop

of Canterbury. It was throughhis family, and his befriending of

such Fellows of Magdalene as C. K. Ogden and I. A. Richards,

that while, and even before, he was an undergraduate reading

mathematics at Trinity College, the young Ramsey began to

meet the thinkers who stimulated his later work.

It was Russell and Wittgenstein who gavethefirst impetus

to Ramsey’s early metaphysics, logic and philosophy of

mathematics. In 1925, two years after graduating in mathe-

matics with the highest marks in his year, Ramsey produced

‘The Foundations of Mathematics ’ (Chapter 8). This paper
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INTRODUCTION

is the culmination of the logicist programme of reducing

mathematics to logic undertaken in Russell’s and Whitehead’s

Principia Mathematica (1913). It is, as Braithwaite’s Intro-

duction to FM putsit, ‘an attempt to reconstruct the system

of Principia Mathematica so that its blemishes may be

avoided but its excellencies retained’. In particular, it

improves Russell’s weak definition of mathematical proposi-

tions as purely general ones by requiring them also to be

tautologies in the sense of Wittgenstein’s Tractatus Logico-

Philosophicus (1922) ; andit simplifies Russell’s complex theory

of types by drawing the now standard distinction between

the logical and the semantic paradoxes and dealing with

them separately.

In the next year, 1926, Ramsey followed up this remarkable

work by producing ‘Mathematical Logic’ (Chapter 9), a

paper which defends Russell’s logicist view of mathematics

in more general terms ‘ against the formalism of Hilbert and

the intuitionism of Brouwer’. And although that view has

since lost favour, the version of it developed in Ramsey’s

‘ Foundations of Mathematics’ is still of much more than

merely historical interest (see Chihara 1980).

Ramsey's other paper on mathematical logic, ‘On a

Problem of Formal Logic’, published in 1928, solves a special

case of the decision problem for first-order predicate calculus

with equality. This paper was intended to further the

solution of the general decision problem, but that problem

was later shown to be insoluble (see Church 1956), and

although Ramsey’s solution of his special case is still of

interest, it is really too technical to be worth reproducing in

this collection.

It is however worth remarking how fruitful in other ways

the mathematics of this paper has turned out to be.

According to L. Mirsky’s part of the Introduction to

Foundations, it made‘a contribution of the first magnitude
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INTRODUCTION

to, and probably lasting significance for, mathematical

research ’. But this fact was not recognised at the time: as

Mirsky says, the two mathematical results Ramsey provesin

this paper—both now called Ramsey’s theorem—' only began

to enter the consciousness of the general mathematical

community during the last [two decades] when they became

the source of inspiration of hundreds of papers constituting

a body of work now knownas “‘ Ramseytheory ’’ ’.

All this is remarkable enough, but the genesis of Ramsey

theory is even more so. It is not of course remarkable that

Ramsey should publish work in mathematics, since he was a

mathematician by trade as well as by training: becoming in

1926 a University lecturer in mathematics, a post he held until

his death four years later. But his lectures in the Cambridge

Faculty of Mathematics were mostly on the foundations of

mathematics, not on mathematics itself. On mathematics,

as opposed to its foundations, he only published nine pages:

the first nine pages of ‘On a Problem of Formal Logic’.

If Ramsey’s work on logic and mathematics was prompted

initially by Russell and Wittgenstein, his work on probability

and economics was prompted by another Cambridge friend,

Maynard Keynes. Keynes’ A Treatise on Probability (1921),

whichis still influential, treats that subject as an extension of

deductive logic, the logic of conclusive inference, to inductive

logic, the logic of reasonable inconclusive inference. It does

so by appealing to a primitive logical relation of partial

entailment between propositions: a relation which, when

measurable, enables a probability measure, knowable a priori,

to say howstrong an inference from one proposition to another

would be. But in his 1922 review of the Treatise, and in his

1926 paper ‘Truth and Probability’ (Chapter 4), Ramsey

criticised the idea of partial entailment, and the theory based

on it, so effectively that Keynes himself abandoned it; and

when Carnap (e.g. 1950) and his followers revived it, they
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INTRODUCTION

improved it greatly by using. Ramsey’s probability measure

of the strength of the beliefs inferred to measure the partial

entailment relation used to infer them.

The fact that Keynes did not resent Ramsey’s demolition

of his theory of probability is shown by his getting Ramsey a

Fellowship at King’s College Cambridge in 1924 at the ripe

age of 21, and then encouraging him to work on problemsin

economics. There resulted two papers on economics, ‘A

Contribution to the Theory of Taxation’ and ‘A Mathe-

matical Theory of Saving ’, which appeared in The Economic

Journal in 1927 and 1928 respectively. The latter deals with

how much of its income a nation should save; the former

with the relative rates at which purchases of different com-

modities should be taxed in order to raise a given revenue

with the least disutility to the consumer.

These economics papers are of no great philosophical

interest, and for that reason they too have been omitted from

this volume. But that is not to deny their importance in

economics. Keynes,in his obituary of Ramsey in The Economic

Journal for March 1930, called the paper on saving ‘ one of

the most remarkable contributions to mathematical economics

ever made’, and Richard Stone’s introduction to them in

Foundations describes them as ‘ generally recognised as the

starting points of two flourishing branches of economics:

optimal taxation and optimal accumulation ’.

But this recognition of Ramsey’s work was a long time

coming in economics, as it was in mathematics. As Stone

remarks, Ramsey’s ideas on saving did not catch on until

1960, and his work on taxation not until 1970. And as with

his economics and his mathematics, so indeed with most of

Ramsey’s work. It is remarkable how long most of it has

taken to be caught up with and developed byothers, andit is

worth asking why.

Thefirst and most obviousreason is that much of Ramsev’s
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work was hard to take in at first because it was so profound

and so original. Then there are the factors noted earlier:

Ramsey’s failure to explain things that, although by no means

clear to others, were clear enough to him; andhis deceptively

light and simple style, which makes his arguments look easy

until one tries to think them through oneself. Compare for

example the Tyvactatus’ portentous ‘ Whereof one cannot

speak, thereof one must be silent’ with Ramsey’s ‘ But

what we can’t say we can’t say, and we can’t whistle it

either ’. Ramsey’s comment seems almost flippant, until we

see that it sums up a deep objection to the whole of the

Tractatus, whose approach Ramsey was instrumental in

persuading Wittgenstein to abandon.

Something else that inhibited a proper and widespread

appreciation of Ramsey’s work was the fact that he himself

never pushed it. As I. A. Richards, his friend and early

mentor at Magdalene, put it in a radio programme about

Ramsey (Mellor 1978): ‘ He never was a showman atall, not

the faintest trace of trying to make a figure of himself. Very

modest, gentle, and on the whole herefrained almost entirely

from argumentative controversy ... He felt too clear in his

own mind, I think, to want to refute other people’; a fact

confirmed by Mrs Lettice Ramsey, his widow, by Braithwaite

and by other friends.

It is not really surprising therefore that, after Ramseydied,

more forceful figures should have overshadowedhis reputation,

and distracted attention from his work. That certainly

happened in philosophy, which in the nineteen-thirties and

forties in Cambridge was dominated by Wittgenstein.

Braithwaite admitted as much in the broadcast mentioned

above: ‘Now with regard to why his views of probability

weren't accepted more, I’m sorry, I think I am myself to

blame to a certain extent: because I edited the works and I

thought they were very interesting; but this was the moment
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when Wittgenstein had descended on Cambridge, and all of

us took the next ten years trying to digest Wittgenstein.’

With the benefit of hindsight, one might well feel that

Cambridge in the thirties, indeed the whole philosophical

community, would have been at least as well employed trying

to digest Ramsey; and indeed that, but for Ramsey’s early

death, Wittgenstein’s own work, on which Ramsey had a

strong influence, would have developed more profitably than

it did and been digested less uncritically than it was.

Whatever the reason, the fact remains that most of

Ramsey’s work was not picked up at once, and only much

later was most of it rediscovered. Take the problem, tackled

in ‘Truth and Probability’, of how to use our actions to

measure the strength of our beliefs. The problem is that

actions are caused not by beliefs alone, but by combinations

of beliefs and desires, and any action can be caused by more

than one such combination. But how then can any action be

used to measure any one particular belief? Ramsey's paper

shows how, by showing how our choices between gambles can

be made to yield measures both of our desires (subjective

utilities) and of our beliefs (subjective probabilities): thus

laying foundations for the serious use of these quantitative

concepts in economicsandstatistics as well as in philosophy.

This paper was written in 1926 and published in FM in

1931. But utility theory only really caught on after its

rediscovery by Von Neumann and Morgenstern in their 1944

book The Theory of Games and Economic Behavior; and not

for years was it realised how much of their work had been

anticipated, and in some ways bettered, by Ramsey. And

as with utility, so with subjective probability: not until

some of Ramsey's ideas were rediscovered by L. J. Savage in

his book, The Foundations of Statistics, published in 1954, did

statitisticians begin to take them seriously.

- Unfortunately, taking Ramsey’s ideas seriously doesn’t
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always mean getting them right. A striking example is the

common assumption that ‘Truth and Probability’, like

modern Bayesian decision theory (e.g. Jeffrey’s The Logic of

Decision 1965), tells us to ‘act in the way we think most

likely to realize the objects of our desires’ whether or not

those thoughts and desires are either reasonable or right. It

does no such thing: it claims only that the psychological

theory which says that we do in fact act in this way is ‘a

useful approximation to the truth’. Ramsey’s claim is

purely descriptive, the appearance of prescription arising only

from misreading his first-person ‘should’ in sentences like

‘the more confident I am... the less distance I should be

willing to go ... to check my opinion’ as ‘ought to’

instead of ‘ would ’.

What Ramseyreally anticipates are not the subjective and

amoral prescriptions of modern decision theory, but modern

functionalist views of the mind (see Block 1980), which take

beliefs, desires and other such attitudes to be definable by their

effects on our actions, by their causes (e.g. our perceptions),

and bytheir interactions (e.g. the belief that satisfying the

desire that #). Ramsey’s theory of degrees of belief in ‘ Truth

and Probability ’ is a very—and a very early—paradigm of a

functionalist account of an aspect of the mind.

In his 1927 paper on ‘ Facts and Propositions ’, moreover,

Ramsey also suggests a solution to a different problem about

belief, which still plagues functionalism: namely, how to

define the contents of beliefs, conceived as their truth condi-

tions. The problem here is that the conditions in which a

belief is true cannot be defined by how, combined with various

desires, it makes us act, since that will be the same whether

it is true or not. But whata belief’s truth will affect is whether

the actions which it combines with our desires to cause will

succeed: i.e. whether they will realise the objects of those

desires. In short, a belief’s truth conditions are the conditions
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in which every action A that it would combine with somedesire

to cause would succeedin realising that desire’s object. Or, as

Ramsey puts it, ‘any set of actions [(A)] for whose utility

is a necessary and sufficient condition might be called a belief

that ~, and so would betrue if , ie. if they [the actions]

are useful’.

Ramsey devotes most of ‘Facts and Propositions’ to

sketching what he calls a ‘ pragmatist’ (i.e. functionalist)

account of what he says ‘ maybe called ‘by any of the terms

judgment, belief, or assertion ’. But this paper is now better

known for its denial that truth presents a separate problem:

because, for example ‘“‘ He is always right” could be ex-

pressed by “ For all a, R, 6, if he asserts aRb, then aRb’’, to

which “‘ is true ’’ would be an obviously superfluous addition ’.

Many havetried since to refute this redundancy theory of

truth, but Ramsey is realty only echoing Aristotle: to assert

truly is just to assert of what is, that it is. And if something

like Tarski’s later semantic theory of truth (e.g. Tarski 1944)

fails to follow, that is only because Ramsey ascribes truth

primarily to beliefs, not to sentences. For, as Ramsey says,

what weneed to explain is not the truth of the belief that aRb

—let alone that of the unasserted sentence ‘ a@Rbdb ’—but what

it is to have such beliefs, and whatin particular gives them their

contents and hence their truth conditions: an issue thatis still

very much alive (see e.g. Loar’s Mind and Meaning 1981).

An earlier work of Ramsey’s which is even more sadly

neglected is his 1925 paper on ‘ Universals ’ (Chapter 2). In

this he disputes the ‘fundamental division of objects into

two classes, particular and universal’, a division that is

usually denied only by nominalists, and then only by denying

that there are any universals. Ramseyhas a deeper point, and

his ground for it is his argument that there is no essential

difference, in an atomic proposition ¢a, between the in-

completeness of a and that of ¢. Again, attempts havesince
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been made to refute this contention (e.g. by Dummett in

Frege, 1973, ch. 4); but most of the recently revived work

on universals (e.g. Armstrong’s Nominalism & Realism 1978)

has just ignored it. Yet Ramsey’s account alone answers

such basic questions as: why we quantify over particulars

first (Ramsey: because that’s what makes them particulars);

how particulars and universals can combine, without vicious

regress, to form atomic facts; and whyit takes at least one

of each to do so. So provided the metaphysics of universals

continues to recover from its long and emasculating subjection

to semantics, I predict that this paper too will eventually

comeinto its own. |

A late work of Ramsey’s that has also had less impact than

it should is his 1929 note on ‘ Theories’ (Chapter 6), which

treats a theory's theoretical terms as existentially bound

variables, thus generating what is now called its ‘ Ramsey

sentence’. But although this account of theories has been

noted with approval (e.g. by Carnap 1966, ch. 26), the

explanations it provides of several otherwise puzzling features

of them have not. For example, on Ramsey’s account, parts

of a theory, containing theoretical variables within the scope

of its quantifiers, are not ‘strictly propositions by them-

selves ’, and their meaning ‘ can only be given when we know

to what stock of ‘‘ propositions” . . . [they] are to be added ’.

But this holism of theoretical meaning means, among other

things, that rival theories of the same empirical phenomena

may well be ‘incommensurable’: i.e. such that their

‘adherents . . . could quite well dispute, although neither

affirmed anything the other denied’. Yet not until Kuhn’s

The Structure of Scientific Revolutions (1962) did this pheno-

menon of theoretical incommensurability attract much

attention. And since then, because Ramsey’s simple explana-

tion of it has been largely overlooked, it has been much

overrated, both as a puzzle and in its supposed implications:
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e.g. for deductive accounts of theoretical explanation (Hempel

1965, ch. 12), which on Ramsey’s account it doesn’t affect

at all—since, as he notes, it has no effect on reasoning within

the scope of a single theory's quantifiers.

This is not of course to deny that incommensurability makes

it harder to say which of two rival theories in science one

should believe. And this and other difficulties of justifying

belief in scientific theories have led Popper(e.g. 1972, ch. 3)

and his followers to deny that knowledgeentails belief. Not

so Ramsey, who retains the more usual conception that, to be

known, propositions must at least be believed. But his brisk

and memorable note on ‘ Knowledge ’ (Chapter 5), written in

1929, does anticipate other recent writers (e.g. Nozick 1981,

ch. 3) in severing the link between knowledgeandjustification,

thus escaping the classic dilemma of having to admit either

an endless regress of things known’ or some self-justifying

foundations for knowledge. For knowledge, according to

Ramsey,is not justified true belief, but true belief ‘ obtained

by a reliable process ’: in the crucial case of memory, the

process being ‘ the causal process connecting what happens

with my rememberingit ’.

So knowledge for Ramseyrelies on causation: and causation

relies on laws of nature, which are a species of generalisation.

As to what generalisations are, Ramsey in 1927, in ‘ Facts

and Propositions’, followed Wittgenstein’s Tyvactatus in

equating ‘ Forall x, fx’ with the conjunction of all instancesof

‘fx’; and gave a remarkable answer to the obvious objection

that to get ‘ For all x, fx’ from (say) ‘fa&fb&fc’, one must

add ‘a, b,c are everything ’. His answer wasthat this addition

can be deleted, because, if true, it is a necessary truth: since

if it is false then something, d, differs numerically from a, 6

and c, and ‘numerical identity and difference are necessary

relations’.

To the further question, of how laws differ from other true
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generalisations, Ramsey gave not one remarkable answer but

two. ‘ Universals of Law and of Fact ’ (Chapter 7A) contains

his earlier answer, which has recently been given renewed

currency by Lewis (1973). This says that ‘laws [are] con-

sequences of those [general] propositions which we should

take as axioms if we knew everything and organised it as

simply as possible in a deductive system’. This account of

laws enables a strong defence of a Humean view of them (see

e.g. Armstrong 1983), and still has wide appeal: seeming, for

example, to underlie the deference many philosophers payto

microphysics, as being the most likely source of axioms for

Ramsey’s system.

| Ramsey himself, however, abandoned this account of laws

within a year. His later theory, given in ‘ General Propositions

and Causality ’ (Chapter 7B), is at once more subtle andless

finished, and much less amenable to summary. But of all

Ramsey’s philosophical papers, I think this is the one from

which westill have most to learn. Roughly, it distinguishes

laws from merely accidentally true generalisations, not by

their content but by their role, for example in our assessment

of action. We cannot assess a man’s action ‘except by

considering what would have happened if he had acted

differently; and this kind of unfulfilled conditional cannot be

interpreted as a material implication, but dependsessentially

on variable hypotheticals’. To differ over these conditionals

is not to differ over the facts that make generalisations true

or false. It is to differ over a general ‘system with which

the speaker meets the future’, comprising those generalisa-

tions to which he gives this lawlike status. These ‘ variable

hypotheticals are not judgments but rules f6r judging “‘ If I

meet a ¢, I shall regard it as a ~”’. This cannot be negated

but it can be disagreed with by one who does not adoptit.’

Such disagreement is of course objectively debatable: for

instance, too many past ¢s may have been knownnotto be w for
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this to be a sensible rule. But even apart from that, Ramsey

sees the need for his theory ‘ to explain the peculiar importance

and objectivity ascribed to causal laws’, and howin particular

‘the deduction of effect from cause is conceived to be so

radically different from that of cause from effect’. This

asymmetry Ramsey explains by the temporal asymmetry of

the cause-effect relation, and that in turn by the fact ‘ that

any present volition of ours is (for us) irrelevant to any past

event. To another(or to ourselves in the future) it can serve

as a sign of the past, but to us now what wedoaffects only

the probability of the future.’ Thus our past is distinguished

from our future as the region of space-time about which we

can have knowledge that will never depend on our knowledge

of our own present intentions. That distinction in turn

determines the direction of time and of the cause-effect

relation, and hence how we can use the generalisations we

call causal laws to help us decide how to act ourselves, and

how to assess the actions of others.

This theory of Ramsey’sis of course only a starting point for

progress towards an adequate accountof the relations between

time, knowledge, action, causation and laws of nature. Yet

I am sure it is the right one, and from it some progress has

been made (e.g. Dummett 1964, Mellor 1981). But we have

a long way to go, even to catch up with all the implications

of Ramsey's thought.

And as with Ramsey on causation, so with the rest of his

work in philosophy. My object in republishing it now is not

to enshrine it but, as Braithwaite said in his Introduction to

FM,‘to stimulate others to think about the hardest things

in the world with some of that singleness of mind which

characterised Frank Ramsey '—and to help them to do so

by giving them the inestimable benefit of Ramsey's ownideas.

D. H. MELLoR
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NOTE ON SYMBOLISM

In some of these essays Ramsey uses the symbolism of

A. N. Whitehead and Bertrand Russell’s Principia Mathe-

matica. Its most important features are :—

2. 97, v used for propositions.

a, b, c used for individuals.

f. 8, $, x, # used for propositional functions.

[These are sometimes written ¢%, (%, 9, 4), etc., to show

how many arguments they take.]

Then ¢a [sometimes written ¢(a)], (a, b, c), etc.,- are

propositions.

x, y, 2 used for variables in expressionslike

(x) . px meaning For every x, px is true.

(3x) . px meaning There is an xfor which $x is true.

' Logical constants :—

~ meaning not:

Vv meaning or.

. Meaning and.

> meaning implies [Dx implies for every x).

= meaning ts equivalent to [=z 1s equivalent to for every x).

Other expressions sometimes used in this book :—

&(px) meaning the class of ¢’s.

€ meaning ts a member of the class.

C meaning ts contained 1n (relation between classes).
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NOTE ON SYMBOLISM

Ne meaning the cardinal number of.

(.x)(px) meaning the one and only thing satisfying ¢.

E | (1x) (6x) meaning One and only one thing satisfies 9.

Points, colons, etc., . : :. are used for bracketing.

Ramsey also uses the following symbols not used by

Whitehead and Russell :—

A stroke ~ above the proposition or function to denote

its contradictory [p = ~ 4].

(a) meaning the class whose only memberts a.

Occasionally Ramsey uses ordinary mathematical notations

[m =n (mod /) means m and n when divided by | have the

same remainder), and in discussing probability J. M. Keynes’

symbolism p/h meaning the probability of proposition p given

proposition h.

R. B. B.
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PHILOSOPHY(1929)
Philosophy must be of some use and we must take it |

seriously; it must clear our thoughts andso ouractions. Or

else it is a disposition we have to check, and an inquiry to

see that this is so; i.e. the chief proposition of philosophy is

that philosophy is nonsense. And again we mustthen take

seriously that it is nonsense, and not pretend, as Wittgenstein

does, that it is important nonsense!

In philosophy wetake the propositions we make in science

and everydaylife, and try to exhibit them in a logical system

with primitive terms and definitions, etc. Essentially a

philosophy is a system of definitions or, only too often, a

system of descriptions of how definitions might be given.

I do not think it is necessary to say with Moore that the

definitions explain what we have hitherto meant by our

propositions, but rather that they show how weintend to

use them in future. Moore would say they were the same,

that philosophy does not change what anyone meant by ‘ This

is a table’. It seems to me that it might; for meaning is

mainly potential, and a change might therefore only be

manifested on rare and critical occasions. Also sometimes

philosophy should clarify and distinguish notions previously

vague and confused, andclearly this is meantto fix our future

meaning only.! But this is clear, that the definitions are to

give at least our future meaning, and not merely to give any

pretty way of obtaining a certain structure.

I used to worry myself about the nature of philosophy

through excessive scholasticism. I could not see how we could

understand a word and not be able to recognize whether a

1 But in so far as our past meaning was not utterly confused,
philosophy will naturally give that, too. E.g. that paradigm of
philosophy, Russell’s theory of descriptions.
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proposed definition of it was or was not correct. I did not

realize the vagueness of the whole idea of understanding, the

reference it involves to a multitude of performances any of

which may fail and require to be restored. Logic issues in

tautologies, mathematics in identities, philosophy in defini-

tions ; all trivial but all part of the vital work of clarifying

and organizing our thought.

If we regard philosophy as a system of definitions (and

elucidations of the use of words which cannot be nominally

defined), the things that seem tomeproblems aboutit are these:

(1) What definitions do we feel it up to philosophy to

provide, and what do we leave to the sciences orfeel it

unnecessary to give at all?

(2) When and how can webe content without a defini-

tion but merely with a description of how a definition

might be given? [This point is mentioned above.]

(3) How can philosophical enquiry be conducted with-

out a perpetual petstio principrs ?

(1) Philosophy is not concerned with special problems of

definition but only with general ones: it does not propose to

define particular terms of art or science, but to settle e.g.

problems which arise in the definition of any such term or

in the relation of any term in the physical world to the terms

of experience.

Termsof art and science, however, must be defined, but not

necessarily nominally ; e.g. we define mass by explaining how

to measure it, but this is not a nominal definition ; it merely

gives the term ‘mass’ in a theoretical structure a clear

relation to certain experimental facts. The terms we do not

need to define are those which we know wecould define if

need arose, like ‘ chair’, or those which like ‘ clubs’ (the suit

of cards) we can translate easily into visual or some other

language, but cannot conveniently expand in words.

2
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(2) The solution to what we called in (1) a ‘ general

problem of definition’ is naturally a description of defini-

tions, from which we learn how to form the actual

definition in any particular case. That we so often seem

to get no actual definitions, is because the solution of the

problem is often that nominal definition is inappropriate,

and that what is wanted is an explanation of the use of

the symbol.

But this does not touch what may be supposed to be the

real difficulty underthis head (2) ; for what we havesaid applies

only to the case in which the wordto be defined being merely

described (because treated as one of a class), its definition

or explanation is also, of course, merely described, but

described in such a way that when the actual word is given

its actual definition can be derived. But there are other cases

in which the word to be defined being given, we are given in

return no definition of it but a statement that its meaning

involves entities of such-and-suchsorts in such-and-such ways,

i.e. a statement which would give us a definition if we had

names for these entities.

Asto the use of this, it is plainly to fit the term in connection

with variables, to put it as a value of the right complex

variable; and it presupposes that we can have variables

without namesfor all their values. Difficult questions arise

as to whether we must always be able to nameall the values,

and if so what kind of ability this means, but clearly the

phenomenon is in some way possible in connection with

sensations for which our language is so fragmentary. For

instance, ‘ Jane’s voice’ is a description of a characteristic

of sensations for which we have no name. We could perhaps

nameit, but can we identify and namethe different inflexions

of whichit consists ?

An objection often madeto these descriptions of definitions
of sensory characteristics is that they express what we should
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find on analysis, but that this kind of analysis changes the

sensation analysed by developing the complexity which it

pretends merely to discover. That attention can change our

experience is indubitable, but it seems to me possible that

sometimes it reveals a pre-existing complexity (i.e. enables

us to symbolize this adequately), for this is compatible with

any changein incidental facts, anything even except a creation

of the complexity.

Anotherdifficulty with regard to descriptions of definitions

is that if we content ourselves with them we mayget simply

nonsense by introducing nonsensical variables, e.g. described

variables such as ‘ particular’ or theoretical ideas such as

‘point’. We might for instance say that by ‘patch’ we

mean an infinite class of points; if so we should be giving

up philosophy for theoretical psychology. For in philosophy

we analyse our thought, in which patch could not be replaced

by infinite class of points : we could not determinea particular

infinite class extensionally ; ‘ This patch is red’ is not short

for ‘a is red and is red etc. . . .’ where a, 8,etc., are points.

(How would it be if just @ were not red?) Infinite classes of

points could only come in when welook at the mind from

outside and construct a theory of it, in which its sensory

field consists of classes of coloured points about which it

thinks.

Now if we madethis theory about our own mind weshould

have to regard it as accounting for certain facts, e.g. that this

patch is red; but when weare thinking of other people's

minds we haveno facts, but are altogether in the realm of

theory, and can persuade ourselves that these theoretical

constructions exhaust the field. We then turn back on our

own minds, and say that what are really happening there are

simply these theoretical processes. The clearest instance of

this is, of course, materialism. But manyother philosophies,

e.g. Carnap’s, make just the same mistake.

4
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(3) Our third question was how we could avoid petitio

principit, the danger of which arises somewhat as follows :—

In order to clarify my thought the proper method seems

to be simply to think out with myself ‘What do I mean by

that?’ ‘What are the separate notions involved in this

term?’ ‘Does this really follow from that?’ etc., and

to test identity of meaning of a proposed definiens and the

definiendum by real and hypothetical examples. This we can

often do without thinking about the nature of meaningitself;

we can tell whether we mean the sameordifferent things by

‘horse’ and ‘ pig’ without thinking at all about meaning in

general. But in order to settle more complicated questions

of the sort we obviously need a logical structure, a system of

logic, into which to bring them. These we may hope to

obtain by relatively easy previous application of the same

methods ; for instance, it should not be difficult to see that

for either not-p or not-g to be true is just the same thing as

for not both # and gq to be true. In this case we construct a

logic, and doall our philosophical analysis entirely unself-

consctously, thinking all the time of the facts and not about

our thinking about them, deciding what we mean without

any reference to the nature of meanings. (Of course we could

also think about the nature of meaning in an unselfconscious

way; ie. think of a case of meaning before us without

reference to our meaning t¢.] This is one method and it may

be the right one; but I think it is wrong andleads to an

impasse, and I part companyfrom it in the following way.

It seems to methatin the process of clarifying our thought

we come to terms and sentences which we cannot elucidate

in the obvious mannerbydefining their meaning. For instance,

variable hypotheticals and theoretical terms we cannotdefine,

but we can explain the way in which they are used,andin this

explanation we are forced to look not only at the objects

which we are talking about, but at our own mental states.
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As Johnson would say, in this part of logic we cannotneglect

the epistemic or subjective side.

Now this means that we cannot get clear about these terms

and sentences without getting clear about meaning, and we

seem to get into the situation that we cannot understand

e.g. what we say about time and the external world without

first understanding meaning and yet we cannot understand

meaning without first understanding certainly time and

probably the external world which are involved in it. So

we cannot make our philosophy into an ordered progress to

a goal, but have to take our problems as a whole and jump

to a simultaneoussolution ; which will have something of the

nature of a hypothesis, for we shall accept it not as the

consequence of direct argument, but as the only one we can

think of which satisfies our several requirements.

Of course, we should notstrictly speak of argument, but

there is in philosophy a process analogousto ‘ linear inference’

in which things become successively clear ; and since, for the

above reason, we cannot carry this throughto the end, we are

in the ordinary position of scientists of having to be content

with piecemeal improvements: we can make several things

clearer, but we cannot make anythingclear.

I find this self-consciousness inevitable in philosophy

except in a very limited field. Weare driven to philosophize

because we do not know clearly what we mean ; the question

is always‘ What doI mean byx?’ Andonly very occasionally

can we settle this without reflecting on meaning. Butit is

not only an obstacle, this necessity of dealing with meaning;

it is doubtless an essential clue to the truth. If we neglect

it I feel we may get into the absurdposition of the child in the

following dialogue: ‘Say breakfast.’ ‘Can’t.” ‘What

can't you say?’ ‘Can’t say breakfast.’

But the necessity of self-consciousness must not be used as

a justification for nonsensical hypotheses; we are doing
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philosophynottheoretical psychology, and our analyses of our

statements, whether about meaning or anything else, must be

such as we can understand.

The chief danger to our philosophy, apart from laziness and

woolliness, is scholasticism, the essence of which is treating

what is vagueasif it were precise and trying to fit it into an

exact logical category. A typical piece of scholasticism is

Wittgenstein’s view that all our everyday propositions are

completely in order andthatit is impossible to think illogically.

(This lastis like saying thatit is impossible to break the rulesof

bridge because if you break them youare not playing bridge

but, as Mrs C. says, not-bridge.) Anotheris the argumentation

about acquaintance with before leading to the conclusion that

we perceive the past. A simple consideration of the automatic

telephone shows that we could react differently to AB and

BA without perceiving the past, so that the argument is

substantially unsound. It turns ona play with ‘ acquaintance’

which means, first, capacity to symbolize and, secondly,

sensory perception. Wittgenstein seems to equivocate in

just the same waywith his notion of ‘ given.’



2

UNIVERSALS(1925)

The purpose of this paper is to consider whetherthere is a

fundamental division of objects into two classes, particulars

and universals. This question was discussed by Mr Russell

in a paper printed in the Aristotelian Society’s Proceedings

for 1911. His conclusion that the distinction was ultimate

was based upon two familiar arguments, directed against the

two obvious methods of abolishing the distinction by holding

either that universals are collections of particulars, or that

particulars are collections of their qualities. These arguments,

perfectly sound as far as they go, do not however seem to me

to settle the whole question. The first, which appears again

in The Problems of Philosophy, shows as against the

nominalists that such a proposition as ‘ This sense-datum is

white’ must have as one constituent something, such as

whiteness or similarity, which is not of the samelogical type

as the sense-datumitself. The second argument,also briefly

expounded in McTaggart’s The Nature of Existence, proves

that a man cannotbe identified with the sum of his qualities.

But although a man cannotbe oneof his own qualities, that

is no reason why heshould not be a quality of somethingelse.

In fact material objects ave described by Dr Whitehead as

‘ true Aristotelian adjectives ’; so that we cannot regard these

two argumentsas rendering the distinction between particular

and universal secure againstall criticism.

What then, I propose to ask, is the difference between a

particular and a universal? What can we say about one

which will not also be true of the other? If we follow Mr

Russell we shall have to investigate three kinds of distinction,

8
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psychological, physical and logical. First we have the

difference between a percept and a concept, the objects of

two different kinds of mental acts; but this is unlikely to be

a distinction of any fundamental importance,since a difference

in two mental acts may not correspond to any difference

whateverin their objects. Next we have variousdistinctions

between objects based on their relations to space and time;

for instance, some objects can only be in oneplace at a time,

others, like the colour red, can be in many. Here again, in

spite of the importance of the subject, I do not think we can

have reached the essence of the matter. For when, for

instance, Dr Whitehead says that a table is an adjective, and

Mr Johnson that it is a substantive, they are not arguing

about how manyplacesthe table can bein at once, but about

its logical nature. And so it is with logical distinctions that

our inquiry must mainly deal.

According to Mr Russell the class of universals is the sum

of the class of predicates and the class of relations; but

this doctrine has been denied by Dr Stout.!. But Dr Stout

has been already sufficiently answered.2, So I shall only

discuss the more usual opinion to which Mr Russell adheres.

According to him terms are divided into individuals or

particulars, qualities and relations, qualities and relations

being grouped together as universals ; and sometimes qualities

are even included amongrelations as one-termedrelations in

distinction from two-, three-, or many-termed relations.

Mr Johnson also divides terms into substantives and adjec-

tives, including relations as transitive adjectives; and he

regards the distinction between substantive and adjective as

explaining that between particular and universal. But between

these authorities, who agree so far, thereis still an important

1 ‘*The Nature of Universals and Propositions,” Proc. British Academy,
1921-22 (reprinted in Studtes in Philosophy and Psychology, 1930).

2 See the symposium between G. E. Moore, G. F. Stout & G. Dawes
Hicks in Aristotelian Society Supplementary Volume III, 1923.
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difference. Mr Johnson holds that although the nature of a

substantive is such that it can only function in a proposition as

subject and neveras predicate, yet an adjective can function

either as predicate or as a subject of which a secondary

adjective can be predicated. For example, in ‘Unpunctuality

is a fault’ the subject is itself an adjective—the quality of

unpunctuality. There is thus a want of symmetry between

substantives and adjectives, for while a predicate must be an

adjective, a subject may be either a substantive or an adjective,

and we must define a substantive as a term which can only

_ bea subject, never a predicate.

Mr Russell, on the other hand,in his lectures on Logical

Atomism,} has denied this. He says that about an adjective

there is something incomplete, some suggestion of the form

of a proposition ; so that the adjective-symbol can never stand

alone or be the subject of a proposition, but must be com-

pleted into a proposition in whichit is the predicate. Thus,

he says, the appropriate symbol for redness is not the word

‘red’ but the function ‘x is red’, and red can only come

into a proposition through the values of this function. So

Mr Russell would say ‘ Unpunctuality is a fault’ really

means something like ‘For all x, if x is unpunctual, x is

reprehensible’; and the adjective unpunctuality is not the

subject of the proposition but only comes into it as the

predicate of those of its parts which are of the form ‘x is

unpunctual’. This doctrine is the basis of new work in the

Second Edition of Principia Mathematica.

Neither of these theories seems entirely satisfactory,

although neither could be disproved. Mr Russell’s view does,

indeed, involve difficulties in connection with our cognitive

relations to universals, for which reason it was rejected in the

First Edition of Principia; but these difficulties seem to me,as

now to Mr Russell, by no means insurmountable. But I could

1 The Monist, 1918 and 1919.
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not discuss them here without embarking upon innumerable

questionsirrelevant to the main points which I wish to make.

Neither theory, then, can be disproved, but to both objections

can be raised which may seem to have some force. For

instance, Mr Russell urges that a relation between two terms

cannot be a third term which comes between them,for then

it would not be a relation at all, and the only genuinely

relational element would consist in the connections between

this new term and the two original terms. This is the kind of

consideration from which Mr Bradley deduced his infinite

regress, of which Mr Russell apparently now approves.

Mr Johnson might reply that for him the connectional

or structural elementis not the relation but the characterizing

and coupling ties; but these ties remain most mysterious

objects. It might also be objected that Mr Johnson does

not make particulars and universals different enough, or

take into account the peculiar incompleteness of adjec-

tives which appears in the possibility of prefixing to

them the auxiliary ‘being’; ‘being red’, ‘ being a man’

do not seem real things like a chair and a carpet.

Against Mr Russell it might be asked how there can be

such objects as his universals, which contain the form

of a proposition and so are incomplete. In a sense, it might

be urged, all objects are incomplete; they cannot occur in

facts except in conjunction with other objects, and they

contain the forms of propositions of which they are con-

stituents. In what way do universals do this more than

anythingelse ?

Evidently, however, none of these arguments are really

decisive, and the position is extremely unsatisfactory to any

one with real curiosity about such a fundamental question.

In such cases it is a heuristic maxim that the truth lies not

in one of the two disputed views but in somethird possibility

which hasnot yet been thoughtof, which we can only discover
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by rejecting something assumed as obvious by both the

disputants.

Both the disputed theories make an important assumption

which, to my mind, has only to be questioned to be doubted.

They assume a fundamental antithesis between subject and

predicate, that if a proposition consists of two terms copulated,

these two terms must be functioning in different ways,

one as subject, the other as predicate. Thus in ‘ Socrates

is wise ’, Socrates is the subject, wisdom the predicate. But

suppose we turn the proposition round and say ‘ Wisdom is

a characteristic of Socrates’, then wisdom, formerly the

predicate, is now the subject. Now it seems to measclear

as anything can be in philosophy that the two sentences
‘Socrates is wise’, ‘Wisdom is a characteristic of Socrates’

assert the same fact and express the same proposition. They

are not, of course, the same sentence, but they have the same

meaning, just as two sentences in two different languages

can have the same meaning. Which sentence we use is a

matter either of literary style, or of the point of view from

which we approach the fact. If the centre of our interest is

Socrates we say ‘Socrates is wise’, if we are discussing

wisdom we maysay ‘ Wisdomis a characteristic of Socrates’ ;

but whichever we say we mean the same thing. Now of one

of these sentences ‘Socrates’ is the subject, of the other

‘wisdom’; and so which of the two is subject, which

predicate, depends upon what particular sentence we use to

express our proposition, and has nothing to do with the

logical nature of Socrates or wisdom,but is a matter entirely

for grammarians. In the same way, with a sufficiently

elastic language any proposition can be so expressed that

any of its terms is the subject. Hence thereis noessential

distinction between the subject of a proposition and its

predicate, and no fundamental classification of objects can

be based upon such a distinction.

12
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I do not claim that the above argument is immediately

conclusive ; what I claim is that it throws doubt upon the

whole basis of the distinction between particular and universal

as deduced from that between subject and predicate, and

that the question requires a new examination. It is a

point which has often been made by Mr Russell that

philosophers are very liable to be misled by the subject-

predicate construction of our language. They have supposed

that all propositions must be of the subject-predicate form,

and so have been led to deny theexistence of relations. I

shall argue that nearly all philosophers, including Mr Russell

himself, have been misled by language in a far more far-

reaching way than that ; that the whole theory of particulars

and universals is due to mistaking for a fundamental charac-

teristic of reality what is merely a characteristic of language.

Let us, therefore, examineclosely this distinction of subject

and predicate, and for simplicity let us follow Mr Johnson

and include relations among predicates and their terms

among subjects. The first question we have to ask is this:

what propositions are they that have a subject or subjects

and a predicate? Is this the case with all propositions or

only with some? Before, however, we go on to answerthis

question, let us remind ourselves that the task on which we

are engaged is not merely one of English grammar; weare

not school children analysing sentences into subject, extension

of the subject, complementandso on, but are interested not

so much in sentences themselves, as in what they mean,

from which we hopeto discover the logical nature of reality.

Hence we must look for senses of subject and predicate which

are not purely grammatical, but have a genuine logical

significance. |
Let us begin with such a proposition as ‘ Either Socrates

is wise or Plato is foolish’. To this, it will probably be

agreed, the conception of subject andpredicateis inapplicable;
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it may be applicable to the two parts ‘Socrates is wise’,

‘Plato is foolish’, but the whole ‘ Either Socrates is wise

or Plato is foolish’ is an alternative proposition and not

one with a subject or predicate. But to this someone may

make the following objection: In such a proposition we

can take any term weplease, say Socrates, to be the subject. |

The predicate will then be ‘ being wise unless Plato is foolish ’

or the propositional function ‘ % is wise or Plato is foolish ’.

The phrase ‘ being wise unless Plato is foolish’ will then

stand for a complex universal which is asserted to characterize _

Socrates. Such a view, though very frequently held, seems

to me nevertheless certainly mistaken. In order to make

things clearer let us take a simpler case, a proposition of the

form ‘aRbd’; then this theory will hold that there are three

closely related propositions ; one asserts that the relation R

holds between the terms a and Jb, the second asserts the

possession by a of the complex property of ‘ having R to b’,

while the third asserts that b has the complex property that

a has R to it. These must be three different propositions

because they havedifferent sets of constituents, and yet they

are not three propositions, but one proposition, for they all

say the same thing, namely that a has R to 6. So the theory

of complex universals is responsible for an incomprehensible

trinity, as senseless as that of theology. This argument can

be strengthened by considering theprocessof definition, which

is as follows. For certain purposes ‘aRb’ may be an

unnecessarily long symbol, so that it is convenient to shorten

it into ‘db.’ This is done by definition, dx = aRx, signifying

that any symbolof the form ¢x is to be interpreted as meaning

what is meant by the corresponding symbol aRx, for which

it is an abbreviation. In more complicated cases such an

abbreviation is often extremely useful, but it could always be

dispensed with if time and paper permitted. The believer in

complex universals is now confronted with a dilemma: is
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‘d’, thus defined, a name for the complex property of x which

consists in a having R to x? If so, then ¢x will be the

assertion that x has this property; it will be a subject-

predicate proposition whose subject is x and predicate ¢;

and this is not identical with the relational proposition aRx.

But as ¢x is by hypothesis defined to be short for aRx this is

absurd. Forif a definitionis not to be interpreted as signifying

that the definiendum andthe definiens have the same meaning,

the process of definition becomes unintelligible and welose

all justification for interchanging definiens and definiendum

at will, on which depends its whole utility. Suppose on the

other hand ‘¢’, as defined above, is not a name for the

complex property ; then how can the complex property ever

become an object of our contemplation, and how can weever

speak of it, seeing that ‘¢’, its only possible name, is not a

namefor it at all but short for something else? And then

what reason can there be to postulate the existence of this

thing?

In spite of this reductio ad absurdum of the theory, it may

still be worth while to inquire into its origin, and into why

it is held by so manypeople, including formerly myself, without

its. occurring to them to doubt it. The chief reason for

this is I think to be found in linguistic convenience; it gives

us one object which is ‘the meaning’ of ‘¢’. We often

want to talk of ‘the meaning of ‘“¢”’’, and it is simpler to

suppose that this is a unique object than to recognize that it

is a much more complicated matter, and that ‘¢’ has a

relation of meaning not to one complex object but to the

several simple objects which are named in its definition.

There is, however, another reason whythis view is so popular,
and that is the imaginary difficulty which would other-
wise be felt in the use of a variable propositional function.
How, it might be asked, are we to interpret such

a

state-
ment as ‘a has all the properties of b’, except on the
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supposition that there are properties ? The answeris thatit

is to be interpreted as being the logical product of all pro-

positions which can be constructed in the following way : take

a proposition in which a occurs, say da, change a into 6 and

obtain db,and then form the proposition $b .D . ga. Itisnot

really quite so simple as that, but a more accurate account of

it would involve a lot of tiresome detail, and so be out of

place here ; and we can takeit as a sufficient approximation

that ‘a has all the properties of 5’ is the joint assertion of

all propositions of the form ¢b .5. da, where there is no

necessity for ¢ to be the nameof a universal, as it is merely

the rest of a proposition in which @ occurs. Hence the

difficulty is entirely imaginary. It may be observed that the

same applies to any other case of apparent variables some

of whose values are incomplete symbols, and this may

explain the tendency to assert that some of Mr Russell's

incomplete symbols are not really incomplete but the names

of properties or predicates.

I conclude, therefore, that complex universals are to be

rejected; and that such a proposition as ‘Either Socrates is

wise or Plato foolish’ has neither subject nor predicate.

Similar arguments apply to any compound proposition, that

is any proposition containing such words as ‘and’, ‘or’,

‘not’, ‘all’,‘some’; and henceif we are to find a logical

distinction between subject and predicate anywhere it will

be in atomic propositions, as Mr Russell calls them, which

could be expressed by sentences containing none of the above

words, but only namesandperhapsa copula.

The distinction between subject and predicate will then

arise from the several names in an atomic proposition

functioning in different ways ; andif this is not to be a purely

grammatical distinction it must correspond to a difference in

the functioning of the several objects in an atomic fact, so

that what we have primarily to examine is the construction
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of the atomic fact out of its constituents. About this three

views might be suggested ; first there is that of Mr Johnson

according to whom the constituents are connected together

by what hecalls the characterizing tie. The nature of this

entity is rather obscure, but I think we can take it as some-

thing which is not a constituent of the fact but represented

in language by the copula ‘is’, and we can describe this

theory as holding that the connection is made by a real copula.

Next there is the theory of Mr Russell that the connection is

made by one of the constituents ; that in every atomic fact

there must be one constituent which is in its own nature

incomplete or connective and, as it were, holds the other

constituents together. This constituent will be a universal,

and the others particulars. Lastly there is Mr Wittgenstein’s

theory that neitheris there acopula, nor one specially connected

constitutent, but that, as he expresses it, the objects hang one

in anotherlike the links of a chain.

From our point of view it is the second of these theories

that demands most attention; for the first and third do not

really explain any difference in the mode of functioning of

subject and predicate, but leave this a mere dogma. Only

on Mr Russell’s theory will there be an intelligible difference

between particular and universal, grounded on the necessity

for there to be in each fact a copulating term or universal,

corresponding to the need for every sentence to have a verb.

So it is Mr Russell’s theory that we must first consider.

The great difficulty with this theory lies in understanding

how onesort of object can be specially incomplete. Thereis
a sense in which any object is incomplete; namely that it
can only occur in a fact by connection with an object or
objects of suitable type; just as any nameis incomplete,
because to form a proposition we have to join to it certain
other namesof suitable type. As Wittgenstein says: ‘The
thing is independent, in so far as it can occurin all possible
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circumstances, but this form of independence is a form of

connection with the atomic fact, a form of dependence. (It

is impossible for words to occur in two different ways, alone

and in the proposition).’’! And Johnson: ‘ Ultimately a

universal meansan adjective thatmay characterize a particular,

and a particular means a substantive that may be characterized

by a universal.’’2. Thus we may admit that ‘wise’ involves

the form of a proposition, but so does ‘ Socrates’, and it is

hard to see any ground for distinguishing between them.

This is the substance of Mr Johnson’s criticism that Mr Russell

will not let the adjective stand alone, and in treating ‘s is p’

as a function of two variables takes the arguments to be not

s and ~, but sand‘ # isp’.

In reply to this criticism Mr Russell would, I imagine, use

two lines of argument, whose validity we must examine.

The first would dwell on the great convenience in mathe-

matical logic of his functional symbolism, of which he might

say there was no explanation except that this symbolism

corresponded to reality more closely than any other. His

second line of argument would be that everyone can feel a

difference between particulars and universals; that the

prevalence of nominalism showedthat the reality of universals

was alwayssuspected, and that this was probably because they

did in fact differ from particulars by being less independent,

less self-contained. Also that this was the only account of

the difference between particulars and universals which

made them really different kinds of objects, as they evidently

were, and not merely differently related to us or to our

language. For instance, Mr Johnson describes the particular

as presented to thought for its character to be determined in

thought, and others might say a particular was what was

meant by the grammatical subject of a sentence ; and on these

1 Tractatus Logico-Philosophicus, 2°0122,
2 Logic Part I, p. 11.
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views what wasparticular, what universal would depend on
unessential characteristics of our psychology or our language.
Let us take these lines of argument in reverse order,

beginning with the felt difference between particular and
universal, and postponing the peculiar symbolic convenience
of propositional functions. Anyone, it may be said, sees a
difference between Socrates and wisdom. Socrates is a real
independent entity, wisdom a quality and so essentially a
quality of something else. The first thing to remark about
this argument is that it is not really about objects at all.
‘Socrates is wise’ is not an atomic proposition, and the

symbols ‘ Socrates’ and ‘ wise’ are not the namesof objects

but incomplete symbols. And according to Wittgenstein,

with whom I agree, this will be the case with any other

instance that may be suggested, since we are not acquainted

with any genuine objects or atomic propositions, but merely.

infer them as presupposed by other propositions. Hence the

distinction we feel is one between two sorts of incomplete.

symbols, or logical constructions, and we cannot infer without

further investigation that there is any correspondingdistinc-

tion between two sorts of namesor objects.

Wecan,I think,easily obtain a clearer idea of the difference

between these two sorts of incomplete symbols (Wittgenstein

calls them ‘ expressions ’) typified by ‘ Socrates ’ and ‘ wise’.

Let us consider when and why an expression occurs, as it

were, as an isolated unit. For instance ‘a@Rb’ does not

naturally divide into ‘a’ and ‘Rb’, and we want to know
why anyone should so divide it and isolate the expression

‘Rb’. The answer is that if it were a matter of this pro-
position alone, there would be no point in dividing it in this
way, but that the importance of expressions arises, as

Wittgenstein pointsout, just in connection with generalization.
It is not ‘aRd’ but ‘ (x) . xRb’ which makes Rb prominent.
In writing (x) . Rb we use the expression Rb to collect
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together the set of propositions xRb which we wantto assert

to be true; and it is here that the expression Rd is really

essential because it is this which is commonto this set of

propositions. If now werealize that this is the essential use

of expressions, we can see at once what is the difference

between Socrates and wise. By means of the expression

‘ Socrates ’ we collect together all the propositions in which it

occurs, thatis, all the propositions which we should ordinarily

say were about Socrates, such as ‘ Socrates is wise ’, ‘ Socrates

is just ’, ‘Socrates is neither wise nor just ’. These propositions

are collected together as the values of ‘ ¢ Socrates ’, where

¢ is a variable.
Now consider the expression ‘wise’; this we use to

collect together the propositions ‘ Socrates is wise’, ‘ Plato

is wise’, and so on, which are values of ‘x is wise’. But

this is not the only collection we can use ‘ wise’ to form ;

just as we used ‘ Socrates’ to collect all the propositions in

which it occurred, we can use ‘ wise’ to collect all those in

which it occurs, including not only ones like ‘ Socrates is

wise’ but also oneslike ‘ Neither Socrates nor Platois wise’,

which are not values of ‘ x is wise’ but only of the different

function ‘¢ wise’, where ¢ is variable. Thus whereas

Socrates gives only one collection of propositions, wise gives

two: one analogous to that given by Socrates, namely the

collection of all propositions in which wise occurs; and the

other a narrower collection of propositions of the form ‘x

is wise ’.

This is obviously the explanation of the difference we feel

between Socrates and wise which Mr Russell expresses by

saying that with wise you have to bring in the form of a

proposition. Since all expressions must be completed to

form a proposition, it was previously hard to understand how

wise could be more incomplete than Socrates. Now we can

see that the reason for this is that whereas with ‘ Socrates ’
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we only havethe idea of completing it in any mannerinto a

proposition, with ‘ wise’ we have not only this but also an

idea of completing it in a special way, giving us not merely

any proposition in which wise occurs but also one in whichit

occurs in a particular way, which we maycall its occurrence

as predicate, as in ‘ Socratesis wise ’.

What is this difference due to, and is it a real difference

at all? That is to say, can we not do with ‘ Socrates ’ what

we do with ‘wise’, and use it to collect a set of propositions

narrower than the whole set in which it occurs? Is this

impossible, or is it merely that we never in fact do it?

These are the questions we must now try to answer. The

way to do it would seem to be the following. Suppose we

can distinguish among the properties of Socrates a certain

subset which we can call qualities, the idea being roughly

that only a simple property is a quality. Then we could

form in connection with ‘ Socrates’ twa sets of propositions

just as we can in connection with ‘ wise’. There would be

the wide set of propositions in which ‘Socrates’ occurs at

all, which we say assert properties of Socrates, but also there

would be the narrower set which assert qualities of Socrates.

Thus supposing justice and wisdom to be qualities, ‘ Socrates

is wise ’, ‘ Socrates is just ’ would belong to the narrower set

and be values of a function ‘ Socrates is g’. But ‘ Socrates

is neither wise nor just ’ would not assert a quality of Socrates

but only a compound characteristic or property, and would

only be a value of the function ‘d Socrates’, not of

‘ Socrates is q’.

But although such a distinction between qualities and

properties may be logically possible, we do not seem ever to

carry it out systematically. Some light may be thrown on

this fact by a paragraph in Mr Johnson's Logic in which he

argues that, whereas ‘‘we may properly construct a compound

adjective out of simple adjectives, yet the nature of any term
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functioning as a substantive is such that it is impossible to

construct a genuine compound substantive’’.! Thus from

the two propositions ‘ Socrates is wise’, ‘ Socrates is just ’

we can form the proposition ‘ Neither is Socrates wise nor

is Socrates just’, or, for short, ‘Socrates is neither wise nor

just’; which still, according to Mr Johnson, predicates an

adjective of Socrates, is a value of ‘ ¢ Socrates’ and would

justify ‘ (3) . d Socrates ’, or ‘ Socrates has someproperty’.

If, on the other hand, we take the two propositions ‘ Socrates

- is wise’, ‘ Plato is wise’ and form from them ‘ Neither

Socrates is wise nor Plato is wise’; this is not a value of ‘ x

is wise’ and would not justify ‘ (4x) . x is wise’, or ‘ Some-

one is wise’. So inasmuch as ‘ Socrates is neither wise nor

just ’ justifies ‘ Socrates has some adjective ’ we can say that

“neither wise nor just ’ is a compound adjective ; but since

“Neither Socrates nor Plato is wise’ does not justify ‘ some-

thing is wise’, ‘neither Socrates nor Plato’ cannot be a

compound substantive any more than nobody is a com-

pound man.

If, however, we could form a range of qualities as opposed

to properties, ‘ Socrates is neither wise nor just’ would not

justify ‘Socrates has some quality’ and ‘neither wise nor

just ’’ would not be a quality. Against this Mr Johnson

says that there is no universally valid criterion by which we

can distinguish qualities from other properties ; and this is

certainly a very plausible contention when we are talking,

as we are now,of qualities and properties of logical construc-

tions such as Socrates. For the distinction is only really

clear in connection with genuine objects; then we can say

that ¢ represents a quality when ¢a is a two-termed atomic

proposition, and this would distinguish qualities from other

propositional functions or properties. But when the subject

a is a logical construction and ¢a a compoundproposition of

1 Part II, p. 61.
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which we do not know the analysis, it is hard to know what

would be meant by asking if 4 were simple, and callingit, if

simple, a quality. It would clearly have to be a matter not

of absolute but of relative simplicity.

Yet it is easy to see that, in theory, an analogousdistinction

can certainly be made for incomplete symbols also. Take

any incomplete symbol ‘a’; this will be defined not in

isolation but in conjunction with any symbolof'a certain sort

x. Thus we might define ax to mean aRx. Then this incom-

plete symbol ‘a’ will give us two ranges of propositions: the

range ax obtained by completing it in the way indicated in

its definition ; and the general range of propositions in which a

occursatall, that is to say, all truth-functions of the proposi-

tions of the preceding range and constant propositions not

containing a. Thus in the two famouscases of descriptions

and classes, as treated in Principia Mathematica, the narrower

rangewill be that in which the description or class has primary

occurrence, the wider range that in which it has any sort of

occurrence primary or secondary, where the terms‘ primary ’

and ‘secondary ’ occurrence have the meanings explained in

Principia. In brief with regard to any incomplete symbol

we can distinguish its primary and secondary occurrences,

and this is fundamentally the same distinction which we

found to be characteristic of the adjective. So that any

incomplete symbol is really an adjective, and those which

appear substantives only dosoin virtue of our failing whether
through inability or neglect to distinguish their primary and
Secondary occurrences. As a practical instance let us take
the case of material objects; these we are accustomed to
regard as substantives, that is to say we use them to define
ranges of propositions in one way only, and make no
distinction between their primary and secondary occurrences.
At least no one madesuch distinction until Dr Whitehead
declared that material objects are adjectives of the events in
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which they are situated, so that the primary occurrence of a

material object A is in a proposition ‘A is situated in E’.

From such propositions as this we can construct all other

propositions in which A occurs, Thus ‘A is red’ will be

‘For all E, A is situated in E implies redness is situated in

E’, in which A has secondary occurrence. So the distinction

between primary and secondary occurrence is not merely —

demonstrated as logically necessary, but for this case effected

practically.

The conclusion is that, as regards incomplete symbols, the

fundamental distinction is not between substantive and

adjective but between primary and secondary occurrence;

and that a substantive is simply a logical construction between,

whose primary and secondary occurrences we fail to

distinguish. So that to be a substantive is not an objective

but a subjective property in the sense that it depends not

indeed on any one mind but on the common elementsin all

men’s mindsand purposes.

This is my first conclusion, which is I think of some

importance in the philosophy of nature and of mind; butit

is not the conclusion which I most want to stress, and it does

not answer the question with which I began my paper. For

it is a conclusion about the method andpossibility of dividing

certain logical constructions into substantives and adjectives,

it being in connection with these logical constructions that

the idea of substantive and adjective traditionally originated.

But the real question at issue is the possibility of dividing

not logical constructions but genuine objects into particulars

and universals, and to answer this we must go back and pick

up the thread of the argument, where we abandoned it for

this lengthy digression about logical constructions.

We saw abovethat the distinction between particular and

universal was derived from that between subject and predicate

which we found only to occur in atomic propositions. We
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then examined the three theories of atomic propositions

or rather of atomic facts, Mr Johnson’s theory of a tie,

Mr Russell’s that the copulation is performed by universals,

of which there must be one and only one in each atomicfact,

and Mr Wittgenstein’s that the objects hang in one another

like the links of a chain. We observed that of these theories

only Mr Russell’s really assigned a different function to

subject and predicate and so gave meaning to the distinction

between them, and we proceeded to discuss this theory. We

found that to Mr Johnson’s criticisms Mr Russell had two

possible answers ; one being to argue that his theory alone

took account of the difference we feel there to be between

Socrates and wisdom, the other that his notation was far

more convenient than any other and must therefore corre-

spond more closely to the facts. We then took thefirst of.

these arguments, and examined the difference between

Socrates and wisdom. This we found to consist in the fact

that whereas Socrates determined only one range of proposi-

tions in which it occurred, wise determined two such ranges.

the complete range ‘f wise’, and the narrower range ‘*% is

wise’, We then examined the reason for this difference

between the two incomplete symbols Socrates and wise, and

decided that it was of a subjective character and depended

on human interests and needs.

What we have now to consider is whether the difference

between Socrates and wise has any such bearing on the

composition of atomic facts as Mr Russell alleges it to

have. This we can usefully combine with the consideration

of Mr Russell’s other possible argument from the superior

convenience of his symbolism. Theessence of this symbolism,

as Mr Johnson has observed, consists in not letting the

adjective stand alone, but making it a propositional function

by attaching it to a variable x. A possible advantage ofthis

procedure at once suggests itself in terms of our previous
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treatment of the difference between substantive and adjective;

namely, that attaching the variable x helps us to make the

distinction we require to makein the caseof the adjective, but

not in the case of the substantive, between the values of x

and those of f (¢£) where f is variable. Only so, it might be

said, can we distinguish (x) .¢x from (f)./(#2). But very

little consideration is required to see that this advantage is

very slight and of no fundamental importance. We could

easily make the distinction in other ways; for instance by

determining that if the variable came after the ¢ it should

mean what we now express by ¢x, but if before the ¢@ what

we express by /(Z) ; or simply by deciding to use theletters

“x’,‘y’, ‘2’, in one case, ‘f’,‘g’,‘h’, in the other.

But, although this supposed advantage in the functional

symbolism is imaginary, there is a reason which rendersit -

absolutely indispensable. Take such a property as ‘ either

having R& to a, or having S to 6’; it would be absolutely

impossible to represent this by a simple symbol‘ ¢’. For how |

then could we define $? We could not put ¢ = Ra.v. Sb

because we should not know whether the blanks were to be

filled with the sameor different arguments, and so whether

g@ was to be a property or relation. Instead we must put

ox .=.xRa.v.xSb; which explains not what is meant

by ¢ byitself but that followed by any symbol x it is short

for *Ra.v.xSb. And this is the reason which makes

inevitable the introduction of propositional functions. It

simply means that in such a case ‘¢’ is not a name but an

incomplete symbol and cannot be defined in isolation or

allowed to stand byitself.

But this conclusion about xRa . v . xSd will not apply toall

propositional functions. If ¢a is a two-termed atomic pro-

position, ‘¢’ is a name of the term other than a, and can

perfectly well stand byitself ; so, it will be asked, why do we

write ‘¢x' instead of ‘¢’in this case also? The reason
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for this lies in a fundamental characteristic of mathematical

logic, its extensionality, by which I mean its primaryinterest

in classes and relations in extension. Now if in any proposi-

tion whatever we change anyindividual nameinto a variable,

the resulting propositional function defines a class; and the

class may be the same for two functions of quite different

forms, in one of which ‘4’ is an incomplete symbol, in the

other a name. So mathematical logic, being only interested

in functions as a meansto classes, sees no need to distinguish

these two sorts of functions, because the difference between

them, thoughall-important to philosophy, will not correspond

to any difference between the classes they define. So

because some ¢’s are incomplete and cannot stand alone, and

all ¢’s are to be treated alike in order to avoid useless com-

plication, the only solution is to allow noneto stand alone.

Such is the justification of Mr Russell’s practice ; but it is

also the refutation of his theory, which fails to appreciate the

distinction between those functions which are names and

those which are incomplete symbols, a distinction which, as

remarked above, though immaterial for mathematics is

essential for philosophy. I do not mean that Mr Russell

would now denythis distinction ; on the contrary it is clear

from the Second Edition of Principia that he would acceptit;

but I think that.his present theory of universals is the relic

of his previousfailure to appreciateit.

It will be remembered that we found two possible arguments

for his theory of universals. One was from theefficiency

of the functional notation; this clearly lapses because,

as we have seen, the functional notation merely overlooks

an essential distinction which happens not to interest

the mathematician, and the fact that some functions

cannot stand alone is no argument that all cannot. The

other argument was from the difference we feel between

Socrates and wise, which corresponds to a difference in his
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logical system between individuals and functions. Just as

Socrates determines one’range of propositions, but wise two,

so a determines the one range ¢a, but ¢Z the two ranges

gx and f(¢2). But whatis this difference between individuals

and functions due to? Again simply to the fact that

certain things do not interest the mathematician. Anyone

who was interested not only in classes of things, but

also in their qualities, would want to distinguish from among

the others those functions which were names ; andif we called

the objects of which they are names qualities, and denoted a

variable quality by g, we should have not only the range ¢a

but also the narrower range ga, and the difference analogous

to that between ‘Socrates’ and ‘wisdom’ would have

disappeared. We should have complete symmetry between

qualities and individuals; each could have names which

could stand alone, each would determine two ranges of

propositions, for @ would determine the ranges ga and ¢a,

where g and ¢ are variables, and g would determine the

ranges gx and fg, where x and f are variables.

So were it not for the mathematician’s biassed interest he

would invent a symbolism which was completely symmetrical

as regards individuals and qualities; and it becomes clear

that there is no sense in the words individual and quality ;

all we are talking aboutis two different types of objects, such

that two objects, one of each type, could be sole constituents

of an atomic fact. The two types being in every way sym-

metrically related, nothing can be meant by calling one type

the type of individuals and the other that of qualities, and

these two wordsare devoid of connotation.

To this, however, various objections might be made which

must be briefly dealt with. First it might be said that the

two terms of such an atomic fact must be connected by the

characterizing tie and/or the relation of characterization, which

are asymmetrical, and distinguish their relata into individuals
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and qualities. Against this I would say that the relation of

characterization is simply a verbal fiction. ‘gq characterizes

a’ means no more and noless than ‘a is q’, it is merely a

lengthened verbal form ; and since the relation of characteriza-

tion is admittedly not a constituent of ‘a is g’ it cannot be

anything at all. As regards the tie, I cannot understand what

sort of a thing it could be, and prefer Wittgenstein’s view that

in. the atomic fact the objects are connected together without

the help of any mediator. This does not mean that the fact

is simply the collection of its constituents but that it consists

in their union without any mediating tie. There is one more

objection suggested by Mr Russell’s treatment in the new

edition of Principia. He there says that all atomic proposi-

tions are of the forms R,(x), R,(x, y), R,(x, y, z), etc., and so

can define individuals as terms which can occurin propositions

with any number of terms; whereas of course an -termed

relation could only occur in a proposition with ~ + 1 terms.

But this assumes his theory as to the constitution of atomic

facts, that each must contain a term of a special kind, called

a universal; a theory we found to be utterly groundless.

The truth is that we know and can know nothing whatever

about the forms of atomic propositions; we do not know

whether someorall objects can occur in more than one form

of atomic proposition ; and there is obviously no way of

deciding any such question. We cannoteventell that there

are not atomic facts consisting of two terms of the same type.

It might be thought that this would involve us-in a vicious

circle contradiction, but a little reflection will show that it

does not, for the contradictions due to letting a function be

its own argument only arise when we take for argument a

function containing a negation which is therefore an incom-

plete symbol not the nameof an object.

In conclusion let us describe from this new point of view

the procedure of the mathematical logician. He takes any
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type of objects whatever as the subject of his reasoning, and

calls them individuals, meaning by that simply that he has

chosen this type to reason about, though he might equally

well have chosen any other type andcalled them individuals.

The results of replacing names of these individuals in

propositions by variables he then calls functions, irrespective

of whether the constant part of the function is a name or an

incomplete symbol, because this does not make any difference

to the class which the function defines. The failure to make

this distinction has led to these functional symbols, some of

which are names and some incomplete, being treated all alike

asnames of incomplete objects or properties, and is responsible

for that great muddle the theory of universals. Of all

philosophers Wittgenstein alone has seen through this muddle

and declared that about the formsof atomic propositions we

can know nothing whatever.

30



NOTE ON THE PRECEDING PAPER (1926)

. . . When I wrote myarticle I was sure that it was

impossible to discover atomic propositions by actual analysis.

Of this I am now very doubtful, and I cannot therefore be

sure that they may not be discovered to beall of one or other

of a series of forms which can be expressed by R,(x), R(x, ),

_Ry (%, y, 2), etc., in which case we could, as Mr Russell has

Suggested, define individuals as terms which can occur in

propositions of any of these forms, universals as terms which

can only occur in one form. This I admit may be found to be

the case, but as no one can as yet be certain what sort of

atomic propositions there are, it cannot be positively asserted;

and there is no strong presumption in its favour, for I think

that the argumentof myarticle establishes that nothing of the

sort can be known a priors. |

And this is a matter of some importance, for philosophers

such as Mr Russell have thought that, although they did not

know into what ultimate terms propositions are analysable,

these terms must nevertheless be divisible into universals

and particulars, categories which are used in philosophical

investigations as if it were certain a priori that they would

be applicable. This certainly seems to be derived primarily

from the supposition that there must be a difference between

ultimate objects analogous to one felt to subsist between

such terms as Socrates and wise; and to see if this

can reasonably be maintained, we must discover what

difference there is between Socrates and wise analogous

to the distinction made in Mr Russell’s system between

particulars and universals.
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If we consider the development of Mr Russell’s system of

logic, as expounded in the Introduction to the Second Edition

of Principia Mathematica, we can see whatdifference there is

in his treatment of particulars and universals. Wefind that

universals always occur as propositional functions, which

serve to determine ranges of propositions, especially the range

of values of the function ¢x, and the range of functions of the

function f(¢x) (where f is variable). Individuals also serve

to determine ranges of propositions, but in this case there is

only one principal range, the range of functions of the

individual ¢a (¢ variable). We could make a narrower range,

as Mr Russell points out, by using a variable quality, but we

have no need to doso. Nowthis is the only difference between

the way individuals and universals function in his system,

and as we find that there is a precisely similar difference

between Socrates and wise, it is probable that we have here

the essence of the matter. Wise, like a ¢x in Mr Russell’s

system, determines the narrower range of propositions ‘ x is

wise ’ and the widerone ‘fwise’, where the last range includes

all propositions whatever in which wise occurs. Socrates, on

the other hand, is only used to determine the wider range of

propositions in which it occurs in any manner; we have no

precise way of singling out any narrower range. We cannot

do it by limiting it to propositions in which Socrates occurs

as subject, because in any proposition in which he occurs he

can be regarded as the subject: we can always regard the

proposition as saying ‘It is true of Socrates that —’. The

point is that with Socrates the narrower range is missing. . . .

Nevertheless this difference between Socrates and wise is

illusory, because it can be shown to betheoretically possible

to make a similar narrower range for Socrates, though we

have never needed to do this. Nevertheless, once this

fact is observed, the difference between Socrates and wise

lapses, and we begin, like Dr Whitehead, to call Socrates an
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adjective. If you think all or nearly all propositions about

material objects are truth-functions of propositions abouttheir

location in events, then, on my view, youwill regard material

objects as adjectives of events. For that is the real meaning

of the distinction between adjective and substantive. I do

not say that the distinction has arisen from explicit reflection

about the difference in regard to ranges of propositions, but

that this difference obscurely felt is the source of the

distinction. My viewis strikingly confirmed by the case of

Dr Whitehead, who, having made material objects analogous

to wise in the way in question, then declared that they were

adjectives. :
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FACTS AND PROPOSITIONS (1927)

The problem with which I propose to deal is the logical

analysis of what maybe called by any of the terms judgment,

belief, or assertion. Suppose I am at this moment judging

that Cesar was murdered: then it is natural to distinguish

in this fact on the one side either my mind, or my present

mental state, or words or images in my mind, which we will

call the mental factor or factors, and on the otherside either

Cesar, or Czsar’s murder, or Cesar and murder, or the

proposition Czsar was murdered, or the fact that Caesar was

murdered, which wewill call the objective factor or factors;

and to suppose that the fact that I am judging that Cesar

was murdered consists in the holding of some relation or

relations between these mental and objective factors. The

questions that arise are in regard to the nature of the two

sets of factors and of the relations between them, the

fundamental distinction between these elements being hardly

open to question.

Let us begin with the objective factor or factors; the

simplest view is that there is one such factor only, a

proposition, which maybeeithertrueorfalse, truth andfalsity

being unanalysable attributes. This was at one time the view

of Mr Russell, and in his essay ‘‘ On the Nature of Truth and

Falsehood "’! he explains the reasons which led him to

abandon it. These were, in brief, the incredibility of the

existence of such objects as ‘that Czsar died in his bed’,

which could be described as objective falsehoods, and the

mysterious nature of the difference, on this theory, between

- truth and falsehood. He therefore concluded, in my opinion

1 In Philosophical Essays, 1910.
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rightly, that a judgment has no single object, but is a

multiple relation of the mind or mental factors to many

objects, those, namely, which we should ordinarily call

constituents of the proposition judged.

There is, however, an alternative way of holding that a

judgmenthasa single object, which it would be well to consider

before we pass on. In the above-mentioned essay Mr Russell

asserts that a perception, which unlike a judgment he regards

as infallible, has a single object, for instance, the complex

object ‘ knife-to-left-of-book ’. This complex object can, I

think, be identified with what many people (and Mr Russell

now) wouldcall thefact that the knife is to theleft of the book;

we could, for instance, say that we perceived this fact. And

just as if we take any true proposition such as that Cesar

did not die in his bed, we can form a corresponding phrase

beginning with ‘ the fact that ’ and talk about the fact that

he did not die in his bed, so Mr Russell supposed that to any

true proposition there corresponded a complex object.

Mr Russell, then, held that the object of a perception was

a fact, but that in the case of a judgment the possibility of

error made such a view untenable, since the object of a judg-

ment that Cesardied in his bed could not be the fact that he

died in his bed, as there was no such fact. It is, however,

evident that this difficulty about error could be removed

by postulating for the case of judgment twodifferent relations

between the mental factors and the fact, one occurring in

true judgments, the other in false. Thus, a judgment that

Czsar was murdered and a judgment that Cesar was not

murdered would have the same object, the fact that Cesar

was murdered, but differ in respect of the relations between

the mental factor and this object. Thus, in The Analysis

of Mind! Mr Russell speaks of beliefs as either pointing

1 p. 272. It should be observed that in The Analysis of Mind a
‘ belief ’ is what we calla mental factor, not the whole complex of mental
factors and relations and objective factors.
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towards or pointing away from facts. It seems to me, however,

that any such view either of judgment or of perception would

be inadequate for a reason which, if valid, is of great

importance. Let us for simplicity take the case of perception

and, assuming for the sake of argument thatit is infallible,

consider whether ‘ He perceives that the knife is to the left

of the book ’ can really assert a dual relation between a person

and a fact. Suppose that I who makethe assertion cannot

myself see the knife and book, that the knife is really to the

right of the book, but that through some mistake I suppose

that it is on the left and that he perceives it to be on theleft,

so that I assert falsely ‘ He perceives that the knife is to the

left of the book’. Then my statement, though false, is

significant, and has the same meaning as it would haveif it

were true; this meaning cannot therefore be that there is a

dual relation between the person and something (a fact) of

which ‘ that the knife is to the left of the book ’ is the name,

because there is no such thing. Thesituation is the same as

that with descriptions; ‘The King of France is wise’ is

not nonsense, and so ‘ the King of France’, as Mr Russell

has shown,is not a name but an incomplete symbol, and the

same mustbetrue of ‘ the King of Italy’. So also ‘ that the

knife is to the left of the book’, whether it is true or false,

cannot bethe nameof fact.

But, it will be asked, why should it not be a description of

a fact? If I say ‘He perceives that the knife is to the left

of the book ’, I mean that he perceives a fact which is not

named but described as of a certain sort, and thedifficulty

will disappear when myassertion is analysed according to

Mr Russell’s theory of descriptions. Similarly, it will be said,

“the death of Cesar’ is a description of an event, and ‘ the

fact that Cesar died’ is only an alternative expression for

‘the death of Cesar’.

Such an objection is plausible but not, in my opinion,valid.
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The truth is that a phrase like ‘ the death of Cesar’ can be

used in two different ways; ordinarily, we use it as the

description of an event, and we could say that ‘ the death of

Cesar’ and ‘the murder of Cesar’ were two different

descriptions of the same event. But we canalso use ‘ the death

of Cesar’ in a context like ‘He was aware of the death of

Cesar ’ meaning ‘ He was aware that Cesar had died’: here

(and this is the sort of case whichoccurs in the discussion of

cognition) we cannot regard ‘the death of Cesar’ as the

description of an event; if it were, the whole proposition would

be ‘There is an event E of a certain sort such that he is

aware of E ’, and wouldbestill true if we substituted another

description of the same event, e.g. ‘the murder of Cesar’.

That is, if his awareness has for its object an event described

by ‘ the death of Cesar ’, then, if he is aware of the death of

Cesar, he must also be aware of the murder of Czsar, for they

are identical. But, in fact, he could quite well be aware that

Cesar had died without knowing that he had been murdered,

so that his awareness must havefor its object not merely an

event but an event and a characteralso.

The connection between the event which was the death of

Cesar and the fact that Casar died is, in my opinion,this:

‘ That Cesardied is really an existential proposition, asserting

the existence of an event of a certain sort, thus resembling

‘Italy has a King ’, which asserts the existence of a man of

a certain sort. The event which is of that sort is called the

death of Cesar, and should no more be confused with the fact

that Cesar died than the King of Italy should be confused

with the fact that Italy has a King.

Wehaveseen, then, that a phrase beginning‘ the fact that ’

is not a name, and also not a description ; it is, therefore,

neither a name nor a description of any genuine constituent

of a proposition, and so a proposition about ‘ the fact that

aRb’ must be analysed into (1) the proposition aRb, (2) some
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further proposition about a, R, 5, and other things ; and an

analysis of cognition in termsof relations to facts cannot be

accepted as ultimate. Weare driven, therefore, to Mr Russell’s

conclusion that a judgment? has not one object but many,

to which the mental factor is multiply related ; but to leave

it at that, as he did, cannot be regardedassatisfactory. There

is no reason to suppose the multiple relation simple ; it may,

for instance, result from the combination of dual relations

between parts of the mental factor and the separate objects;

and it is desirable that we should try to find out more about

it, and how it varies when the form of proposition believed

is varied. Similarly, a theory of descriptions which contented

itself with observing that ‘ The King of France is wise ’ could

be regarded as asserting a possibly complex multiple relation

between kingship, France, and wisdom, would be miserably

inferior to Mr Russell’s theory, which explains exactly what

relation it is.

But before we proceed further with the analysis of judgment,

it is necessary to say something about truth andfalsehood,in

order to show thatthereis really no separate problem of truth

but merely a linguistic muddle. Truth andfalsity are ascribed

primarily to propositions. The proposition to which they are

ascribed maybe either explicitly given or described. Suppose

first that it is explicitly given ; then it is evident that ‘ It is

true that Cesar was murdered’ means no more than that

Cesar was murdered, and ‘ It is false that Caesar was murdered'

means that Cesar was not murdered. Theyare phrases which

we sometimes use for emphasis or for stylistic reasons, or to

indicate the position occupied by the statement in our

argument. So also we can say ‘It is a fact that he was

murdered ’ or ‘ That he was murderedis contrary to fact ’.

In the second case in which the proposition is described and

1 And, in our view, any other form of knowledge or opinion that
something is the case.
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not given explicitly we have perhaps moreof a problem,for

we get statements from which wecannotin ordinary language

eliminate the words‘ true ’ and ‘ false’. Thusif I say ‘ Heis

always right’, I mean that the propositions he asserts are

always true, and there does not seem to be any way

of expressing this without using the word ‘true’. But

suppose we put it thus ‘ Forall 4, if he asserts #, # is true’,

then wesee that the propositional function # is true is simply

the same as.p, as e.g. its value ‘ Cesar was murderedis true ’

is the same as ‘ Cesar was murdered’. We have in English

to add ‘is true’ to give the sentence a verb, forgetting that

‘p’ already contains a (variable) verb. This may perhaps

be made clearer by supposing for a momentthat only one

form of proposition is in question, say the relational form

aRb ; then ‘ Heis always right ’ could be expressed by ‘ For

all a, R, 6, if he asserts aRb, then aRb’, to which ‘ is true’

would be an obviously superfluous addition. Whenall forms

of proposition are included the analysis is more complicated

but not essentially different ; and it is clear that the problem

is not as to the nature of truth and falsehood, but as to the

nature of judgmentorassertion, for whatis difficult to analyse

in the above formulation is ‘ He asserts aRd’.

It is, perhaps, also immediately obvious that if we have

analysed judgment we have solved the problem of truth;

for taking the mental factor in a judgment (which is often

itself called a judgment), the truth or falsity of this depends

only on whatproposition it is that is judged, and what we

have to explain is the meaning of saying that the judgment

is a judgment that a has R to8, i.e. is true if aRb, false if

not. Wecan,if we like, say that it is true if there exists a

corresponding fact that a has R to 6, but this is essentially

not an analysis but a periphrasis, for ‘ The fact that a has R

to 6 exists ’ is no different from ‘a has R to b’.

In order to proceed further, we must now consider the
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mental factors in a belief. Their nature will depend on the

sense in which we are using the ambiguous term belief: it

is, for instance, possible to say that a chicken believes a

certain sort of caterpillar to be poisonous, and mean by that

merely that it abstains from eating such caterpillars on account

of unpleasant experiences connected with them. The mental

factors in such a belief would be parts of the chicken’s

behaviour, which are somehow related to the objective

factors, viz. the kind of caterpillar and poisonousness. An

exact analysis of this relation would be very difficult, but it

might well be held that in regard to this kind of belief the

pragmatist view was correct, 1.e. that the relation between

the chicken’s behaviour and the objective factors was that
the actions were such as to be useful if, and only if, the cater-

pillars were actually poisonous. Thus any set of actions

for whose utility # is a necessary and sufficient condition

might be called a belief that #, and so would be trueif 4,

le. if they are useful.}

But without wishing to depreciate the importance of this

kind of belief, it is not what I wish to discuss here. I prefer

to deal with those beliefs which are expressed in words, or

possibly images or other symbols, consciously asserted or

denied ; for these beliefs, in my view, are the most proper

subject for logical criciticm.

The mental factors of such a belief I take to be words,

spoken aloud or to oneself or merely imagined, connected

together and accompanied by a feeling or feelings of belief

or disbelief, related to them in away I do not propose to

discuss. I shall suppose for simplicity that the thinker with

1 It is useful to believe aRb would meanthatit is useful to do things
which are useful if, and only if, aRb; which is evidently equivalent
to aRb.

3 I speak throughout as if thedifferences between belief, disbelief,
and mere consideration lay in the presence or absence of ‘ feelings’ ;
but any other word maybe substituted for ‘ feeling ’ which the reader
prefers, e.g. ‘ specific quality ’ or ‘act of assertion’ and ‘ act of denial ’.
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whom weare concerned uses a systematic language without

irregularities and with an exact logical notation like that of

Principia Mathematica. Theprimitive signs in such a language

can be divided into names, logical constants, and variables.

Let us begin with names; each name means an object,

meaning being a dual relation between them. Evidently

name, meaning,relation, and object may bereally all complex,

so that the fact that the name means the object is not

ultimately of the dual relational form but far more com-

plicated.1’ Nevertheless, just as in the study of chess nothing

is gained by discussing the atoms of which the chessmen are

composed, so in the study of logic nothing is gained by

entering into the ultimate analysis of names and the objects

they signify. These form the elements of the thinker’s beliefs

in terms of which the various logical relations of one belief

to another can all be stated, and their internal constitution

is immaterial.

By means of names alone the thinker can form what we

may call atomic sentences, which from our formal standpoint

offer no very serious problem. If a, R, and 0 are things which

are simple in relation to his language, i.e. of the types of

instances of which he has names, he will believe that aRb

by having namesfor a, R, and 6 connected in his mind and

accompanied bya feeling of belief. This statement is, however,

too simple, since the names mustbeunited in away appropriate

to aRb rather than to bRa; this can be explained by saying

that the nameof R is not the word ‘ R’, but the relation we

make between ‘a’ and ‘b’ by writing ‘aRb’. The sense in

which this relation unites ‘a’ and ‘b’ then determines

whetherit is a belief that aRb or that bRa. There are various

other difficulties of the same sort, but I propose to pass on

to the moreinteresting problems which arise when weconsider

1 This is most obvious in the case of names, which generally consist
of letters, so that their complexity is evident.
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more complicated beliefs which require for their expression

not only names butlogical constants as well, so that we have

to explain the mode of significance of such words as ‘ not ’

and ‘ or’. |

One possible explanation ! is that they, or some of them,

e.g. ‘not’ and ‘and’ in terms of which the others can be

defined, are the namesof relations, so that the sentences in

which they occur are similar to atomic ones except that the

relations they assert are logical instead of material. On this

view every proposition is ultimately affirmative, asserting a

simple relation between simple terms, or a simple quality of

a simple term. Thus, ‘ This is not-red ’ asserts a relation of

negation between this and redness, and ‘ This is not not-red ’

another relation of negation between this, redness and the

first relation of negation.

This view requires such a different attitude to logic from

mine that it is difficult for me to find a common basis from

which to discuss it. There are, however, one or two things

I should like to say in criticism: first, that I find it very

unsatisfactory to be left with no explanation of formal logic

except that it 1s a collection of ‘ necessary facts’. The con-

clusion of a formal inference must, I feel, be in some sense

contained in the premisses and not something new ; I cannot

believe that from one fact, e.g. that a thing is red, it should

be possible to infer an infinite number of different facts, such

as that it is not not-red, and thatit is both red and not not-

red. These, I should say, are simply the same fact expressed

by other words ; noris it inevitable that there should beall

these different ways of saying the same thing. We might,

for instance, express negation not by inserting a word ‘ not’,

but by writing what we negate upside down. Such a symbolism

is only inconvenient because weare not trained to perceive

complicated symmetry about a horizontal axis, but if we

1 See, especially, J. A. Chadwick, ‘‘ Logical Constants,’’ Mind, 1927.
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adopted it we should be rid of the redundant ‘ not-not ’,

for the result of negating the sentence ‘~’ twice would be

simply the sentence ‘ # itself.

It seems to me,therefore, that ‘ not ’ cannot be a name(for

if it were, ‘ not-not-p’ would have to be about the object

not andso different in meaning from ‘ / ’), but must function

in a radically different fashion. It follows that we mustallow

negations and disjunctions to be ultimately different from

positive assertions and not merely the assertions of different

but equally positive relationships. We must, therefore,

abandon the idea that every proposition asserts a relation

between terms,an idea that seemsasdifficult to discard as the

older one that a proposition always asserts a predicate of

a subject.

Suppose our thinker is considering a single atomic sentence,

and that the progress of his meditation leads either to his

believing it or his disbelieving it. These maybe supposed to

consistoriginally in two different feelings related to the atomic

sentence, and in such a relation mutually exclusive; the

difference between assertion and denial thus consisting in a

difference of feeling and not in the absence or presence of a

word like ‘not’. Such a word will, however, be almost

indispensable for purposes of communication, belief in the

atomic sentence being communicated by uttering it aloud,

disbelief by uttering it together with the word ‘not’. By a

sort of association this word will becomepart of the internal

language of our thinker, and instead of feeling disbelief

towards ‘~’ he will sometimes feel belief towards ‘ not-p ’.

If this happens we can say that disbelieving ‘~’ and

believing ‘ not-/ ’ are equivalent occurrences, but to determine

what we mean by this ‘ equivalent’ is, to my mind, the

central difficulty of the subject. The difficulty exists on any

theory, but is particularly important on mine, which holds

that the significance of ‘ not ’ consists not in a meaningrelation
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to an object, but in this equivalence between disbelieving

‘p’ and believing ‘ not-p ’.

It seems to me that the equivalence between believing

‘not-p’ and disbelieving ‘~’ is to be defined in terms of

causation, the two occurrences having in common many

of their causes and manyoftheir effects. There would be

many occasions on which we should expect one or other to

occur, but not know which, and whichever occurred we should

expect the same kind of behaviour in consequence. To be

equivalent, we maysay, is to have in commoncertain causal

properties, which I wish I could define moreprecisely. Clearly

they are not at all simple; there is no uniform action which

believing ‘ p ’ will always produce. It may lead to no action

at all, except in particular circumstances, so that its causal

properties will only express what effects result from it when

certain other conditions are fulfilled. And, again, only certain

sorts of causes and effects must be admitted ; for instance,

we are not concerned with the factors determining, and the

results determined by, the rhythm of the words.

Feeling belief towards the words ‘not-p’ and feeling

disbelief towards the words ‘ p’ have then in commoncertain

causal properties. I propose to express this fact by saying that

the two occurrences express the sameattitude, the attitude

of disbelieving ~ or believing not-p. On the other hand,feeling

belief towards ‘#’ has different causal properties, and so

expresses a different attitude, the attitude of believing #.

It is evident that the importance of beliefs and disbeliefs

lies not in their intrinsic nature, but in their causal properties,

i.e. their causes and moreespecially their effects. For why

should I want to have a feeling of belief towards names

‘a’,‘R’, and ‘b’, when aRb, and of disbelief when not-aRd,

except because the effects of these feelings are more often

satisfactory than those of the alternative ones.

If then I say about someone whose language I do not
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know ‘ Heis believing that not-aRb’, I mean that there is

occurring in his mind such a combination of a feeling and words

as expresses the attitude of believing not-aR8,i.e. has certain
causal properties, which can in this simple case,) be specified

as those belonging to the combination ofa feeling of disbelief
and namesfor a, R, and 8,or, in the case of one whousesthe

English language, to the combination of a feeling of belief,

namesfor a, R, and 6, and an odd numberof ‘ not ’’s. Besides
this, we can say that the causal properties are connected with
a, R, and } in such a waythat the only things which can have
them must be composed of namesof a, R, and 8. (This is

the doctrine that the meaning of a sentence must result from
the meaningof the wordsinit.)

When weare dealing with one atomic proposition only,

we are accustomedto leave to the theory of probability the

intermediate attitudes of partial belief, and consider only the

extremesof full belief and full disbelief. But when our thinker

is concerned with several atomic propositions at once, the

‘matter is more complicated, for we have to deal not only with

completely definite attitudes, such as believing p and dis-

believing g, but also with relatively indefinite attitudes,

such as believing that either ~ or q is true but not knowing

which. Any such attitude can, however, be defined in terms

of the truth-possibilities of atomic propositions with whichit

agrees and disagrees. Thus, if we have ” atomic propositions,
with regard to their truth and falsity there are 2" mutually
exclusive possibilities, and a possible attitude is given by
taking any set of these and saying thatit is one of this set
whichis, in fact, realized, not one of the remainder. Thus, to

believe » or g is to express agreement with the possibilities

p true and g true, # false and q true, # true and g false, and

1 In the more complicated cases treated below a similar specification
seems to me impossible except by reference to a particular language.
There are ways in which it can apparently be done, but I think they
are illusory.
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disagreement with the remaining possibility p false and g

false. To say that feeling belief towards a sentence expresses

such an attitude is to say that it has certain causal properties

which vary with the attitude, i.e. with which possibilities are

knocked out and which, so to speak,arestill left in. Very

roughly the thinker will act in disregard of the possibilities

rejected, but how to explain this accurately I do not know.

In any ordinary language such an attitude can be expressed

by a feeling of belief towards a complicated sentence formed

out of the atomic sentences by logical conjunctions ; which

attitude it is, depending not on the feeling but on the form of

the sentence. We can therefore say elliptically that the

sentence expresses the attitude, and that the meaning of a

sentence is agreement and disagreement with such and such

truth-possibilities, meaning by that that one whoasserts or

believes the sentence so agrees and disagrees.

In most logical notations the meaning of the sentence is

determined by logical operation signs that occurin it, such as

“not ’and‘ and’. These meanin the following way : ‘ not-p’,

whether ‘ f’ be atomic or not, expresses agreement with the

possibilities with which ‘’ expresses disagreement and

vice versa. ‘pf and q’ expresses agreement with such

possibilities as both ‘pf’ and ‘q’ express agreement with,

and disagreementwith all others. By these rules the meaning

of any sentence constructed from atomic sentences by means

of ‘not’ and ‘and’ is completely determined, the meaning

of ‘not ’ being thus a law determining the attitude expressed

by ‘ not-p ’ in terms of that expressed by ‘p’.

This could, of course, only be used as a definition of ‘ not’

in a symbolism based directly on the truth-possibilities. Thus

in the notation explained on page 95 of Mr Wittgenstein’s

Tractatus Logtco-Philosophicus, we could define ‘not-p’

as the symbol obtained by interchanging the T’s and blanks

in the last column of ‘fp’ Ordinarily, however, we always
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use a different sort of symbolism in which ‘ not ’ is a primitive

sign which cannot be defined without circularity ; but even

in this symbolism we can ask how ‘“ nicht’ means not’

is to be analysed, and it is this question which the above
remarks are intended to answer. In our ordinary symbolism
the truth-possibilities are most conveniently expressed as
conjunctions of atomic propositions and their negatives, and

any proposition will be expressible as a disjunction of the truth-

possibilities with whichit agrees.

If we apply the logical operations to atomic sentences in

an indiscriminate manner, we shall sometimes obtain
composite sentences which express noattitude of belief. Thus

‘p or not-p’ excludes no possibility and so expresses no

attitude of belief at all. It should be regarded not as a

Significant sentence, but a sort of degenerate case, and is

called by Mr Wittgenstein a tautology. It can be added to

any other sentence without altering its meaning, for ‘g: p

or not-p ' agrees with just the samepossibilities as‘ g'. The

propositions of formal logic and pure mathematics are in

this sense tautologies, and that is what is meant bycalling

them ‘ necessary truths ’.

Similarly ‘pf and not-p’ excludes every possibility and

expresses no possible attitude: it is called a contradiction.

In terms of these ideas we can explain what is meant by

logical, mathematical, or formal inference or implication. The

inference from ‘~’ to ‘q’ is formally guaranteed when If
p, then q’ is a tautology, or when the truth-possibilities with
which ‘p’ agrees are contained among those with which
‘gq ' agrees. Whenthis happens,it is always possible to express
‘p’ in the form ‘g and r’, so that the conclusion ‘g’ can be

said to be already contained in the premiss.

Before passing on to the question of general propositions

* In the mathematical sense in which two lines or two points form
a degenerate conic.
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I must say something about an obvious difficulty. We

supposed abovethat the meaningsof the namesin our thinker’s

language might be really complex, so that what was to him an

atomic sentence might after translation into a more refined

language appear as nothing of the sort. If this were so it

might happen that some of the combinations of truth and

falsity of his atomic propositions werereally self-contradictory.

This has actually been supposed to be the case with ‘ blue’

and ‘red’, and Leibniz and Wittgenstein have regarded

‘This is both blue and red’ as being self-contradictory, the

contradiction being concealed by defective analysis. What-

ever may be thoughtof this hypothesis, it seems to me that

formal logic is not concerned with it, but presupposesthatall

the truth-possibilities of atomic sentences are really possible,

or at least treats them as being so. No onecould say that the

inference from ‘ This is red ’ to ‘ This is not blue ’ was formally

guaranteed like the syllogism. If I may revert to the analogy

of chess, this assumption might perhaps be compared to the

assumption that the chessmen are not so strongly magnetized

as to render some positions on the: board mechanically

impossible, so that we need only consider the restrictions

imposed bytherules of the game, and can disregard any others

which might conceivably arise from the physical constitution

of the men.

We have so far confined ourselves to atomic propositions

and those derived from them by anyfinite numberof truth-

operations, and unless our accountis to be hopelessly incom-

plete we must now say something aboutgeneral propositions

such as are expressed in English by meansof the words‘ all’

and.‘ some ’, or in the notation of Principia Mathematica by

apparent variables. About these I adopt the view of

Mr Wittgenstein ! that ‘ For all x, fx’ is to be regarded as

equivalent to the logical product of all the values of ‘fx’,

1 And also, apparently, of Mr Johnson. See his Logic Part II, p. 59.
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1.e. to the combination fx, and fx, and fx, and..., and that

‘There is an x such that fx’ is similarly their logical sum.

In connection with such symbols we can distinguish first the

element of generality, which comesin in specifying the truth-

arguments, which are not, as before, enumerated, but

determined as all values of a certain propositional function;

and secondly the truth-function element which is the logical

productin the first case and the logical sum in the second.

What is novel about general propositions is simply the

specification of the truth-arguments by a_ propositional

function instead of by enumeration. Thusgeneral propositions,

just like molecular ones, express agreement and disagreement

with the truth-possibilities of atomic propositions, but they

do this in a different and more complicated way. Feeling

belief towards ‘ For all x, fx’ has certain causal properties

which we call its expressing agreement only with the

possibility that all the values of fx are true. For a symbol

to have these casual properties it is not necessary, as it was

before, for it to contain namesfor all the objects involved

combined into the appropriate atomic sentences, but by a

peculiar law of psychology it is sufficient for it to be

constructed in the above way by means of a propositional

function.

Asbefore, this must not be regarded as an attemptto define

‘all’ and ‘some ’, but only as a contribution to the analysis

of ‘I believe that all (or some) '.

This view of general propositions has the great advantage

that it enables us to extend to them Mr Wittgenstein’s account

of logical inference, and his view that formal logic consists of

tautologies. It is also the only view which explains how ‘ fa’

can be inferred from ‘ For all x, fx’, and ‘ There is an x such that

fx’ from ‘fa’. The alternative theory that ‘There is an x such

that /x ’ should be regarded as an atomic proposition of the

form ‘ F (f)’ (f has application) leaves this entirely obscure;
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it gives no intelligible connection between a being red and red

having application, but abandoning any hopeof explaining this

relation is content merely to label it ‘ necessary.’

Nevertheless, I anticipate that objection will be made on

the following lines: firstly, it will be said that @ cannot enter

into the meaning of ‘For all x, fx’, because I can assert this

. without ever having heard of a. To this I answerthat this is

an essential part of the utility of the symbolism of generality,

that it enables us to make assertions about things we have

never heard of and so have no namesfor. Besides, that a is

involved in the meaning of ‘ Forall x, fx’ can be seen from the

fact that if I say ‘* For all x, fx,’ and someonereplies ‘ not-fa |

then, even though I had not before heard of a, he would

undoubtedly be contradicting me.

The second objection that will be made is moreserious; it

will be said that this view of general propositions makes what

things there are in the world not, as it really is, a contingent

fact, but something presupposed bylogic or at best a proposi-

tion of logic. Thusit will be urged that even if I could have a

list of everything in the world ‘a@’,‘ b’,...‘z2’, ‘For all x, fx’

wouldstill not be equivalent to ‘fa. fb... fz’, but rather to

‘fa. fo... .fz and a, b... z are everything. To this

Mr Wittgenstein would reply that ‘a, b... z are every-

thing’ is nonsense, and could not be written at all in his

improved symbolism for identity. A proper discussion of this

answer would involve the whole of his philosophy, andis,

therefore, out of the question here ; all that I propose to dois

to retort with a tu quogue! The objection would evidently

have noforce if‘ a, 6...2 are everything ’ were, as with suit-

able definitions I think it can be madeto be; a tautology ; for

then it could be left out without altering the meaning. The

objectors will therefore claim that it is not a tautology,or in

their terminology not a necessary proposition ; and this they

will presumably hold with regard to any proposition ofthe sort,
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1.e. they will say that to assert of a set of things that they are or

are not everything cannot be either necessarily true or

necessarily false. But they will, I conceive, admit that

numerical identity and difference are necessaryrelations, that

“ There is an x such thatfx ’ necessarily follows from ‘fa’, and

that whatever follows necessarily from a necessary truth is

itself necessary. If so, their position cannot be maintained;

for suppose 4,b, c are in fact not everything, but that there is

another thing d. Then that d is not identical with a, b, or cisa

necessary fact ; thereforeit is necessary that there is an x such

that x is not identical with a, b, or c, or that a, b, c are not the

only things in the world. This is therefore, even on the

objector’s view, a necessary and not a contingent truth.

In conclusion, I must emphasise my indebtedness to

Mr Wittgenstein, from whom my view of logic is derived.

Everything that I have said is due to him, except the parts

which have a pragmatist tendency,! which seem to me to be

needed in order to fill up a gap in his system. But what-

ever may be thought of these additions of mine, and however

this gap should be filled in, his conception of formal logic

seems to me indubitably an enormous advance on that of

any previous thinker.

My pragmatism is derived from Mr Russell; andis, of

course, very vague and undeveloped. The essence of prag-

matism I taketo be this, that the meaning of a sentenceis to be

defined by reference to the actions to which asserting it would

lead, or, more vaguely still, by its possible causes and effects.

Of this I feel certain, but of nothing moredefinite.

1 And the suggestion that the notion of an atomic proposition may
be relative to a language.
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TRUTH AND PROBABILITY (1926)
To say of whatis that it is not, or of what is not thatit is, is false,

while to say of what is that it is and of what is not that it is not is
true.—A ristotle.

Whenseveral hypotheses are presented to our mind which webelieve
to be mutually exclusive and exhaustive, but about which we know
nothing further, we distribute our belief equally among them... .
This being admitted as an account of the way in which we actually do
distribute our belief in simple cases, the whole of the subsequent
theory follows as a deduction of the way in which we must distribute
it in complex cases if we would be consistent—_W. F. Donkin.

The object of reasoningis to find out, from the consideration of what
we already know, something else which we do not know. Consequently,
reasoning is good if it be such as to give a true conclusion from true
premises, and not otherwise.—C. S. Peirce.

Truth can never be told so as to be understood, and not be believed.—
W. Blake.
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FOREWORD

In this essay the Theory of Probability is taken as a branch

of logic, the logic of partial belief and inconclusive argu-

ment; but there is no intention of implying that this is

the only or even the most important aspect of the subject.

Probability is of fundamental importance not only in logic

but also in statistical and physical science, and we cannot

be sure beforehand that the most useful interpretation of it

in logic will be appropriate in physics also. Indeed the

general difference of opinion between statisticians who for

the most part adopt the frequency theory of probability and

logicians who mostly reject it renders it likely that the two

schools are really discussing different things, and that the

word ‘ probability ’ is used by logicians in one sense and by

statisticians in another. The conclusions we shall come to

as to the meaning of probability in logic must not, therefore,

be taken as prejudging its meaning in physics.
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(1) THE FREQUENCY THEORY

In the hope of avoiding some purely verbal controversies,

I propose to begin by making some admissionsin favour of the

frequency theory. In the first place this theory must be

conceded to have a firm basis in ordinary language, which

often uses ‘ probability ’ practically as a synonym for pro-

portion; for example, if we say that the probability of

recovery from smallpox is three-quarters, we mean, I think,

simply that that is the proportion of smallpox cases which

recover. Secondly, if we start with what is called the

calculus of probabilities, regarding it first as a branch

of pure mathematics, and then looking round for someinter-

pretation of the formulae which shall show that our axioms

are consistent and our subject not entirely useless, then

much the simplest and least controversial interpretation of

the calculus is one in terms of frequencies. This is true not

only of the ordinary mathematics of probability, but also of

the symbolic calculus developed by Mr. Keynes; for if in his

alh, a and h are taken to be not propositions but proposi-

tional functions or class-concepts which define finite classes,

and a@/h is taken to mean the proportion of members of 4

which are also members of a, then all his propositions

become arithmetical truisms.
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Besides these two inevitable admissions, there is a third

and more important one, which I am prepared to make

temporarily although it does not express myreal opinion. It is

this. Suppose we start with the mathematical calculus, and

ask, not as before what interpretation of it is most convenient

to the pure mathematicism, but what interpretation gives

results of greatest value to science in general, then it may be

that the answer is again an interpretation in terms of

frequency ; that probability asit is used in statistical theories,

especially in statistical mechanics—the kind of probability

whose logarithm is the entropy—is really a ratio between the

numbers of two classes, or the limit of such a ratio. I do

not myself believe this, but I am willing for the present

to concede to the frequency theory that probability as used

in modern science is really the same as frequency.

But, supposing all this admitted, it still remains the case

that we have the authority both of ordinary language and

of manygreat thinkers for discussing under the heading of

probability what appears to be quite a different subject,

the logic of partial belief. It may be that, as somesup-

porters of the frequency theory have maintained, the logic
of partial belief will be found in the end to be merely the

Study of frequencies, either because partial belief is defin-
able as, or by reference to, some sort of frequency,
or because it can only be the subject of logical treatment
whenit is grounded onexperienced frequencies. Whether these
contentions are valid can, however, only be decided as a

result of our investigation into partial belief, so that I pro-
pose to ignore the frequency theory for the present and
begin an inquiry into the logic of partial belief. In this,
I think, it will be most convenient if, instead of straight

away developing my own theory, I begin by examining
the views of Mr Keynes, which are so well known and in
essentials so widely accepted that readers probably feel
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that there is no ground for re-opening the subject de novo

until they have been disposed of.

(2) MR KeyYNEs’ THEORY

Mr Keynes?! starts from the supposition that we make

probable inferences for which we claim objective validity;

we proceed from full belief in one proposition to partial

belief in another, and we claim that this procedure is

objectively right, so that if another man in similar circum-

stances entertained a different degree of belief, he would

be wrongin doing so. Mr Keynes accountsfor this by suppos-

ing that between any two propositions, taken as premiss and

conclusion, there holds one and only onerelation of a certain

sort called probability relations; and that if, in any given

case, the relation is that of degree a, from full belief in the

premiss, we should, if we were rational, proceed to a belief

of degree a in the conclusion. |

Before criticising this view, I may perhaps be allowed

to point out an obvious and easily corrected defect in the

statement of it. When it is said that the degree of the pro-

bability relation is the same as the degree of belief

which it justifies, it seems to be presupposed that both pro-

bability relations, on the one hand, and degrees of belief

on the other can be naturally expressed in terms of numbers,

and then that the number expressing or measuring the pro-

bability relation is the same as that expressing the appropriate

degree of belief. But if, as Mr. Keynes holds, these things

are not always expressible by numbers, then we cannot give

his statement that the degree of the one is the same as the

degree of the other such a simple interpretation, but must sup-

pose him to mean only that there is a one-one correspondence

between probability relations and the degrees of belief which

1 J. M. Keynes, A Treatise on Probability (1921).
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they justify. This correspondence must clearly preserve the

relations of greater and less, and so make the manifold of

probability relations and that of degrees of belief similar

in Mr Russell’s sense. I think it is a pity that Mr Keynes

did not see this clearly, because the exactitude of this

correspondence would haveprovided quite as worthy material

for his scepticism as did the numerical measurement of pro-

bability relations. Indeed some of his arguments against

their numerical measurement appear to apply quite equally

well against their exact correspondence with degreesof belief;

for instance, he argues that if rates of insurance correspond

to subjective, i.e. actual, degrees of belief, these are not

rationally determined, and we cannot infer that probability

relations can be similarly measured. It might be argued that

the true conclusion in such a case was not that, as Mr Keynes

thinks, to the non-numerical probability relation corresponds

a non-numerical degree of rational belief, but that degrees of

belief, which were always numerical, did not correspond one to

one with the probability relations justifying them. For it.

is, I suppose, conceivable that degrees of belief could be

measured by a psychogalvanometer or some such instrument,

and Mr Keynes would hardly wish it to follow that probability

- relations could all be derivatively measured with the measures

of the beliefs which they justify.

But let us now return to a more fundamentalcriticism of

Mr. Keynes’ views, which is the obvious one that there really

do not seem to be any such things as the probability relations

he describes. He supposes that, at any rate in certain cases,

they can be perceived; but speaking for myself I feel con-

fident that this is not true. I do not perceive them, andif I

am to be persuaded that they exist it must be by argument;

moreoverI shrewdly suspect that others do not perceive them

either, because they are able to cometo so verylittle agree-

ment as to which of them relates any two given propositions.
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All we appear to know about themare certain general proposi-

tions, the laws of addition and multiplication; it is as if

everyone knew the laws of geometry but no onecould tell

whether any given object were round or square; and I find

it hard to imagine howso large a body of general knowledge

can be combined with so slender a stock of particular facts.

It is true that about someparticular cases there is agreement,

but these somehow paradoxically are always immensely com-

plicated ; we all agree that the probability of a coin coming

down headsis 3, but we can none of us say exactly what is

the evidence which forms the other term for the probability

relation about which weare then judging. If, on the other

hand, we take the simplest possible pairs of propositions such

as ‘ This is red’ and ‘ That is blue’ or ‘ This is red’ and

‘That is red’, whose logical relations should surely be

easiest to see, no one, I think, pretends to be sure whatis the

probability relation which connects them. Or, perhaps, they

may claim tosee the relation but they will not be able to say

anything about it with certainty, to state if it is more or

less than 4, or so on. They may, of course, say that it is

incomparable with any numerical relation, but a relation

about whichsolittle can be truly said will be oflittle scientific

use and it will be hard to convince a sceptic of its

existence. Besides this view is really rather paradoxical ;

for any believer in induction must admit that between ‘ This is

red ’ as conclusion and ‘ This is round’, together with a billion

propositions of the form ‘a@ is round and red’ as evidence,

there is a finite probability relation ; and it is hard to suppose

that as we accumulate instances there is suddenly a point,

say after 233 instances, at which the probability relation

becomesfinite and so comparable with some numerical rela-

tions. |

It seems to me that if we take the two propositions ‘a

is red’, ‘d is red’, we cannot really discern more than four
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simple logical relations between them ; namely identity of
form, identity of predicate, diversity of subject, and logical
independence of import. If anyone were to ask me what
probability one gave to the other, I should not try to
answer by contemplating the propositions and trying to discern
a logical relation between them, I should, rather, try to

imagine that one of them wasall that I knew, and to guess
what degree of confidence I should then have in the other.
If I were able to do this, I might no doubtstill not be con-
tent with it. but might say ‘ This is what I should think,

but, of course, I am only a fool’ and proceed to consider
what a wise man would think and call that the degree of
probability. This kind of self-criticism I shall discuss later
when developing my own theory; all that I want to
remark here is that no one estimating a degree of probability

simply contemplates the two propositions supposed to be
related by it; he always considers inter alia his own actual
or hypothetical degree of belief. This remark seems to me
to be borne out by observation of my own behaviour; and to
be the only way of accounting for the fact that we can all
give estimates of probability in cases taken from actual
life, but are quite unable to do so in thelogically simplest
cases in which, were probability a logical relation, it would

be easiest to discern.

Another argument against Mr Keynes’ theory can,I think,
be drawn from his inability to adhere to it consistently even
in discussing first principles. There is a passage in his chapter

on the measurementof probabilities which reads as follows :—

‘‘ Probability is, vide Chapter II (§ 12), relative in a sense
to the principles of Auman reason. The degree of pro-
bability, which it is rational for us to entertain, does not

presume perfect logical insight, and is relative in part
to the secondary propositions which we in fact know ; andit
is not dependent upon whether more perfect logical insight
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is or is not conceivable. It is the degree of probability to
which those logical processes lead, of which our minds
are capable; or, in the language of Chapter II, which those

secondary propositions justify, which we in fact know. If
we do not take this view of probability, if we do not limit

it in this way and makeit, to this extent, relative to human
powers, we are altogether adrift in the unknown; for we
cannot ever know what degree of probability would be justified

by the perception of logical relations which we are, and must

always be, incapable of comprehending.”’ }

This passage seems to me quite unreconcilable with the

view which Mr Keynes adopts everywhere except in this and

another similar passage. For he generally holds that the

degree of belief which weare justified in placing in the con-

clusion of an argument is determined by what relation of

probability unites that conclusion to our premisses. There

is only one such relation and consequently only one relevant

true secondary proposition, which, of course, we may or may

not know, but which is necessarily independent of the human

mind. If we do not know it, we do not know it and cannot

tell how far we oughtto believe the conclusion. But often,

he supposes, we do know it; probability relations are not

ones which weare incapable of comprehending. But on this

view of the matter the passage quoted above has no mean-

ing: the relations which justify probable beliefs are pro-

bability relations, and it 1s nonsense to speak of them being

justified by logical relations which we are, and must always

be, incapable of comprehending.

The significance of the passage for our present purpose

lies in the fact that it seems to presuppose a different view

of probability, in which indefinable probability relations

play no part, but in which the degree of rational belief depends

on a variety of logical relations. For instance, there

might be between the premiss and conclusion the relation

1 p. 32, his italics.
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that the premiss was the logical product of a

thousandinstances of a generalization of which the conclusion

was one other instance, and this relation, which is not an

indefinable probability relation but definable in terms of

ordinary logic and so easily recognizable, might justify a

certain degree of belief in the conclusion on the part of one

who believed the premiss. We should thus have a variety of

ordinary logical relations justifying the same or different

degrees of belief. To say that the probability of a given h

was such-and-such would mean that between a and h was some

relation justifying such-and-such a degree of belief. And

on this view it would be a real point that the relation in

question must not be one which the human mindis incapable

of comprehending.

This second view of probability as depending on logical

relations but not itself a new logical relation seems to me

more plausible than Mr Keynes’ usual theory ; but this does

not mean that I feel at all inclined to agree with it. It

requires the somewhat obscure idea of a logical relation

justifying a degree of belief, which I should not like to accept

as indefinable because it does not seem to be at all a clear

or simple notion. Also it is hard to say what logical rela-

tions justify what degrees of belief, and why; any decision

as to this would be arbitrary, and would lead to a logic of

probability consisting of a host of so-called ‘ necessary’

facts, like formal logic on Mr Chadwick’s view of logical

constants! Whereas I think it far better to seek an

explanation of this ‘ necessity’ after the model of the work

of Mr Wittgenstein, which enables us to see clearly in what

precise sense and why logical propositions are necessary,

and in a general way why the system of formal logic consists

of the propositions it does consist of, and whatis their common

characteristic. Just as natural science tries to explain and

1 J. A. Chadwick, ‘‘ Logical Constants,’’ Mind, 1927.
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account for the facts of nature, so philosophy should

try, in a sense, to explain and account for the facts

of logic; a task ignored by the philosophy which dismisses

these facts as being unaccountably and in an indefinable

sense “ necessary’.

Here I propose to conclude this criticism of Mr Keynes’

theory, not because there are not other respects in which it

Seems open to objection, but because I hope that what I have

already said is enough to show that it is not so completely

satisfactory as to render futile any attempt to treat the

subject from a rather different point of view.

(3) DEGREES OF BELIEF

The subject of our inquiry is the logic of partial belief,

and I do not think we can carry it far unless we have

at least an approximate notion of what partial belief is, and

how, if at all, it can be measured. It will not be very

enlightening to be told that in such circumstances it would

be rational to believe a proffosition to the extent of

#, unless we know what sort of a belief in it that means.

We must therefore try to develop a purely psychological

method of measuring belief. It is not enough to measure

probability ; in order to apportion correctly our belief to the

probability we must also be able to measureourbelief.

It is a common view that belief and other psychological

variables are not measurable, and if this is true our inquiry

will be vain; and so will the whole theory of probability

conceived as a logic of partial belief; for if the phrase ‘a

. belief two-thirds of certainty’ is meaningless, a calculus

whose sole object is to enjoin such beliefs will be meaningless

also. Therefore unless we are prepared to give up the whole

thing as a bad job we are boundto hold that beliefs can to

some extent be measured. If we were to follow the analogy
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of Mr Keynes’ treatment of probabilities we should say that

some beliefs were measurable and some not ;_ but this does

not seem to melikely to be a correct account of the matter:

I do not see how we can sharply divide beliefs into

those which havea position in the numerical scale and those

which have not. But I think beliefs do differ in measur-

ability in the following two ways. First, some beliefs

can be measured more accurately than others; and, secondly,

the measurementof beliefs is almost certainly an ambiguous

process leading to a variable answer depending on how exactly

the measurement is conducted. The degree of a belief is in

this respect like the time interval between two events:

before Einstein it was supposed that all the ordinary ways

of measuring a time interval would lead to the sameresult

if properly performed. Einstein showed that this was not the

case ; and timeinterval can no longer be regarded as an exact

notion, but must be discarded in all precise investigations.

Nevertheless, time interval and the Newtonian system are

sufficiently accurate for many purposesandeasierto apply.

I shall try to argue later that the degree of a belief is just

like a time interval; it has no precise meaning unless we

specify more exactly how it is to be measured. But

for many purposes we can assume that the alternative

ways of measuring it lead to the sameresult, although this

is only approximately true. The resulting discrepancies

are more glaring in connection with some beliefs than with

others, and these therefore appear less measurable. Both these

types of deficiency in measurability, due respectively to the

difficulty in getting an exact enough measurement and to an

important ambiguity in the definition of the measurement

process, occur also in physics and so are not difficulties

peculiar to our problem; what is peculiar is that it is
difficult to form any idea of how the measurementis to be

conducted, how a unit is to be obtained, and so on.
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Let us then consider what is implied in the measurement

of beliefs. A satisfactory system must in the first place

assign to any belief a magnitude or degree having a definite

position in an order of magnitudes ; beliefs which are of the

same degree as the samebelief must be of the same degree as

one another, and so on. Of course this cannot be accomplished

without introducing a certain amount of hypothesis or fiction.

Even in physics we cannot maintain that things that are equal

to the same thing are equal to one another unless we take

‘equal’ not as meaning ‘sensibly equal’ but a fictitious

or hypothetical relation. I do not want to discuss the

metaphysics or epistemology of this process, but merely to

remark that if it is allowable in physics it is allowable in

psychology also. The logical simplicity characteristic

of the relations dealt with in a science is never attained

by nature alone without any admixture of fiction.

But to construct such an ordered series of degrees is not

the whole of our task; we have also to assign numbers

to these degrees in someintelligible manner. We can of course

easily explain that we denote full belief by 1, full belief

in the contradictory by 0, and equal beliefs in the proposi-

tion and its contradictory by 4. But it is not so easy to

say what is meant by a belief % of certainty, or a belief in

the proposition being twice as strong as that in its con-

tradictory. This is the harder part of the task, but it is

absolutely necessary ; for we do calculate numerical pro-

babilities, and if they are to correspondto degrees of belief we

must discover some definite way of attaching numbers to

degrees of belief. In physics we often attach numbers by

discovering a physical process of addition’: the measure-

numbersof lengths are not assigned arbitrarily subject only

to the proviso that the greater length shall have the greater

measure; we determine them further by deciding on a

1 See N. Campbell, Physics The Elements (1920), p. 277.
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physical meaning for addition; the length got by putting

together two given lengths must havefor its measure the sum

of their measures. A system of measurement in which

there is nothing corresponding to this is immediately

recognized as arbitrary, for instance Mohs’ scale of hard-

ness? in which 10 is arbitrarily assigned to diamond, the

hardest known material, 9 to the next hardest, and so on.

We havetherefore to find a process of addition for degrees

of belief, or some substitute for this which will be equally

adequate to determine a numerical scale.

Such is our problem; how are we to solve it? There

are, I think, two ways in which we can begin. We can,in the

first place, suppose that the degree of a belief is something

perceptible by its owner; for instance that beliefs differ

in the intensity of a feeling by which they are accompanied,

which mightbe called a belief-feeling or feeling of conviction,

and that by the degree of belief we mean the intensity of

this feeling. This view would be very inconvenient, for it
is not easy to ascribe numbers to the intensities of feelings;
but apart from this it seems to me observably false, for the
beliefs which we hold most strongly are often accompanied by

practically no feeling at all; no one feels strongly about

things he takes for granted.

We are driven therefore to the second supposition that

the degree of a belief is a causal property of it, which we

can express vaguely as the extent to which weare prepared to

act on it. This is a generalization of the well-known view,

that the differentia of belief lies in its causal efficacy, which

is discussed by Mr Russell in his Analysis of Mind.

He there dismisses it for two reasons, one of which seems

entirely to miss the point. He argues that in the course of

trains of thought we believe many things which do not lead

to action. This objection is however beside the mark, because

1 Ibid., p. 271.
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it is not asserted that a belief is an idea which doesactually

lead to action, but one which would lead to action in suitable

circumstances ; just as a lumpofarsenic is called poisonous

not because it actually has killed or will kill anyone, but

because it would kill anyone if he ate it. Mr Russell’s

second argumentis, however, more formidable. Hepoints out

that it is not possible to suppose that beliefs differ from

other ideas only in their effects, for if they were otherwise

identical their effects would be identical also. This is

perfectly true, but it may still remain the case that the

nature of the difference between the causes is entirely un-

known or very vaguely known, and that what we wantto talk

about is the difference between the effects, which is readily

observable and important.

As soon as we regard belief quantatively, this seems to

me the only view we can take of it. It could well be held

that the difference between believing and not believing lies

in the presence or absence of introspectible feelings. But

when weseek to know whatis the difference between believing

more firmly and believing less firmly, we can no longer regard

it as consisting in having moreorless of certain observable

feelings; at least I personally cannot recognize any such

feelings. The difference seems to meto lie in how far we

should act on these beliefs: this may depend on the degree of

some feeling or feelings, but I do not know exactly what

feelings and I do not see that it is indispensable that we

should know. Just the same thing is found in physics; men

found that a wire connecting plates of zinc and copper standing

in acid deflected a magnetic needle in its neighbourhood.

Accordingly as the needle was moreorless deflected the wire

wassaid to carry a larger or a smaller current. The nature of

this “ current ’ could only be conjectured : what were observed

and measured were simply its effects.

It will no doubt be objected that we know how strongly
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we believe things, and that we can only knowthis if we can

measure our belief by introspection. This does not seem to

me necessarily true; in many cases, I think, our judgment

about the strength of our belief is really about how we

should act in hypothetical circumstances. It will be answered

that we can only tell how we should act by observing the

present belief-feeling which determines how we should act;

but again I doubt the cogency of the argument. It is possible

that what determines how we should act determines us also

directly or indirectly to have a correct opinion as to how we

should act, without its ever coming into consciousness.

Suppose, however, I am wrong about this and that we can

decide by introspection the nature of belief, and measureits

degree; still, I shall argue, the kind of measurementof belief

with which probability is concerned is not this kind but is a

measurement of belief gua basis of action. This can I think

be shown in two ways. First, by considering the scale of

probabilities between 0 and 1, and the sort of way weuseit,

we shall find that it is very appropriate to the measurement

of belief as a basis of action, but in no way related to the

measurementof an introspected feeling. For the units in terms

of which such feelings or sensations are measured are always,

I think, differences which are just perceptible: there is no

other way of obtaining units. But I see no ground for suppos-
ing that the interval between a belief of degree } and oneof
degree 3 consists of as many just perceptible changes as does

that between one of 2 and oneof §, or that a scale based on

just perceptible differences would have any simplerelation to

the theory of probability. On the other hand the probability of

4 1s clearly related to the kind of belief which would lead to

a bet of 2 to 1, and it will be shown below how to generalize

this relation so as to apply to action in general. Secondly,
the quantitative aspects of beliefs as the basis of action are

evidently more important than theintensities of belief-feelings,
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The latter are no doubt interesting, but may be very

variable from individual to individual, and their practical

interest is entirely due to their position as: the hypothetical

causes of beliefs qua bases of action.

It is possible that some one will say that the extent to

which weshould act on a belief in suitable circumstancesis a

hypothetical thing, and therefore not capable of measurement.

But to say this is merely to reveal ignorance of the physical

sciences which constantly deal with and measure hypothetical

quantities; for instance, the electric intensity at a given

point is the force which would act on a unit charge if it were

placed at the point.

Let us now try to find a method of measuring beliefs as

bases of possible actions. It is clear that we are concerned

with dispositional rather than with actualized beliefs; that

is to say, not with beliefs at the moment when we are thinking

of them, but with beliefs like my belief that the earth is

round, which I rarely think of, but which would guide my

action in any case to which it was relevant.

The old-established way of measuring a person’s belief

is to propose a bet, and see what are the lowest odds which

he will accept. This method I regard as fundamentally sound;

but it suffers from being insufficiently general, and from

being necessarily inexact. It is inexact partly because of

the diminishing marginal utility of money, partly because the

person may have a special eagerness or reluctance to bet,

because he either enjoys or dislikes excitement or for any

other reason, e.g. to make a book. Thedifficulty is like that

of separating two different co-operating forces. Besides, the

proposal of a bet may inevitably alter his state of opinion ;

just as we could not always measureelectric intensity by

actually introducing a charge and seeing what force it was

subject to, because the introduction of the charge would change

the distribution to be measured.
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In order therefore to construct a theory of quantities of

belief which shall be both general and more exact, I propose

to take as a basis a general psychological theory, which is

now universally discarded, but nevertheless comes, I think,

fairly close to the truth in the sort of cases with which we

are most concerned. I mean the theory that weact in the way

we think most likely to realize the objects of our desires,

so that a person’s actions are completely determined by his

desires and opinions. This theory cannot be made adequate

to all the facts, but it seems to me a useful approximation

to the truth particularly in the case of our self-conscious

or professional life, and it is presupposed in a great deal

of our thought. It is a simple theory and one which many

psychologists would obviously like to preserve by introducing

unconsciousdesires and unconscious opinionsin order to bring

it more into harmony with the facts. Howfar suchfictions can

achieve the required result I do not attempt to judge: I

only claim for what follows approximate truth, or truth in

relation to this artificial system of psychology, which like

Newtonian mechanics can, I think,still be profitably used even

though it is known to befalse.

It must be observed that this theory is not to be identified

with the psychology of the Utilitarians, in which pleasure
had a dominating position. The theory I propose to adoptis
that we seek things which we want, which may be our own or

other people’s pleasure, or anything else whatever, and our

actions are such as we think mostlikely to realize these goods.
But this is not a precise statement, for a precise statement
of the theory can only be made after we have introduced
the notion of quantity of belief. |
Let us call the things a person ultimately desires ‘ goods ’,

andlet us at first assume that they are numerically measurable
and additive. That is to say that if he prefers for its own
Sake an hour’s swimming to an hour’s reading, he will prefer
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two hours’ swimmingto one hour’s swimming and one hour’s

reading. This is of course absurd in the given case but this

may only be because swimming andreadingare not ultimate

goods, and because we cannot imagine a second hour’s

swimmingprecisely similar to the first, owing to fatigue,etc.

Let us begin by supposing that our subject has no doubts

about anything, but certain opinions aboutall propositions.

Then we can say that he will always choose the course of action

which will lead in his opinion to the greatest sum of good.

It should be emphasized that in this essay good and bad

are never to be understood in any ethical sense but simply as

denoting that to which a given person feels desire and aversion.

The question then arises how we are to modify this simple

system to take account of varying degrees of certainty in his

beliefs. I suggest that we introduce as a law of psychology

that his behaviour is governed by whatis called the mathe-

matical expectation ; that is to say that, if p is a proposition

about which he is doubtful, any goods or bads for whose

realization # is in his view a necessary and sufficient con-

dition enter into his calculations multiplied by the same

fraction, which is called the ‘ degree of his belief inp’. We

thus define degree of belief in away which presupposes the

use of the mathematical expectation.

We can put this in a different way. Suppose his degree

of belief in # is - ; then his action is such as he would choose

it to be if he had to repeat it exactly ” times, in m of which

p was true, and in the others false. [Here it may be

necessary to suppose that in each of the » times he had no

memory of the previousones.]

This can also be taken as a definition of the degree ofbelief,

and can easily be seen to be equivalent to the previous defini-

tion. Let us give an instance of the sort of case which might

occur, I am at a cross-roads and do not know the way ; but I

rather think one of the two waysis right. I propose therefore
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to go that way but keep myeyes open for someonetoask; if

now I see someone half a mile away over the fields, whether

I turn aside to ask him will depend on the relative

inconvenience of going out of my wayto cross the fields or

of continuing on the wrongroadif it is the wrong road. But

it will also depend on how confident I am that I am right;

and clearly the more confident I am of this the less distance

I should be willing to go from the road to check myopinion.

I propose therefore to use the distance I would be prepared

to go to ask, as a measure of the confidence of my opinion;

and what I have said above explains howthis is to be done.

We can set it out as follows: suppose the disadvantage of

going x yardsto ask is f(x), the advantage of arriving at the

right destination is 7, that of arriving at the wrong one w.

Then if I should just be willing to go a distance d to ask, the

degree of my belief that I am on theright road is given by

paiL8.
r—w

For such an action is one it would just pay meto take,

if I had to act in the same way # times, in nfof which I was

on the right way butin the others not.

For the total good resulting from not asking each time

= npr + n(1 — p)w

= nw + np(r—w),

that resulting from asking at distance x each time

= ny — nf(x). {I now always goright.]

This is greater than the preceding expression, provided

f(a) <(r—w) (1—9),
.. the critical distance d is connected with #, the degree of

belief, by the relation /(d@) = (ry — w) (1— 9)

or p= 1— fa) as asserted above.
r—w
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It is easy to see that this way of measuring beliefs gives

results agreeing with ordinary ideas; at any rate to the

extent that full belief is denoted by 1, full belief in the contra-

dictory by 0, and equal belief in the two by 4. Further,it

allows validity to betting as means of measuring beliefs.

By proposing a bet on # wegive the subject a possible course

of action from which so much extra good will result to him

if p is true and so much extra bad if p is false. Supposing

the bet to be in goods and badsinstead of in money,he will

take a bet at any better odds than those corresponding to

his state of belief; in fact his state of belief is measured by

the odds he will just take; but this is vitiated, as already

explained, by love or hatred of excitement, and by the fact

that the bet is in money and not in goods and bads. Since

it is universally agreed that money has a diminishing marginal

utility, if money bets are to be used, it is evident that they

should be for as small stakes as possible. But then again the

measurement is spoiled by introducing the new factor of

reluctance to bother abouttrifles.

Let us now discard the assumption that goodsare additive

and immediately measurable, and try to work out a system

with as few assumptions as possible. To begin with weshall

suppose, as before, that our subject has certain beliefs about

everything ; then he will act so that what he believes to be

the total consequencesof his action will be the best possible.

If then we had the powerof the Almighty, and could persuade

our subject of our power, we could, by offering him options,

discover how heplaced in order of merit all possible courses

of the world. In this way all possible worlds would be put

in an order of value, but we should have no definite way of

representing them by numbers. There would be no meaning

in the assertion that the difference in value between a and B

was equal to that between y and 6. (Here and elsewhere we

use Greek letters to represent the different possible totalities
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of events between which our subject chooses—the ultimate

organic unities.]

Suppose next that the subject is capable of doubt; then

we could test his degree of belief in different propositions

by making him offers of the following kind. Would you

rather have world a in any event; or world £ if p is true, and

world y if # is false? If, then, he were certain that ~ wastrue,

he would simply compare a and f and choose between them

as if no conditions were attached; but if he were doubtful

his choice would not be decided so simply. I propose to

lay down axioms and definitions concerning the principles

governing choices of this kind. This is, of course, a very

schematic version of the situation in real life, but it is, I think,

easier to considerit in this form.

There is first a difficulty which must be dealt with; the

propositions like # in the above case which are used as con-

ditions in the options offered may be such that their truth

or falsity is an object of desire to the subject. This will be

found to complicate the problem, and we have to assumethat

there are propositions for which this is not the case, which

we shall call ethically neutral. More precisely an atomic

proposition # is called ethically neutral if two possible worlds

differing only in regard to the truth of ~ are alwaysof equal

value; and a non-atomic proposition # is called ethically

neutral if all its atomic truth-arguments! are ethically neutral.

We begin by defining belief of degree 4 in an ethically

neutral proposition. The subject is said to have belief of

degree 4 in such a proposition » if he has no preference

between the options (1) a if is true, f if p is false, and (2) a

if p is false, B if p is true, but has a preference between a and

B simply. We suppose by an axiom thatif this is true of any

1 I assume here Wittgenstein’s theory of propositions; it would
probably be possible to give an equivalent definition in terms of any
other theory.
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one pair a, f it is true of all such pairs.1_ This comes roughly

to defining belief of degree 4 as such a degree of belief as leads

to indifference between betting one way and betting the

other for the samestakes.

Belief of degree 4 as thus defined can be used to measure

values numerically in the following way. Wehave to explain

what is meant by the difference in value between a and B

being equal to that between y and 8; and we define this tomean

that, if is an ethically neutral proposition believed to degree

1, the subject has no preference between the options (1) a

if is true, d if p is false, and (2) Bif p is true, y if p is false.

This definition can form the basis of a system of measuring

values in the following way :—

Let us call any set of all worlds equally preferable to a

given world a value: we suppose that if world a is preferable

to B any world with the same value as a is preferable to any

world with the same value as f andshall say that the value

of a is greater than that of 8. This relation ‘ greater than °

orders values in a series. Weshall use a henceforth both

for the world andits value.

Axioms.

(1) There is an ethically neutral proposition ~ believed

to degree i.

(2) If , g are such propositions and the option

a if p, 5 if not-p is equivalent to B if p, y if not-p

then aif, 6 if not-g is equivalent to B if g, y if not-g.

Def. In the above case we say aB = y6.

Theorems. If aB = y6,

then Ba = dy, ay = BS, ya = SB.

1 a and f must be supposed so far undefined as to be compatible with
both # and not-p.
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(2a) If aB = yd, then a > B is equivalent to y > 8

and a = B is equivalent to y = 6.

(3) If option A is equivalent to option B and B to C then

A toC,

Theorem. If aB = y5 and Bn = Cy,

then ay = C5.

(4) If af = 78, y5 = 7f, then af = nf.

(5) (a, B, y). E! (1x) (ax = By).

(6) (a, 8). E! (1x) (ax = xf).

(7) Axiom of continuity :—Any progression has a limit
(ordinal).

(8) Axiom of Archimedes.

These axioms enable the values to be correlated one-one

with real numbersso thatif a! correspondstoa,etc.

aB=y5. =. al— fl = yl — $1,

Henceforth we use a for the correlated real number a!

also. )

Having thus defined a way of measuring value we can now

derive a way of measuring belief in general. If.the option of

a. for certain is indifferent with that of B if p is true and y if

p is false,! we can define the subject’s degree of belief in p

as the ratio of the difference between a and y to that between

B and y; which we must suppose the sameforall a’s, f’s

and y's that satisfy the conditions. This amounts roughly

* Here £ mustinclude the truth of p,y its falsity ; p need no longer
be ethically neutral. But we have to assumethat there is a world with
any assigned value in which 9 is true, and one in which is false.
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to defining the degree of belief in # by the odds at which the

subject would bet on 4, the bet being conducted in terms of

differences of value as defined. The definition only applies

to partial belief and does not include certain beliefs; for

belief of degree 1 in #, a for certain is indifferent with a if p

and any if not-p.

Weare also able to define a very useful new idea—‘ the

degree of belief in # given g’. This does not mean the degree

of belief in ‘If # then q’, or that in ‘# entails gq’, or that

which the subject would havein p if he knew g, or that which

he ought to have. It roughly expresses the odds at which he

would now bet on #, the bet only to be valid if ¢ is true.

Such conditional bets were often made in the eighteenth

century.

The degree of belief in f given g is measured thus. Suppose

the subject indifferent between the options (1) a if q true,

B if ¢ false, (2) y if p true and q true, 6 if p false and ¢ true,

B if q false. Then the degree of his belief in / given q is the

ratio of the difference between a and 6 to that between y and

5, which we must suppose the same for any a, B, y, 5 which

satisfy the given conditions. This is not the sameas the degree

to which he would believe #, if he believed qg for certain ;

for knowledge of g might for psychological reasons profoundly

alter his whole system ofbeliefs.

Each of our definitions has been accompanied by an axiom

of consistency, andin so far as this is false, the notion of the

corresponding degree of belief becomes invalid. This bears

some analogy to the situation in regard to simultaneity

discussed above.

I have not worked out the mathematical logic of this in

detail, because this would, I think, be rather like working out

to seven places of decimals a result only valid to two. My

logic cannot be regarded as giving more than the sort of way

it might work.
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From these definitions and axioms it is possible to prove

the fundamental laws of probable belief (degrees of belief

lie between 0 and 1):

(1) Degree of belief in p + degree of belief in p = 1.

(2) Degree of belief in p given g + degree of belief in

p given g = 1.

(3) Degree of belief in (f and g) = degree of belief in p

x degree of belief in g given #.

(4) Degree of belief in (pf and q) + degree of belief in

(p and q) = degreeof belief in p.

Thefirst two are immediate. (3) is proved as follows.

Let degree of belief in p = x, that in g given p = y.

Then € for certain = & + (1 — x)tif p true, € — xt if p false,

for any ¢.

+ (1—x)¢if p true =

E+ (1—x)¢+ (1—y) wif‘ p and q’ true,

lentesguile tac tans for any #.

Choose # so that € + (1—x) t—yu = & —4t,

i.e. let u = t/y (y 4 0)

Then é for certain =

(€-+ (1—2) £4 (1—) Hy if p and g true
le — xt otherwise,

t.”. degree of belief in‘ and q’ = t+ (1 - y) ty
= xy. (0) 

Ify = 0, take ¢ = 0.
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Then € for certain = € if p true, € if p false

= €+u if p true,gtrue; €é if p false,g

false; £ if p false

= €+u, pq true; &, pq false

.". degree of belief in pq = 0.

(4) follows from (2), (3) as follows :—

Degreeof belief in #g = that in px that in q given #,by (3).

Similarly degree of belief in pg = that in px that in q given p

.“, sum = degree of belief in #, by (2).

These are the laws of probability, which we have proved

to be necessarily true of any consistent set of degrees of belief.

Any definite set of degrees of belief which broke them would

be inconsistent in the sense that it violated the laws of

preference between options, such as that preferability is a

transitive asymmetrical relation, and that if a is preferable

to B, B for certain cannot be preferable to a if p, B if not-p.

If anyone's mental condition violated these laws, his choice

would depend on the precise form in which the options were

offered him, which would be absurd. He could have a book

made against him by a cunning better and would then stand

to lose in any event.

Wefind, therefore, that a precise account of the nature

of partial belief reveals that the laws of probability are laws

of consistency, an extension to partial beliefs of formal

logic, the logic of consistency. They do not depend fortheir

meaning on any degreeof belief in a proposition being uniquely

determined as the rational one; they merely distinguish

those sets of beliefs which obey them as consistent ones.

Havinganydefinite degree of belief implies a certain measure

of consistency, namely willingness to bet on a given proposition

at the same odds for any stake, the stakes being measured
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in termsof ultimate values. Having degreesof belief obeying
the laws of probability implies a further measure of con-
sistency, namely such a consistency between the odds
acceptable on different propositions as shall prevent a book
being made against you.

Some concluding remarks on this section may not be out
of place. First, it is based fundamentally on betting, but this
will not seem unreasonable whenit is seen that all our lives
we are in a sense betting. Wheneverwego to the station we

are betting that a train will really run, and if we had not a
sufficient degree of belief in this we should decline the bet
and stay at home. The options God gives us are always

conditional on our guessing whether a certain proposition is

true. Secondly, it is based throughout on the idea of mathe-

matical expectation; the dissatisfaction often felt with this

idea is due mainly to the inaccurate measurement of goods.

Clearly mathematical expectations in terms of money are not

proper guides to conduct. It should be remembered,in judging

my system, that in it value is actually defined by means of

mathematical expectation in the case of beliefs of degree 4,

and so may be expected to be scaled suitably for the valid

application of the mathematical expectation in the case of

other degreesof belief also.

Thirdly, nothing has been said about degrees of belief when

the number of alternatives is infinite. About this I have

nothing useful to say, except that I doubt if the mind is

capable of contemplating more than a finite number of

alternatives. It can consider questions to which an infinite

number of answers are possible, but in order to consider the

answers it must lump them into a finite number of groups.

The difficulty becomes practically relevant when discussing

induction, but even then there seems to me no need to

introduce it. We can discuss whether past experience gives
a high probability to the sun’s rising to-morrow without
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bothering about what probability it gives to the sun’srising

each morning for evermore. Forthis reason I cannotbutfeel

that Mr Ritchie’s discussion of the problem ! is unsatisfactory ;

it is true that we can agree that inductive generalizations

need have nofinite probability, but particular expectations

entertained on inductive grounds undoubtedly do have a

high numerical probability in the minds of all of us. Weall

are more certain that the sun will rise to-morrow than that

I shall not throw 12 with twodice first time, i.e. we have a

belief of higher degree than $$ in it. If induction ever needs

a logical justification it is in connection with the probability

of an eventlikethis.

(4) THE LoGic oF CONSISTENCY

We mayagree that in somesenseit is the business of logic

to tell us what we ought to think ; but the interpretation of

this statement raises considerable difficulties. It may be

said that we ought to think whatis true, but in that sense we

are told what to think by the whole of science and not merely

by logic. Nor, in this sense, can any justification be found

for partial belief; the ideally best thing is that we should

have beliefs of degree 1 in all true propositions and beliefs

of degree 0 in all false propositions. But this is too high a

standard to expect of mortal men, and we must agree that

some degree of doubt or even of error may be humanly

speaking justified.

1 A. D. Ritchie, ‘‘ Induction and Probability,” Mind, 1926, p. 318.
‘The conclusion of the foregoing discussion may be simply put. If
the problem of induction be stated to be ‘‘ How can inductive
generalizations acquire a large numerical probability ? ’’ then this is
a pseudo-problem, because the answeris ‘‘ They cannot ’”’. This answer
is not, however, a denial of the validity of induction but is a direct
consequence of the nature of probability. It still leaves untouched the
real problem of induction which is ‘‘ How can the probability of an
induction be increased ? ’’ and it leaves standing the whole of Keynes’
discussion on this point.’
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Manylogicians, I suppose, would accept as an account of

their science the opening words of Mr Keynes’ Treatise on

Probability: “ Part of our knowledge we obtain direct ; and

part by argument. The Theory of Probability is concerned

with that part which we obtain by argument, andit treats

of the different degrees in which the results so obtained are

conclusive or inconclusive.” Where Mr Keynes says ‘ the

Theory of Probability ’, others would say Logic. It is held,

that is to say, that our opinions can be divided into those

we hold immediately as a result of perception or memory,

and those which we derive from the former by argument.

It is the business of Logic to accept the former class
and criticize merely the derivation of the second class
from them.

Logicas the science of argumentandinferenceis traditionally

and rightly divided into deductive and inductive; but the

difference and relation between these two divisions of the

subject can be conceived in extremely different ways.

According to Mr Keynes valid deductive and inductive argu-

ments are fundamentally alike ; both are justified by logical
relations between premiss and conclusion which differ

only in degree. This position, as I have already explained,

I cannot accept. I do not see what these inconclusive logical
relations can be or how they can justify partial beliefs.
In the case of conclusive logical arguments I can accept
the accountof their validity which has been given by many
authorities, and can be found substantially the same in Kant,

De Morgan, Peirce and Wittgenstein. All these authors
agree that the conclusion of a formally valid argument is
contained in its premisses ; that to deny the conclusion while
accepting the premisses would be self-contradictory ; that
a formal deduction does not increase our knowledge, but only
brings out clearly what we already know in another form:
and that we are bound to accept its validity on pain of being
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inconsistent with ourselves. The logical relation which

justifies the inference is that the sense or import of the

conclusion is contained in that of the premisses.

But in the case of an inductive argument this does not

happen in the least; it 1s impossible to represent it as

resembling a deductive argument and merely weakerin degree;

it is absurd to say that the sense of the conclusion is partially

contained in that of the premisses. We could accept the

premisses and utterly reject the conclusion without any

sort of inconsistency or contradiction.

It seems to me, therefore, that we can divide arguments

into two radically different kinds, which we can distinguish

in the words of Peirce as (1) ‘ explicative, analytic, or deduc- |

tive’ and (2) ‘ amplifiative, synthetic, or (loosely speaking)

inductive ’.1 Arguments of the second type are from an

important point of view much closer to memories and percep-

tions than to deductive arguments. We can regard percep-

tion, memory and induction as the three fundamental waysof

acquiring knowledge ; deduction on the other handis merely

a method of arranging our knowledge and eliminating

inconsistencies or contradictions.

Logic must then fall very definitely into two parts:

(excluding analytic logic, the theory of terms and propositions)

we have the lesser logic, which is the logic of consistency,

or formal logic; and the larger logic, which is the logic of

discovery, or inductive logic.

What we have nowto observe is that this distinction in

no way coincides with the distinction between certain and

partial beliefs; we have seen that there is a theory of con-

sistency in partial beliefs just as much as of consistency in

certain beliefs, although for various reasons the former is

not so important as the latter. The theory of probability

is in fact a generalization of formal logic ; but in the process

1C. S. Peirce, Chance Love and Logic, p. 92.

82



TRUTH AND PROBABILITY

of generalization one of the most important aspects of formal

logic is destroyed. If # and gq are inconsistent so that ¢

follows logically from p, that ~ implies g is what is called by

Wittgenstein a ‘ tautology ’ and can be regarded as a degenerate

case of a true proposition not involving the idea of consistency.

This enables us to regard (not altogether correctly) formal

logic including mathematics as an objective science consisting

of objectively necessary propositions, It thus gives us not

merely the avayrn A€yew, that if we assert p we are bound in

consistency to assert g also, but also the avdyxy elvat, that

if p is true, so must g be. But when we extend formal logic

to include partial beliefs this direct objective interpetation

is lost ; if we believe pg to the extent of 3, and #@ to the

extent of 4, we are bound in consistency to believe also to

the extent of }. This is the avayxn A€yew; but we cannot

say that if pg is 4 true and #@ § true, # also must be } true,

for such a statement would be sheer nonsense. There is no

corresponding avayxn elvat. Hence, unlike the calculus of

consistent full belief, the calculus of objective partial belief

cannot be immediately interpreted as a body of objective

tautology.

This 1s, however, possible in a roundabout way; we saw

at the beginning of this essay that the calculus of probabilities

could be interpreted in terms of class-ratios ; we have now

found that it can also be interpreted as a calculus of consistent

partial belief. It is natural, therefore, that we should expect

some intimate connection between these twointerpretations,

some explanation of the possibility of applying the same

mathematical calculus to two such different sets of phenomena.

Nor is an explanation difficult to find; there are many

connections between partial beliefs and frequencies. For

instance, experienced frequencies often lead to corresponding

partial beliefs, and partial beliefs lead to the expectation

of corresponding frequencies in accordance with Bernouilli’s
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Theorem. But neither of these is exactly the connection we

want ; a partial belief cannot in general be connected uniquely

with any actual frequency, for the connection is always made

by taking the proposition in question’ as an instance of a

propositional function. What propositional function we

choose is to some extent arbitrary and the corresponding

frequency will vary considerably with our choice. The

pretensions of some exponents of the frequency theory that

partial belief means full belief in a frequency proposition

cannot be sustained. But we found that the very idea

of partial belief involves reference to a hypothetical or ideal

frequency ; supposing goods to be additive, belief of degree

m is the sort of belief which leads to the action which would
nN

be best if repeated » times in m of which the proposition is

true ; or we can say morebriefly that it is the kind of belief

most appropriate to a number of hypothetical occasions

otherwise identical in a proportion ™ of which the proposition
n

in question is true. It is this connection between partial

belief and frequency which enables us to use the calculus

of frequencies as a calculus of consistent partial belief. And

in a sense we may say that the two interpretations are

the objective and subjective aspects of the same inner

meaning, just as formal logic can be interpreted objectively

as a body of tautology and subjectively as the laws of

consistent thought.

Weshall, I think, find that this view of the calculus of

probability removes various difficulties that have hitherto

been found perplexing. In thefirst place it gives us a clear

justification for the axioms of the calculus, which on such a

system as Mr Keynes’ is entirely wanting. For now it is

easily seen that if partial beliefs are consistent they will

obey these axioms, but it is utterly obscure why Mr Keynes’
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mysterious logical relations should obey them.!_ We should

be so curiously ignorant of the instances of these relations,

and so curiously knowledgeable about their general laws.

Secondly,the Principle of Indifference can now be altogether

dispensed with ; we do not regard it as belonging to formal

logic to say what should be a man’s expectation of drawing

a whiteor a black ball from an urn ; his original expectations
may within the limits of consistency be any helikes; all

we have to point out is that if he has certain expectations

he is bound in consistency to have certain others. This is
simply bringing probability into line with ordinary formal
logic, which does not criticize premisses but merely declares
that certain conclusions are the only ones consistent with

them. To be able to turn the Principle of Indifference out

of formal logic is a great advantage ; for it is fairly clearly
impossible to lay down purely logical conditions for its
validity, as is attempted by Mr Keynes. I do not want to
discuss this question in detail, becauseit leads to hair-splitting
and arbitrary distinctions which could be discussed for ever.
But anyone whotries to decide by Mr Keynes’ methods what
are the proper alternatives to regard as equally probable
in molecular mechanics, e.g. in Gibbs’ phase-space, will soon

be convinced that it is a matter of physics rather than pure
logic. By using the multiplication formula, as it is used in
inverse probability, we can on Mr Keynes’ theory reduceall
probabilities to quotients of a priors probabilities; it is
therefore in regard to these latter that the Principle of
Indifference is of primary importance ; but here the question
is obviously not one of formal logic. How can we on merely

* It appears in Mr Keynes’ system asif the principal axioms—the
laws of addition and multiplication—were nothing but definitions.
This is merely a logical mistake; his definitions are formally invalid
unless corresponding axioms are presupposed. Thus his definition of
multiplication presupposes the law that if the probability of a given
bh is equal to that of c given dk, and the probability of 6 given h is
equal to that of d given k, then will the probabilities of ab given h
and of cd given k be equal.
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logical grounds divide the spectrum into equally probable

bands?

A third difficulty which is removed by our theory is the

one which is presented to Mr Keynes’ theory by the following

case. I think I perceive or remember something but am not

sure ; this would seem to give me some groundfor believing

it, contrary to Mr Keynes’ theory, by which the degree of

belief in it which it would be rational for me to haveis that

given by the probability relation between the proposition in

question andthe things I knowfor certain. He cannotjustify

a probable belief founded not on argument but on direct

inspection. In our view there would be nothing contrary to

formal logic in such a belief ; whether it would be reasonable

would depend on what I havecalled the larger logic which will

be the subject of the next section ; we shall there see that there

is no objection to such a possibility, with which Mr Keynes’

method of justifying probable belief solely by relation to

certain knowledge is quite unable to cope.

(5) THE Locic oF TRUTH

The validity of the distinction between the logic of con-

sistency and the logic of truth has been often disputed ; it

has been contended on the one hand that logical consistency

is only a kind of factual consistency; that if a belief in

is inconsistent with one in g, that simply means that p and ¢

are not both true, and that this is a necessary orlogical fact.

I believe myself that this difficulty can be met by Wittgen-

stein’s theory of tautology, according to which if a belief

in ~ is inconsistent with one in g, that # and g are not both

true is not a fact but a tautology. But I do not propose

to discuss this question further here.

From the other side it is contended that formal logic or

the logic of consistency is the whole of logic, and inductive
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logic either nonsenseor part of natural science. This conten-

tion, which would I suppose be made by Wittgenstein,

I feel more difficulty in meeting. But I think it would be a

pity, out of deference to authority, to give up trying to say

anything useful about induction. .

Let us therefore go back to the general conception of logic

as the science of rational thought. We found that the most

generally accepted parts of logic, namely, formal logic,
mathematics andthe calculus of probabilities, are all concerned

simply to ensure that our beliefs are not self-contradictory.

We put before ourselves the standard of consistency and

construct these elaborate rules to ensure its observance. But

this is obviously not enough ; we wantourbeliefs to be con-

sistent not merely with one another butalso with the facts?!:

nor is it even clear that consistency is always advantageous;

it may well be better to be sometimesright than neverright.

Nor when wewish to be consistent are we always ableto be :

there are mathematical propositions whose truth or falsity

cannot as yet be decided. Yet it may humanly speaking

be right to entertain a certain degree of belief in them on

inductive or other grounds: a logic which proposes tojustify

such a degree of belief must be prepared actually to go against

formal logic; for to a formal truth formal logic can only

assign a belief of degree 1. We could prove in Mr Keynes’

system that its probability is 1 on any evidence. This point

seems to me to show particularly clearly that human logic

or the logic of truth, which tells men how they should think,

is not merely independent of but sometimes actually incom-

patible with formal logic.

In spite of this nearly all philosophical thought about human

logic and especially induction has tried to reduceit in some way

? Cf. Kant: ‘Denn obgleich eine Erkenntnis der logischen Form
véllig gemass sein méchte, dass ist sich selbst nicht widersprache, so
kann sie doch noch immer dem Gegenstande widersprechen.’ Kritth
der veinen Vernunft, First Edition, p. 59.
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to formal logic. Not that it is supposed, except by a very few,

that consistency will of itself lead to truth; but consistency

combined with observation and memory is frequently

credited with this power.

Since an observation changes(in degree at least) my opinion

about the fact observed, some of my degreesof belief after the

observation are necessarily inconsistent with those I had

before. We have therefore to explain how exactly the

observation should modify my degrees of belief; obviously

if » is the fact observed, my degree of belief in gq after

the observation should be equal to my degree of belief

in g given p before, or by the multiplication law to the

quotient of my degree of belief in fg by my degree of

belief in . When my degrees of belief change in this way

we can say that they have been changed consistently by

my observation.
By using this definition, or on Mr Keynes’ system simply

by using the multiplication law, we can take my present

degrees of belief, and by considering the totality of my

observations, discover from what initial degrees of belief my

present ones would have arisen by this process of consistent

change. My present degrees of belief can then be considered

logically justified if the correspondinginitial degrees of belief

are logically justified. But to ask what initial degrees of

belief are justified, or in Mr Keynes’ system what are the

absolutely a priori probabilities, seems to me a meaningless

question ; and even if it had a meaning I do not see howit

could be answered.

If we actually applied this process to a human being,

found out, that is to say, on what a prior: probabilities his

present opinions could be based, we should obviously find them

to be ones determined by natural selection, with a general

tendency to give a higher probability to the simpler alterna-

tives. But, as I say, I cannot see what could be meant by
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asking whether these degrees of belief were logically justified.

Obviously the best thing would be to know forcertain in

advance what was true and what false, and therefore if any

one system of initial beliefs is to receive the philosopher’s

approbation it should be this one. But clearly this would not

be accepted by thinkers of the school I am criticising. Another

alternative is to apportion initial probabilities on the purely

formal system expounded by Wittgenstein, but as this gives

no justification for induction it cannot give us the human

logic which weare looking for.

Let us therefore try to get an idea of a human logic which

shall not attempt to be reducible to formal logic. Logic, we

may agree, is concerned not with what men actually believe,

but what they ought to believe, or what it would be

reasonable to believe. What then, we must ask, is meant

by saying that it is reasonable for a man to have such and

such a degree of belief in a proposition? Let us consider

possible alternatives.

First, it sometimes means something explicable in termsof

formal logic: this possibility for reasons already explained

we may dismiss. Secondly, it sometimes means simply that

were I in his place (and not e.g. drunk) I should have such a

degree of belief. Thirdly, it sometimes means that if his

mind worked according to certain rules, which we may

roughly call ‘ scientific method’, he would have such a

degree of belief. But fourthly it need mean none of these

things; for men have not always believed in scientific

method, and just as we ask ‘ But am I necessarily reason-

able’, we can also ask ‘But is the scientist necessarily

reasonable?’ In this ultimate meaning it seems to me that

we can identify reasonable opinion with the opinion of an

ideal person in similar circumstances. What, however, would

this ideal person’s opinion be? As has previously been

remarked, the highest ideal would be always to have a true
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opinion and becertain of it ; but this ideal is more suited to

God than to man.!

Wehave therefore to consider the human mind and what

is the most we can ask of it.2) The human mind works

essentially according to general rules or habits; a process

of thought not proceeding according to some rule would

simply be a random sequence of ideas; whenever weinfer

A from B wedo soin virtue of some relation between them.

We can therefore state the problem of the ideal as ‘“‘ What

habits in a general sense would it be best for the human mind

to have?” This is a large and vague question which could

hardly be answered unless the possibilities were first limited

by a fairly definite conception of human nature. We could

imagine some very useful habits unlike those possessed by

any men. [It must be explained that I use habit in the most

general possible sense to mean simply rule or law of behaviour,

including instinct: I do not wish to distinguish acquired

1 (Earlier draft of matter of preceding paragraph in some ways
better.—F.P.R.
What is meant by saying that a degree of belief is reasonable ?

First and often that it is what I should entertain if I had the opinions
of the person in question at the time but was otherwise as I am now,
e.g. not drunk. But sometimes we go beyond this and ask: ‘Am I
reasonable ?’ This may mean, do I conform to certain enumerable
standards which we call scientific method, and which we value on
account of those whopractise them and the success they achieve. In
this sense to be reasonable meansto think like a scientist, or to be
guided only be ratiocination and induction or something of the sort
(i.e. reasonable meansreflective). Thirdly, we may go to the root of
why we admire thescientist and criticize not primarily an individual
opinion but a mental habit as being conducive or otherwise to the
discovery of truth or to entertaining such degrees of belief as will be
most useful. (To include habits of doubt or partial belief.) Then we
can criticize an opinion according to the habit which produced it.
This is clearly right because it all depends on this habit; it would not
be reasonable to get the right conclusion to a syllogism by remembering
vaguely that you leave out a term which is commonto both premisses.

Weuse reasonable in sense 1 when wesay of an argumentof a scientist
this does not seem to me reasonable; in sense 2 when we contrast
reason and superstition or instinct ; in sense 3 when weestimate the
value of new methods of thought such as soothsaying.]

2 Whatfollows to the end of the section is almost entirely based on
the writings of C. S. Peirce. (Especially his ‘‘ Illustrations of the
Logic of Science"’, Popular Science Monthly, 1877 and 1878, reprinted
in Chance Love and Logic (1923).]}
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rules or habits in the narrow sense from innate rules or

instincts, but propose to call them all habits alike.] A com-

pletely general criticism of the human mindis therefore

bound to be vague andfutile, but something useful can be

said if we limit the subject in the following way.

Let us take a habit of forming opinion in a certain way;

e.g. the habit of proceeding from the opinion that a toadstool

is yellow to the opinion that it is unwholesome. Then we

can accept the fact that the person has a habit of this sort,

and ask merely what degree of opinion that the toadstool is

unwholesome it would be best for him to entertain when he

Sees it; i.e. granting that he is going to think alwaysin the

same way aboutall yellow toadstools, we can ask what degree

of confidence it would be best for him to have that they are

unwholesome. And the answeris that it will in general be

best for his degree of belief that a yellow toadstool is unwhole-

some to be equal to the proportion of yellow toadstools

which are in fact unwholesome. (This follows from the meaning

of degree of belief.) This conclusion is necessarily vague

in regard to the spatio-temporal range of toadstools which

it includes, but hardly vaguer than the question which it

answers. (Cf. density at a point of gas composed of molecules.)

Let us putit in another way : wheneverI makean inference,

I do so according to somerule or habit. An inference is not

completely given when weare given the premiss and conclusion;

we require also to be given the relation between them in

virtue of which the inference is made. The mind works by

general laws ; thereforeif it infers g from #,this will generally

be because g is an instance of a function ¢x and # thecorre-

sponding instance of a function x such that the mind would

always infer ¢x from yx. When therefore wecriticize not

opinions but the processes by which they are formed, the rule

of the inference determines for us a range to which the

frequency theory can be applied. Therule of the inference
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may be narrow, as when seeing lightning I expect thunder,

or wide, as when considering 99 instances of a generalization

which I have observed to be true I conclude that the 100th

is true also. In the first case the habit which determines the

process is ‘ After lightning expect thunder’; the degree of

expectation which it would be best for this habit to produce

is equal to the proportion of cases of lightning which are

actually followed by thunder. In the second case the habit

is the more general one of inferring from 99 observed instances

of a certain sort of generalization that the 100th instance

is true also; the degree ofbelief it would bebest for this habit
to produceis equal to the proportion of all cases of 99 instances

of a generalization being true, in which the 100th is true also.

Thus given a single opinion, we can only praise or blame

it on the groundof truth orfalsity: given a habit of a certain

form, we can praise or blame it accordingly as the degree

of belief it produces is near or far from the actual proportion

in which the habit leads to truth. We can then praise or

blame opinions derivatively from our praise or blame of the

habits that produce them.

This account can be applied not only to habits of inference

but also to habits of observation and memory; when we

have a certain feeling in connection with an image we think

the image represents something which actually happened to

us, but we may not be sure about it; the degree of direct

confidence in our memory varies. If we ask what is the best

degree of confidence to place in a certain specific memory

feeling, the answer must depend on how often when that

feeling occurs the event whose image it attaches to has

actually taken place.

Amongthe habits of the human mind position of peculiar

importance is occupied by induction. Since the time of

Humea great deal has been written about the justification

for inductive inference. Hume showed that it could not
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be reduced to deductive inference or justified by formal

logic. So far as it goes his demonstration seems to mefinal;

and the suggestion of Mr Keynes that it can be got round

by regarding induction as a form of probable inference cannot

in my view be maintained. But to suppose that the situation

which results from this is a scandal to philosophy is, I think,

a mistake.

We are all convinced by inductive arguments, and our

conviction is reasonable because the world is so constituted

that inductive arguments lead on the whole to true opinions.

Weare not, therefore, able to help trusting induction, nor

if we could help it do we see any reason why weshould,

because webelieve it to be a reliable process. It is true that

if any one has not the habit of induction, we cannot prove

to him that he is wrong; but there is nothing peculiar in

that. If a man doubts his memory or his perception we

cannot prove to him that they are trustworthy ; to ask for

such a thing to be proved is to cry for the moon, and the

same is true of induction. It is one of the ultimate sources

of knowledge just as memory is: no one regards it as a

scandal to philosophy that there is no proof that the world

did not begin two minutes ago and that all our memories

are not illusory.

Weall agree that a man who did not make inductions

would be unreasonable: the question is only what this means.

In my view it does not mean that the man would in any way

sin against formal logic or formal probability; but that

he had not got a very useful habit, without which he would

be very much worseoff, in the sense of being muchlesslikely 2

to have true opinions.

This is a kind of pragmatism: we judge mental habits
by whether they work, i.e. whether the opinions they lead

1 ‘ Likely ’ here simply means that I am notsure of this, but only
have a certain degree of belief in it.
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to are for the most part true, or more often true than those

which alternative habits would lead to.

Induction is such a useful habit, and so to adopt it is

reasonable. All that philosophy can do is to analyse it,

determine the degreeofits utility, and find on what character-

istics of nature this depends. An indispensable means for

investigating these problemsis induction itself, without which

we should be helpless. In this circle lies nothing vicious.

It is only through memory that we can determine the degree

of accuracy of memory ; for if we make experimentsto deter-

minethis effect, they will be useless unless we rememberthem.

Let us consider in the light of the preceding discussion .

what sort of subject is inductive or human logic—thelogic

of truth. Its business is to consider methods of thought,

and discover what degree of confidence should be placed in

them, i.e. in what proportion of cases they lead to truth.

In this investigation it can only be distinguished from the

natural sciences by the greater generality of its problems.

It has to consider the relative validity of different types of

scientific procedure, such as the search for a causal law

by Mull’s Methods, and the modern mathematical methods

like the a priort arguments used in discovering the Theory

of Relativity. The proper plan of such a subject is to be

found in Mill!; I do not mean the details of his Methods

or even his use of the Law of Causality. But his way of

treating the subject as a bodyof inductions about inductions,

the Law of Causality governing lesser laws and being itself

proved by induction by simple enumeration. The different

scientific methods that can be used are in the last resort

judged by induction by simple enumeration; we choose

the simplest law that fits the facts, but unless we found that

laws so obtained also fitted facts other than those they were

made to fit, we should discard this procedure for someother.

1 Cf. also the account of ‘ general rules’ in the Chapter ‘Of Un-
philosophical Probability ’ in Hume’s Treatise.
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PROBABILITY AND PARTIAL BELIEF(1929)

The defect of my paper on probability was that it took

partial belief as a psychological phenomenon to be defined

and measured by a psychologist. But this sort of psychology

goes a very little way and would be quite unacceptable in a

_ developed science. In fact the notion of a belief of degree %

is useless to an outside observer, except whenit is used by the

thinker himself who says ‘ Well, I believe it to an extent 3’,

i.e, (this at least is the most natural interpretation) ‘I have

the same degree of belief in it as in pvg when I think 4, g,7

equally likely and know that exactly one of them is true.’

Now whatis the point of this numerical comparison? how

is the number used? In a great manycasesit is used simply

as a basis for getting further numbers of the samesortissuing
finally in one so near 0 or 1 that it is taken to be 0 or 1 and

the partial belief to be full belief. But sometimes the number

is used itself in making a practical decision. How? I want

to say in accordancewith the law of mathematical expectation;

but I cannot do this, for we could only use that rule if we

had measured goods and bads. But perhaps in somesort of

way we approximateto it, as we are supposed in economicsto

maximize an unmeasured utility. The question also arises

whyjust this law of mathematical expectation. The answer

to this is that if we use probability to measure utility, as

explained in my paper, then consistency requires just this

law. Of course if utility were measured in any other way,

e.g. in money, we should not use mathematical expectation.

If there is no meaning in equal differences of utility, then

money is as good a way as any of measuring them. A

meaning may, however, be given by our probability method,

or by meansof time: i.e. x—y = y—z if x for 1 day and z for 1
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day = y for 2days. But the periods mustbe longor associated

with different lives or people to prevent mutual influence.

Do these two methods come to the same thing? Could

we prove it by Bernoulli? Obviously not; Bernoulli only

evaluates chances. A man might regard 1 good and 1 bad

as equal to 2 neutral; but regard 2 bad as simply awful, not

worth taking any chance of. (But it could be made up!

No, there would be a chance of itsnot being.) I think this

shows my method of measuring to be the sounder ; it alone

goes for wholes.

All this is just an idea; whatsense is there really in it ?

Wecan,I think, say this :—

A theory is a set of propositions which contains (f and q)

wheneverit contains # and g, andif it contains any # contains

all its logical consequences. The interest of such sets comes

from the possibility of our adopting one of them as all we

believe.

A probability-theory is a set of numbersassociated with pairs

of propositions obeying the calculus of probabilities. The

anterest of such a set comes from the possibility of acting on

it consistently.

Of course, the mathematician is only concerned with the

form of probability ; it is quite true that he only deals in

certainties.
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REASONABLE DEGREE OF BELIEF (1928)

When we pass beyond reasonable = my, or = scientific,

to define it precisely is quite impossible. Following Peirce

we predicate it of a habit not of an individual judgment.

Roughly, reasonable degree of belief = proportion of cases

in which habit leads to truth. But in trying to be more exact

we encounter the following difficulties :-—

(1) We cannot always take the actual habit: this may

be correctly derived from some previous accidentally mis-

leading experience. Wethen look to wider habit of forming

such a habit.

(2) We cannot take proportion of actual cases; e.g. in a

card game very rarely played, so that of the particular

combination in question there are very few actual instances.

(3) We sometimesreally assume a theory of the world with

laws and chances, and mean not the proportion of actual

cases but whatis chance on our theory.

(4) But it might be argued that this complication was not

necessary on account of (1) by which weonly consider very

general habits of which there are so many instances that,

if chance on our theory differed from the actual proportion,

our theory would haveto be wrong.

(5) Also in an ultimate case like induction, there could be

no chance for it: it is not the sort of thing that has a chance.

Fortunately there is no point in fixing on a precise sense of
‘reasonable’; this could only be required for one of two
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reasons : either because the reasonable was the subject-matter

of a science (which is not the case) ; or because it helped us

to be reasonable to know what reasonableness is (which it

does not, though some false notions might hinder us). To

make clear that it is not needed for either of these purposes

we must consider (1) the content of logic

and (2) the utility of logic.

THE CONTENT OF LOGIC

(1), Preliminary philosophico-psychological investigation

into nature of thought, truth and reasonableness.

(2) Formulae for formal inference = mathematics.

(3) Hints for avoiding confusion (belongs to medical

psychology).

(4) Outline of most general propositions known or used as

habits of inference from an abstract point of view; either

crudely inductive, as ‘Mathematical method hassolved all

these other problems, therefore ...’, or else systematic,

when it is called metaphysics. All this might anyhow be

called metaphysics ; but it is regarded as logic when adduced

as bearing on an unsolved problem, not simply as information

interesting for its own sake.

The only one of these which is a distinct science is

evidently (2).

THE UTILITY oF LOGIC

That of (1) above and of (3) are evident: the interesting

ones are (2) and (4). (2) == mathematics is indispensable

for manipulating and systematizing our knowledge. Besides

this (2) and (4) help us in some way in coming to conclusions

in judgment.
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Locic as SELF-CONTROL (Cf. Peirce)

Self-control in general means either

(1) not acting on the temporarily uppermost desire, but

stopping to think it out ; i.e. pay regard to all desires and see

whichis really stronger ; its value is to eliminate inconsistency

in action ;

or (2) forming as a result of a decision habits of acting

not in response to temporary desire or stimulus but in a

definite way adjusted to permanentdesire.

The difference is that in (1) we stop to think it out but in

(2) we’ve thought it out before and only stop to do what

we had previously decided to do.

So also logic enables us

(1) Not to form a judgment on the evidence immediately

before us, but to stop and thinkof all else that we know in any

way relevant. It enables us not to be inconsistent, and also

to pay regard to very general facts, e.g. all crows I’ve seen

are black, so this one will be—No ; colour is in such and such

other species a variable quality. Also e.g. not merely to argue

from ¢a. $b... to (x).¢x probable, but to consider

the bearing of a, b . . . are the class I’ve seen (and visible

ones are specially likely or unlikely to be ¢). This difference

between biassed and random selection. 3 |

(2) To form certain fixed habits of procedure or inter-

pretation only revised at intervals when wethink things out.

In this it is the same as any general judgment; we should

only regard the process as ‘logic’ when it is very general,

not e.g. to expect a woman to be unfaithful, but e.g. to

disregard correlation coefficients with a probable error

greater than themselves.

With regard to forming a judgment or a partial judgment

1 Vide infra ‘ Chance ’.
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(which is a decision to have a belief of such a degree, i.e. to

act in a certain way) we must note :—

(a) What we ask is ‘f?’ not ‘ Would it be true to think

_p?’ nor ‘ Would it be reasonable to think p?’ (But these

might be useful first steps.)

but (2) ‘ Would it be true to think # ? ’ can neverbe settled

without settling p to which it is equivalent.

(c) ‘Would it be reasonable to think #?’ means simply

‘Is p what usually happens in such a case ? ’ and is as vague

as ‘usually’. To put this question may help us, butit will

often seem no easier to answer than itself.

(d) Nor can the precise sense in which ‘reasonable’ or

‘usually ’ can usefully be taken be laid down, nor weight

assigned on anyprinciple to different considerations of such

a sort. E.g. the death-rate for men of 60 is #5, but all the

20 red-haired 60-year-old men I’ve known havelivedtill 70.

Whatshould I expect of a new red-haired man of 60? I can

but put the evidence before me, and let it act on my mind.

There is a conflict of two ‘ usually’s’ which must workitself

out in my mind; oneis not the really reasonable, the other

the really unreasonable.

(ec) When, however, the evidence is very complicated,

statistics are introduced to simplify it. They are to be chosen

in such a wayas to influence me as nearly as possible in the

same way as would the whole facts they represent if I could

apprehend them clearly. But this cannot altogether be reduced

to a formula ; the rest of my knowledge mayaffect the matter;

thus maybe equivalent in influence to g, but not ph to gh.

(f) There are exceptional cases in which ‘It would be

reasonable to think #’ absolutely settles the matter. Thus

if we are told that one of these people’s names begins with

A and that there are 8 of them,it is reasonable to believe to

degree ith that any particular one’s name begins with A,
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and this is what we should all do (unless we felt there was

something else relevant).

(g) Nevertheless, to introduce the idea of ‘reasonable’
is really a mistake; it is better to say ‘usually’, which

makes clear the vagueness of the range: what is reasonable

depends on whatis taken as relevant; if we take enough as

relevant, whether it is reasonable to think » becomesatleast

as difficult a question as p. If we take everything as

relevant, they are the same.

(h) What ought we to take as relevant? Those sorts of

things which it is useful to take as relevant; if we could

rely on being reasonable in regard to what we do take as
relevant, this would mean everything. Otherwise it is

impossible to say ; but the question is one asked by a spectator _

not by the thinker himself: if the thinker feels a thing

relevant he can’t dismiss it; and if he feels it irrelevant

he can’t use it.

(1) Only then if we in fact feel very little to be relevant,
do or can we answer the question by an appeal to what

is reasonable, this being then equivalent to what we know

and consider relevant.

(j) What are or are not taken as relevant are not only

propositions but formal facts, e.g. a= 4@: we may react

differently to da than to any other ¢x not because of anything

we know about a bute.g. for emotional reasons.

¢
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Thescience of statistics is concerned with abbreviating facts

about numerousindividuals which are interpreted as a random

selection from an infinite ‘ population’. If the qualities con-

cerned are discrete, this means simply that we consider the

proportions of the observed individuals which have the

qualities, and ascribe these proportions to the hypothetical

population. If the qualities are continuous, we take the

population to be of a convenient simple form containing

various parameters which are then chosen to give the highest

probability to the instances observed. In either case the

probable error is calculated for such a sample from such a

population. (For all this see Fisher.) }

The significance of this procedure is that we record in a

convenient simple form

(1) The approximate proportions having the given qualities

in different degrees,

(2) The number of instances which we have observed (the

weight of our induction) (probable error).

For the use of the figures to give a degree of belief with

regard to a new instance no rule can begiven.

The introduction of an infinite population is a stupid

fiction, which cannot be defended except by somereference to

proceeding to a limit, which destroys its sense. The procedure

of calculating parameters by maximum likelihood and

probable error can be defined as a process in pure mathe-

matics; its significance is in suggesting a theory or set

1 R. A, Fisher,’’ Theory of statistical estimation,’’ Proc. Camb. Phil.
Soc., 22, pp. 700-725 (1925), and Statistical Methods for Research
Workers.
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of chances. Proportion of infinite population should be

replaced by chance.

Of course the purpose is not always simple induction but

causal analysis: we find the chances are not what we expect,

therefore the die is biassed or people are more careful

nowadaysetc. |

103



CHANCE (1928)

(1) There are no such things as objective chances in the

sense in which somepeople imaginethereare, e.g. N. Campbell,

Nisbet.?

There is, for instance, no established fact of the form ‘ In

m consecutive throws the number of heads lies between

5 + e(n)’. On the contrary we have good reason to believe

that any such law would be broken if we took enough

instances ofit.

Noris there any fact established empirically about infinite

series of throws; this formulation is only adopted to avoid

contradiction by experience; and what no experience can

contradict, none can confirm, let alone establish.

(N. Campbell makes a simple mistake about this.)

A crude frequency theory is ruled out becauseit justifies

the ‘maturity of odds’ argument, e.g. in regard to

sex of offspring.

(2) Hence chances must be defined by degrees of belief ;

but they do not correspond to anyone’s actual degrees of

belief ; the chances of 1,000 heads, and of 999 heads followed

by a tail, are equal, but everyone expects the former more

than thelatter.

(3) Chances are degrees of belief within a certain system of

beliefs and degrees of belief ; not those of any actual person,

but in a simplified system to which those of actual people,

especially the speaker, in part approximate.

(4) This system of beliefs consists, firstly, of natural laws,

1 R. H. Nisbet, ‘‘The Foundations of Probability,’’ Mind, 1926.
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which are in it believed for certain, although, of course, people

are not really quite certain of them.

(5) Besides these the system contains various things of this

sort: when knowing yx and nothing else relevant, always

expect x with degree of belief # (what is or is not relevant

is also specified in the system) ; whichis also written the chance

of ¢ given ¢ is p (if p = 1 it is the same as a law). These

chances together with the laws form a deductive system

according to the rules of probability, and the actual beliefs

of a user of the system should approximate to those deduced:

from a combination of the system andthe particular knowledge

of fact possessed by the user, this last being (inexactly) taken

as certain. |

(6) The chances in such a system must not be confounded

with frequencies; the chance of dx given yx might be

different even from the known frequency of ’s which are

d's. E.g. the chance of a coin falling heads yesterday is 34

since ‘yesterday’ is irrelevant, but the proportion that

actually fell heads yesterday might be 1.

(7) It is, however, obvious that we are not armed with

systemsgiving us a degreeofbelief in every possible proposition

for any basis of factual knowledge. Our systems only cover

part of the field ; and where we have no system we say we do

not know the chances.

(8) The phenomena for which we have systematic chances

are gamesof chance,births, deaths, and all sorts of correlation

coefficients.

(9) What we mean by objective chance is not merely our

$(x)

v(x)
of modifying our system into a pair of laws ax.x.D,.dx:

Bx . x .D,.~ dx, etc., where ax, Bx are disjunctions of

readily observable properties (previous in time to dx). This

having in our system a chance , but our having no hope
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occurs, as Poincaré points out,! when small causes produce

large effects.

Chances are in another sense objective, in that everyone

agrees about them, as opposed e.g. to odds on horses.

(10) What we mean by an event not being a coincidence,

or not being due to chance, is that if we came to knowit,it

would make us no longer regard our system assatisfactory,

although on our system the event may be no more improbable

than any alternative. Thus 1,000 heads running would not

be due to chance; 1.e. if we observed it we should change

our system of chances for that penny. If it is called #, the

chances in our system with / as hypothesis are markedly

different from our actual degrees of belief in things given h.

By saying a thing is not due to chance, we only mean that

our system of chances must be changed, not that it must

become a system of laws. Thus for a biassed coin to come

down heads is not due to chance even though it doesn’t

always do so ; e.g. chance may = @ Say,not 4.

If we say ‘Our meeting was not due to chance’, Le.

designed, design is simply a factor modifying the chances;

it might also be e.g. that we walk in the sameroad.

(11) This is why N. Campbell thinks coincidences cannot be

allowed to occur; i.e. coincidences .. system wrong, .°.

system .>. no coincidences. Apparently formally conclusive;

but this is a mistake because the system is not a proposition

which is true or false, but an imperfect approximation to a

state of mind where imperfections can in certain circumstances

becomeparticularly glaring.

(12) By things being ultimately due to chance, we meanthat

there is no law (here generalization of nomore than manageable

complexity), known or unknown, which determines the future

from the past. If we suppose further that they have ultimate

1 See Science et Hypothése and Science et Méthode.
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chances, this means a sort of best possible system in which

they have these chances.

(13) In choosing a system we have to compromise between

two principles : subject always to the proviso that the system

mustnot contradict any facts we know, we choose(other things

being equal) the simplest system, and (other things being equal)

we choose the system which gives the highest chance to the

facts we have observed. This last is Fisher's ‘ Principle of

Maximum Likelihood ’, and gives the only methodofverifying

a system of chances.

(14) Probability in Physics means chanceashere explained,

with possibly some added complexity because we are concerned

with a ‘ theory’ in Campbell’s sense, not merely an ordinary

system which is a generalization of Campbell’s ‘law.’ What

chance in a theory is can hardly be explained until we

know more about the nature of theories.

(15) Statistical science must be briefly dealt with from

our point of view ; it has three parts :—

(a2) Collection and arrangement of selections from

multitudinous data.

(5) Induction = forming a system of chances from the

data by means of the Principle of Maximum Likelihood.

(c) Causal analysis; e.g. this die falls so often this way

up, therefore its centre of gravity must be displaced towards

the opposite face.

(16) The only difficulty presented is in connection with

(c) causal analysis, in which we seem to take a statementof

chancesas a fact, and to argue ‘ Its falling so often six is not

due to chance ’.*.‘ chance > }’.°.‘ c.g. displaced ’. Reasoning

which seems incompatible with our solution of the paradox

that chance = 3 is inconsistent with this coincidence, which

was that ‘ chance = 3’, ‘ chance > }’, were not propositions

1 (See Chapter6].
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and so could not serve as premisses or conclusions of argu-

ments.

(17) The difficulty is removed by the reflection that the

system we are ultimately using not only gives us degree of

belief or chance of x falling six given x is tossed = 3, but also

that that of x falling six given x is tossed and biassed > 3.

Consequently by transposition x is biassed / x falls six. x is

tossed > x is biassed / xis tossed. If a/bh>a/h, then

b/ah > b/h, and this is how we are arguing. The chance of a

x falling six is p seemsto be treated as a genuine proposition,

but whatis really meant is an unexpressed condition, which on

our system whenaddedto the hypothesis makesthe chance .

(18) We can state it this way: statistical causal analysis

presupposes a fundamental system within which it moves

and which it leaves unchanged ; this neither is nor appears

to be treated like a proposition. What appearsto be so treated

is a narrower system derivedor derivable from the fundamental

system by the addition of an empirical premiss, and what is

really treated as a proposition and modified or rejected is

not the narrower system but the empirical premiss on which

it is based.

Of course this empirical premiss may be unknown or very

vaguely known; e.g. I conclude from the fact that more

boys are born than girls to somesuperiority in the number,

mobility or capacity for fertilization of male-bearing sperma-

tazoa or one of a thousand other possible causes, because by

the Principle of Indifference, which is part of my fundamental

system, the observed inequality would be so unlikely if there

were no such difference. But there seems no fundamental

difference between this case and the biassed coin.

(19) Note on Poincaré’s problem ‘ Why are chance events

subject to law?’ The fundamental answerto this is that they

are not, taking the whole field of chance events no generaliza-

tions about them are possible (considere.g. infectious diseases,
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dactyls in hexameters, deaths from horse kicks, births of

great men).

Poincaré says it is paradoxical that the actuary can from

ignorance derive so easily such useful conclusions whereas

if he knew the laws of health he would have to go through

endless calculations. In fact it is not from ignorance that he

works, but from experience of frequencies.

(20) Note on ‘random’.

Keynes! gives a substantially correct account of this. But

(a) It is essential to bring in the notion of a description.

What we want is not @ is a random member of #(Sx) for

the purpose of ¢x, but the description (x)(x) is a random

description when x = (9x) (xx) is irrelevant to 6x/Sx .h.

(5) It is essential to extend the term to cover not merely

a selection of one term but of many; thus, #4 gives a

random selection of » S’s with regard to ¢# means

a = %£(x) is irrelevant to probabilities of the form: Pro-

portion of a which is 6 = A/aen . aCz(Sx) .h.

Theidea of random selectionis useful in induction, where the

value of the argument ‘A proportion A of %S’s are ¢’s’ .°

‘A proportion A of S’s are ¢’s’ depends on whether yf is a

random selector. If X = 1 of course the value of the argument

is strengthened if y% is biassed against ¢, weakened if y is

biassed in favourofit.

1 Treatise on Probability, p. 291.

109



KNOWLEDGE(1929)
I have always said that a belief was knowledgeif it was

(i) true, (ii) certain, (iii) obtained by a reliable process. But

the word ‘ process’ is very unsatisfactory ; we can call in-

ference a process, but even then unreliable seemsto refer only

to a fallacious method not to a false premiss as it is supposed

to do. Can we say that a memoryis obtained by reliable

process ? I think perhapswe can if we mean the causal process

connecting what happens with my remembering it. We might

then say, a belief obtained by a reliable process must be caused

by whatare not beliefs in a way or with accompaniments that

can be moreorless relied on to give true beliefs, and if in this

train of causation occur other intermediary beliefs these must

all be true ones.

E.g. ‘ Is telepathy knowledge ? ’ may mean: (a) Takingit

there is such a process, can it be relied on to create true beliefs

in the telepathee (within somelimits, e.g. when whatis believed

is about the telepathee’s thoughts) ? or (8) Supposing we are

agnostic, does the feeling of being telepathed to guarantee

truth ? Ditto for female intuition, impressions of character,etc.

Perhaps weshouldsaynot(iii) obtained by a reliable process,

but (iii) formed in a reliable way. |

Wesay ‘ I know’, however, wheneverweare certain, without

reflecting on reliability. But if we did reflect then we should

remain certain if, and only if, we thought our wayreliable.

(Supposing us to know it ; if not, taking it merely as described

it would be the same, e.g. God put it into my mind: a

supposedly reliable process.) For to think the wayreliable

is simply to formulate in a variable hypothetical the habit

of following the way.

One more thing. Russell says in his Problems of Philosophy
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that there is no doubt that we are sometimes mistaken, so

that all our knowledge is infected with some degree of doubt.

Moore used to deny this, saying of course it was self-

contradictory, which is mere pedantry and ignoration of the

kind of knowledge meant.

But substantially the point is this: we cannot without

self-contradiction say p and q and r and... and one of

P,9,7... 18 false. (N.B.—We know what we know,other-

wise there would not be a contradiction). But we can be

nearly certain that oneis false and yet nearly certain of each ;

but 9, g, 7 are then infected with doubt. But Mooreis right
in saying that not necessarily all are so infected; but if
we exempt some, we shall probably become fairly clear

that one of the exemptedis probably wrong, and so on.
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Let us try to describe a theory simply as a language for

discussing the facts the theory is said to explain. This need

not commit us on the philosophical question of whether

a theory is only a language, but rather if we knew whatsort

of language it would be if it were one at all, we might be

further towards discovering if it is one. We must try to make

our account as general as possible, but we cannot be sure that

we have in fact reached the most general type of theory,

since the possible complication is infinite.

First, let us consider the facts to be explained. These occur

in a universe of discourse which we will call the primary

system, this system being composed of all the terms! and

propositions (true or false) in the universe in question. We

must suppose the primary system in some way given to us

so that we have a notation capable of expressing every

proposition in it. Of what sort must this notation be?

It might in the first case consist of names of different

types any two or more of which conjoined together gave

an atomic proposition ; for instance, the names a, 0... 2,

‘red’, ‘before’. But I think the systems wetry to explain

are rarely of this kind ; if for instance we are concerned with

a series of experiences, we do not try to explain their time

order (which we could not explain by anything simpler) or

1 The ‘universe’ of the primary system might contain ‘ blue or
red ’ but not ‘ blue’ or ‘red’; i.e. we might be out to explain when a
thing was‘ blue or red ’ as opposed to ‘ green or yellow ’, but not which
it was, blue or red. ‘ Blue-or-red ’ would then bea term: ‘blue’, ‘ red’
nonsense for our present purpose.
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even, assumingaorder, whetherit is a or 6 that comesfirst :

we take for granted that they are in order and that a comes

before 0b, etc., and try to explain which is red, which blue,etc.

a isessentially one before 6, and ‘a’, ‘6b’, etc., are not really

namesbut descriptions except in the case of the present. We

take it for granted that these descriptions describe uniquely,

andinstead of ‘ a was red’ we havee.g. ‘ The 3rd one ago was

red’. The symbols we want are not names but numbers:

the Oth (i.e. the present), 1st, —-1th, etc., in general the mth,

and we can use red (m) to mean the mth is red counting

forward or backward from a particular place. If the series

terminates at say 100, we could write N(101), and generally

N(m) if m > 100, meaning ‘ There is no mth’; or else simply

_ regard e.g. red (m) as nonsenseif m > 100, whereas if we wrote

N(m) we should say red (m) was false. I am notsurethis is

necessary, but it seems to me always so in practice; i.e. the

terms of our primary system have a structure, and any

structure can be represented by numbers (or pairs or other

combinations of numbers).

It may be possible to go further than this, for of the terms

in our primary system not merely some but even all may

be best symbolized by numbers. For instance, colours have

a structure, in which any given colour may be assigned a

place by three numbers, and so on. Even smells may be so

treated: the presence of the smell being denoted by 1, the

absenceby (orall total smell qualities may be given numbers).

Of course, we cannot make a proposition out of numbers

without some link. Moment 3 has colour 1 and smell 2 must

be written x(3) = 1 and 4(3) = 2, xy and ¢ corresponding to

the general forms of colour and smell, and possibly being

functions with a limited numberofvalues,so that e.g. 6(3) = 55

might be nonsense, since there was no 55th smell.

Whether or no this is possible, it is not so advantageous

where we have relatively few terms (e.g. a few smells) to
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deal with. Where we have a multitude as e.g. with times,

we cannot name them, and our theory will not explain a

primary system in which they have names,for it will take no

account of their individuality but only of their position.

In general nothing is gained and clarity may be lost by using

numbers when the order, etc., of the numbers corresponds

to nothing in the nature of the terms.

If all terms were represented by numbers, the propositions

of the primary system would all take the form of assertions

about the values taken by certain one-valued numerical

functions. These would not be mathematical functions in the

ordinary sense; for that such a function had such-and-such

a value would always be a matter of fact, not a matter of

mathematics.

We have spoken as if the numbers involved were always

integers, and if the finitists are right this must indeed be

so in the ultimate primary system, though the integers may, of

course, take the form of rationals. This means we may be

concerned with pairs (m, n) with (Am, An) alwaysidentical to

(m,n). If, however, our primary system is already a secondary

system from someother theory, real numbers maywell occur.

So much for the primary system ; now forthe theoretical

construction.

Wewill begin by taking a typical form of theory, and consider

later whether or not this form is the most general. Suppose

the atomic propositions of our primary system are such as

A(n), B(m,n) . . . where m, n, etc., take positive or negative

integral values subject to any restrictions, e.g. that in B(m, n)

m may only take the values 1, 2.

Then we introduce new propositional functions a(n), B(#),

y(m, n), etc., and by propositions of the secondary system

we shall mean anytruth-functions of the values ofa, B, y, etc.

Weshall also lay down propositions about these values, e.g.

(n). a(n). B(n) which we shall call axioms, and whatever
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propositions of the secondary system can be deduced from the

axioms weshall call theorems.

Besides this we shall make a dictionary which takes the form
of a series of definitions of the functions of the primary
system A,B,C. . . . in termsof those of the secondary system
a, B, y, eg. A(m) =a(n).v.y(O, n?). By taking these
‘ definitions ’ as equivalences and adding them to the axioms
we maybeable to deduce propositions in the primary system
which we shall call Jaws if they are general propositions,
consequences if they are singular. The totality of laws and

_ consequenceswill be the eliminant when a,B, y.., etc., are

eliminated from the dictionary and axioms, and it is this
totality of laws and consequences which our theory asserts
to be true.

We may make this clearer by an example!; let us
interpret numbers ”, ,, m%, etc.. as instants of time

and suppose the primary system to contain the following
functions :—

A(n) =I see blue at .

B(n) = I see red at n.

[A(n) . B(n) = I see nothing at 1).

C(n) = Between n-1 and n I feel my eyes open.

D(n) = Between n-1 and I feel my eyes shut.

E(n) =I moveforwarda step at n.

F(n) = I move backwarda step at n.

and that we construct a theory in the following way:

1 (The example seems futile, therefore try to invent a better; butit
in fact brings out several good points, which it would be difficult
otherwise to bring out. It may however niiss some points which we
will consider later. A defect in all Nicod’s examples is that they do
not give an external world in which anything happens.—F. P. R.]

115



THEORIES

First m will be understood to take only the values 1, 2, 3,

f(t) =2

and f(m) is defined by f(2) = 3

f (3) =1

Then weintroduce

a(n, m) = At time n I am atplace m.

B(n, m) = At time ” place m is blue.

y(n) = At time nm myeyesare open.

And the axioms

(n,m,m'): aln,m).a(n,m’).D.m=m,

(n). (3m). a(n, m).

(n). Bt, 1).
(n): Bln, 2). =. B(n + 1, 2).

And the dictionary

A(n) = (am) . a(n, m) . Bn, m) . y(n).
B(n) = (am) . a(n, m) . Bln, m) . y(n).

C(n) = 7(n — 1). y(n).

D(n) = y(n —1) . 7(n).
E(n) = (qm) . a(n —1, m) . af{n, f(m)}.

F(n) = (gm) .a{n— 1, f(m)} . a(n, m).

This theory can be said to represent me as moving among

3 places, ‘ forwards ’ being in the sense ABCA, * backwards’

ACBA. Place A 1s always blue, place B alternately blue and

red, place C blue or red according to a law I have not dis-

covered, If my eyes are open I see the colour of the place
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I am in, if they are shut I see no colour. The laws resulting
from the theory can be expressed as follows:

(1) (n) . {A(n) v B(n)} : {C(n) v D(n)} . {E(n) v F(n)}

(2) (14, %9) {n) > m,. C(ny) .C(m) .D. (Ams) . ny > n3>
nm, . D(n,)}

(2') (2) with the C’s and D’s interchanged

Let us define 0 (,, ”,) to mean
1

2

No’ v {ny <v <n,. E(v)}

—Ne’ ¥{n, <v <n,. F(v)} = 0 (mod 3)
1
2

(3) [(3%,) . C(m) .my <n. n >v > n,.2,.D(v)] D,:
A(n) v B(n)

(4) [(3%,) . Din) ny <n. n>v>n,.D,.Cr)] D,:
A(n) . B(n).

(5) (m) :. (am) : m= 0, 1, or 2: m(v, n) D, Biv)

:(m —1) (v4). (m—1) (vg, m) . vy SE ry (mod2)

» Dy, v, »4(ry) V A (v9) . B(v,) v B(v,).

[Where 0 —1 = 2forthis purpose.]

These can then be compared with the axioms and dictionary,
and there is no doubt that to the normal mind the axioms and
dictionary give the laws in a more manageable form.

Let us now putit all into mathematics by writing

A (n) as p(n) = 1

B(n) as ¢(n) = —1
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A(n).B(n) as d(n) = 0

C(n) as x(n) = 1

D(n) as y(n) = —-1

C(n) . D(n) as x(n) = 0

E(n) as o(n) = 1

F(n) as y(n) = —1

E(n) F(n) as h(n) = 0.

_ Instead of a(n, m) have a(n) a function taking values1, 2, 3

B(n,m) ,, Bin,m) » 1-1

y(n) y(n) 1, 0

Our axiomsare just

(1) (n) . a(n) =1VvV2Vv3

(2) (n) . Bln, 1) =1
(3) (n) . Bln, 2) A Bln +1, 2)
(4) (", m) . B(n, m) =1V—1

(5) (n) . y(n) =OV1
Of these (1) (4) (5) hardly count since they merely say what

values the functions are capable of taking.

Our definitions become.

(i) d(m) = y(") x B{n, a(n)}

(ii) x(") = y(n) — y(n — 1)

(ii1) y(n) = Remainder mod 3 of a(n) — a(m — 1)

Ourlawsare of course that ¢, x, ysmust be such thata, B, y

can be foundto satisfy 1-5, i-111. Going through the old laws

we haveinstead of

(1) d(m) =—1v0v1, y(n) =—1v0V1, p(n) =—1v0v1

(understood).
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(2) (n, m) . z x(v)| <1.
=n 

 

(8) (am). EFx) =1: Dy: $(n) 0.

(4) (qm) LE x(r) = - 1:2,.d(n) = 0.

(5) (m) :. (am) .a b(7) = m (mod 3) . Dy . o(n’) K — 1

22 bad (7) = m —1 (mod 3). # =n” +1 (mod 2)

» Dn’, O(n’) d(n’) = 0 Vv — 1.

So far we have only shown the genesis of laws ; consequences

arise when we add to the axiomsa proposition involving e.g.

a particular value of n, from which we can deduce propositions

in the primary system not of the form (n) . . . These wecall

the consequences. |
If we take it in its mathematical form we can explain the

idea of a theory as follows: Instead of saying simply what

we know aboutthe values of the functions with which we are

concerned, we say that they can beconstructed in a definite

way given by the dictionary out of functions satisfying

certain conditions given by the axioms. |

Such then is an example of a theory ; before we go on to

discuss systematically the different features of the example

and whether they occur in any theory, let us take some

questions that might be asked about theories and see how

they would be answered in the present case.

1. Can we say anything in the language of this theory

that we could not say withoutit ?

Obviously not ; for we can easily eliminate the functions

of the second system and so say in the primary system all

that the theory gives us.
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2. Can we reproducethe structure of our theory by means

of explicit definitions within the primary system ?

[This question is important because Russell, Whitehead,

Nicod and Carnapall seem to suppose that we can and must

do this.1]

Here there are somedistinctions to make. We might, for

instance, argue as follows. Supposing the laws and conse-

quences to be true, the facts of the primary system must

be such as to allow functionsto bedefined with all the properties

of those of the secondary system, and these give the solution

of our problem. But the trouble is that the laws and con-

sequences can be made true by a numberofdifferent sets of

facts, corresponding to each of which we might have

different definitions. So that our problem of finding a single

set of definitions which will make the dictionary and axioms

true whenever the laws and consequences are true,is still

unsolved. We can, however, at once solve it formally, by

disjoining the sets of definitions previously obtained ; 1.e. if the

different sets of facts satisfying the laws and consequencesare

P,, Pz, Ps, and the corresponding definitions of a(n, m) are

a(n, m) = L, {A,B,C .. ., ", m}

L, {A, B, C,.. ., , m} etc.

we makethe definition

a(n,m) =P, DL,{A,B,C... n,m}.

P,2L,{A, B,C... %, m}.

etc.

Such a definition is formally valid and evidently fulfils

our requirements.

1 Jean Nicod, La Géométrie dans le Monde Sensible (1924), translated
in his Problems of Geometry and Induction (1930): Rudolf Carnap,
Der Logische Aufbau der Welt (1928).
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What can be objected to it is complexity and arbitrari-

ness, since L,, L, . . . can probably be chosen each in

many ways.

Also it explicitly assumes that our primary system isfinite

and contains a definite number of assignable atomic

propositions.

Let us therefore see what other waysthere are of proceeding.

We might at first sight suppose that the key lay simply

in the dictionary; this gives definitions of A, B,C... in

terms of a, 8, y . . . Can we notinvertit to get definitions of

a, 8B, y...in terms of A, B,C ...? Or, in the mathe-

matical form, can wenotsolve the equations for a, B,y.. .
in termsof g, x, ~ . . ., at any rate if we add to the dictionary,
as we legitimately can, those laws and axioms which merely

state what values the functions are capable of taking ?

When, however, we look at these equations (ji), (ii), (iii)

whatwefind is this : If we neglect the limitations on the values
of the functions they possess an integral solution provided
y(m) can be found from (ii) so as always to be a factor of
p(n), 1.e. in general always to be + 1 or 0 and neverto vanish
unless ¢(m) vanishes. This is, of course, only true in virtue
of the conditions laid on ¢ and y by the laws ; assuming these
laws and the limitation on values, we get the solution

a(n) = z b(n) + C, (mod 3)

y(n) = 3 x(n) + Cy

for a and y.

And for B(, m) no definite solution but e.g. the trivial
one A(n, m) = ¢(n) (assuming y(n) = 1 or 0).
Here C, must be chosen so as to make y(n) always 1 or 0;

and the value necessary for this purpose dependson thefacts
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of the primary system and cannot be deduced simply from the
laws. It must in fact be one or nought:

(a) If there is a least positive or zero m for which y(n) 40,

according as y(m) for that mis —1 or + 1.

(5) If there is a least negative » for which y(n) 0, according

as x(m) for that m is + 1 or —1.

(c) If for no # x(n) 0 it does not matter whether C,

is + 1 or —1.

Wethus have disjunctive definition of C, and so of y(n).

Again although any value of C, will satisfy the limitations on

the value of a(m), probably only one such will satisfy the

axtoms, and this value will again have to be disjunctively

defined. And, thirdly, B(x, m) is not at all fixed by the equa-

tions, and it will be a complicated matter in which weshall

again have to distinguish cases, to say which of the many

possible solutions for B(n, m) will satisfy the axioms.

Weconclude, therefore, that there is neither in this case

nor in general any simple way of inverting the dictionary

so as to get either a unique or an obviously preeminent

solution which will also satisfy the axioms, the reason for this

lying partly in difficulties of detail in the solution of the

equations, partly in the fact that the secondary system has a

higher multiplicity, i.e. more degrees of freedom, than the

primary. In our case the primary system contains three one

valued functions, the secondary virtually five [B(n, 1), B(n, 2),

B(n, 3), a(n), y(n)] each taking 2 or 3 values, and suchan

increase of multiplicity is, I think, a universal characteristic

of useful theories.

Since, therefore, the dictionary alone does not suffice,

the next hopeful methodis to use both dictionary and axioms

in a way which is referred to in many popular discussions

of theories whenit is said that the meaning of a proposition -

about the external world is what we should ordinarily regard
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as the criterionor test of its truth. This suggests that we should

define propositions in the secondary system by their criteria

in the primary.
In following this method we havefirst to distinguish the

suffictent criterion of a proposition from its necessary criterion.

If # is a proposition of the secondary system, we shall mean

byits sufficient criterion, o(p), the disjunction of all proposi-
tions g of the primarysystem suchthat# is a logical consequence

of q together with the dictionary and axioms, and such that

~q is not a consequence of the dictionary and axioms.

On the other hand, by the necessary criterion of p, 7(p) we

shall mean the conjunction of all those propositions of the

primary system which follow from # together with the

dictionary and axioms.

Wecan elucidate the connection of o(p) and + () as follows.

Consider all truth-possibilities of atomic propositions in

the primary system which are compatible with the dictionary

and axioms. Denote such a truth-possibility by 7, the

dictionary and axioms by a. Then o(f) is the disjunction

of every 7 such that

y p ais a contradiction,

+ (p) the disjunction of every 7 such that

y p ais not a contradiction.

If we denote by L the totality oflaws and consequences,i.e.

the disjunction of every y here in question, then we

have evidently

o(f): s:L.~7(~9), (i
1 The laws and consequences need not be added, since they follow

from the dictionary and axioms. It might be thought, however, that
we should take them instead of the axioms, but it is easy to see that
this would merely increase the divergence between sufficient and
necessary criteria and ingeneral the difficulties of the method. The
last clause could be put as that -~~g must not follow from or be a law
or consequence.
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tT(p): =: L.~o(~?), (ii)

o(p) vr (~p). =. L. (iii)

Wehavealso

o(p1 - Ps) : =: 0(f,) . o(f), (iv)
for ~, . p, follows from g when and only when #, and 4,

both follow.

Whence,or similarly, we get the dual

T (b1 V ps). = « T (Pi) VT (D3). (v)

Wealso have

a(p) 2 + (P), (vi)

(Consider the 7’s above.)

o(p) Vo(~p).D.L.D.7(p) v7 (~)), (vii)
(from iii)

and from (vi), (ii), (iii).

o(p). D.~o(np).L, (viii)

L.~wr(~p).D.7(p). (ix)

Lastly we have

o(p;) V o(ps) .5 . a(p, V p>). (x)

Since if g follows either from #, or from #,it follows from

?,V pe; and the dual )

t(py - pe) - 2D. 7 (Py) « T (Do). (xi)

On the other hand, and this is a very important point, the

conversesof (vi)—(xi) are not in general true. Let usillustrate

this by taking (x) and considering this ‘7’:

B(0) . A(0):”0.2,.A(n) . Bin).
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C(n). =n." =0:D(n). =,.n=1.

(n). En. Fn,

i.e. that the man’s eyes are only open once whenheseesblue.

From this we can deduce a(0, 2) v a(0, 3)

. This r D ofa(0, 2) v a(0, 3)}.

But we cannot deduce from it a(0, 2) or a(0, 3), since it is

equally compatible with either. Hence neither of{a(0, 2)}

nor o{a(0, 3)} is true. Hence we do not have

o {a(0, 2) va(0, 3)} Do {a(0, 2)} vo {a(0, 3)}.

It follows from this that we cannot give definitions such

that, if d is any proposition of the secondary system, # will in

virtue of the definitions mean o() [or alternatively + (f)], for

if ~, is defined to mean o(f,), p, to mean o(,), p, V pg will

mean o(f,) Vv o(f,), which is not, in general, the same as

o(p; V~.). We can therefore only use o to define some of

the propositions of the secondary systems, what we mightcall

atomic secondary propositions, from which the meaningsof

the others would follow.

For instance, taking our functions a, B, y we could proceed

as follows : |

y(n) is defined as A(n) v B(n), where there is no difficulty

as A(n) v B(n) = ofy(n)} = 7 {y(n)}.
B(n, m) could be defined to mean ofB(n, m)}, i.e. we should

say place m was ‘ blue at time #, only if there were proof that

it was. Otherwise we should say it was not ‘blue’ (‘red’ in

common parlance).

B(n, m) would then mean o{B(n, m)} not o{B(m, m)}.

Alternatively we could use 7, and define

B(n, m) to be r {B(n, m)},

and (n,m) would be 7 {B(n, m)}
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In this case we should say m was ‘blue’ whenever there was

no proof that it was not; this could, however, have been

achieved by means of o jf we had defined B(n, m) to be

~ B’(n, m), and f’(n, m) to be ofB’(n, m)}, i.e. applied o to B
instead of B.

In generalit is clear that + always gives what could be got

from applying o to the contradictory, and we may confine our

attention to o.

It makes, however, a real difference whether we define

B or B by meansofo,especially in connection with place 3.

For we have no lawas to the values of B(n, 3), nor any way

of deducing one except when a(#, 3) is true and A(m) or

B(n) is true.

If we define B(n, 3) to be ofB(m, 3)}, we shall say that 3

is never blue except when we observe it to be; if we define

B(n, 3) to be ofB(n, 3)} we shall say it is always blue except

when weobserveit not to be.

Coming nowto a(n, m) we could define

a(n, 1) = of{a(n, 1)},

a(n, 2) = o{a(n, 1) v a(#, 2)} . e{a(n, 1)},

a(n, 3) = o{a(n, 1) v a(n, 2)};

and we should for any have one and only one of a(n, 1),

a(n, 2), a(n, 3) true: whereas if we simply put

a(n, m) = o{a(n, m)},

this would not follow, since

o{a(n, 1)}, of{a(n, 2)}, ofa(n, 3)}

could quite well all be false.

[E.g. if (nm). A(n) . B(n)]

Ofcourse in all these definitions we must suppose o{a(n, m)}

etc., replaced by what on calculation we find them to be. As
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they stand the definitions look circular, but are not when

interpreted in this way.

For instance o{a(n, 1)} is L, ie. laws (1)-(5) together with

(3741, %) . 2(m,, m) . 2(mg, m) . 2, FE ny (mod 2). Bn, . Bug.

V. (3%, %g, 5) . 2(,, 2) . 2(mg, M) .2(ng, ) .m, HF , (mod 2),

An, .An,. Bn, .

V. (33%, Mg) . 1(ny, 2) . 2(me, n) . Bn, . Brg.

Such then seem to be the definitions to which weare led

by the popular phrase that the meaning of a statementin the

second system is given byits criterion in the first. Are they

such as we require ? |

Whatwe wantis that, using these definitions, the axiomsand

dictionary should be true whenever the theory is applicable,

i.e. whenever the laws and consequences are true; i.e. that

interpreted by means of these definitions, the axioms and

dictionary should follow from the laws and consequences.

It is easy to see that they do not so follow. Take for instance

the last axiom on p. 216: |

(n) : B(n, 2). =. Bln + 1, 2),

which meansaccordingto our definitions

(n) : ofB(s, 2)}. =. G{B(n + 1, 2)},

which is plainly false, since if, as is perfectly possible, the

man has never openedhis eyes at place 2, both o {B (, 2)} and

o{B(m + 1, 2)} will be false.

(The definition by + is no better, since r {B (m, 2)} and

+ (B ( + 1, 2)) would both betrue.)

This line of argument is, however, exposed to an objection

of the following sort: If we adopt these definitions it is true

that the axiomswill not follow from the laws and consequences,

but it is not really necessary that they should. For the
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laws and consequences cannot represent the whole empi-ical

(i.e. primary system) basis of the theory. It is, for instance,

compatible with the laws and consequences that the man

should never have hadhis eyes open at place 2; but how could

he then have ever formulated this theory with the peculiar

law of alternation which he ascribes to place 2? What we

want in order to construct our theory by meansof explicit

definitions is not that the axioms should follow from the laws

and consequencesalone, but from them together with certain

existential propositions of the primary system representing

experiences the man must have had in order to be able with

any show of reason to formulate the theory.

Reasonable though this objection is in the present case,

it can be seen by taking a slightly more complicated theory

to provide us with no general solution of the difficulty ;

that is to say, such propositions as could in this way be added

to the laws and consequences would not always provide a

sufficient basis for the axioms. For instance, suppose the

theory provided for a whole system of places identified by

the movement sequencesnecessary to get from one to another,

and it was found and embodied in the theory that the colour of

each place followed a complicated cycle, the same for each

place, but that the places differed from one anotheras to the

phase of this cycle according to no ascertainable law. Clearly

such a theory could be reasonably formed by a man who

had not had his eyes open at each place, and had no grounds

for thinking that he ever would openhis eyesatall the places

or even visit them at all. Suppose then m is a place he never

goes to, and that B(x, m) is a function of the second system,

signifying that m is blue at ”; then unless he knows the

phase of m, we can never have o{8(n, m)}, but if e.g. the cycle

gives a blue colour once in six, we must have from an axiom

B(0, m) v B(1, m)v... Vv B(6, m). We have, therefore,

just the samedifficulty as before.
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If, therefore, our theory is to be constructed by explicit

definitions, these cannot be simple definitions by means of

o (or 7), but must be more complicated. For instance, in

regard to place 2 in our original example we can define

B(0, 2) as ofB(0, 2)},

B(n, 2) as ofB(0, 2)} if n is even,

. ~~ ofB(0, 2)} if is odd.

I.e. if we do not know which phaseit is, we assumeit to be

a certain one, including that ‘ assumption ’ in our definition.

E.g. by saying the phase is blue-even, red-odd, we mean that

we have reason to think it is; by saying the phaseis blue-odd,

red-even, we mean not that we have reason to think it is

but merely that we have noreason to think the contrary.

But in general the definitions will have to be very com-

plicated ; we shall have,in order to verify that they are com-

plete, to go through all the cases that satisfy the laws and

consequences (together with any other propositions of the

primary system wethink right to assume) andsee that in each

case the definitions satisfy the axioms, so that in the end we

shall come to something very like the general disjunctive

definitions with which we started this discussion (p. 220).

At best we shall have disjunctions with fewer terms and

more coherence and unity in their construction ; how much

will depend on the particular case.

We could see straight off that (in a finite scheme) such

definitions were always possible, and by means of o and +r we

havereached noreal simplification.

3. We have seen that we can always reproduce the structure

of our theory by means of explicit definitions. Our next

question is ‘Is this necessary for the legitimate use of the

theory ?’

129



THEORIES

To this the answer seemsclear that it cannot be necessary,

or a theory would be no useat all. Rather thangiveall these

definitions it would be simpler to leave the facts, laws and

consequences in the language of the primary system. Also

the arbitrariness of the definitions makesit impossible for them

to be adequate to the theory as somethingin process of growth.

For instance, our theory does not give any law for the colour

of place 3; we should, therefore, in embodying our theory

in explicit definition, define place 3 to be red unless it was

observed to be blue (or else vice versa). Further observation

might now lead us to add to our theory a new axiom about

the colour of place 3 giving say a cycle which it followed ;

this would appear simply as an addition to the axioms, the

other axiomsand the dictionary being unaltered.

But if our theory had been constructed by explicit defini-

tions, this new axiom would not be true unless we changed

the definitions, for it would depend on quite a different

assignment of colours to place 3 at times when it was

unobserved from our old one (which always madeit red at

such times), or indeed from any old one, except exactly that

prescribed byour new axiom, which we should neverhavehit

on to use in ourdefinitions unless we knew the new axiom

already. That is to say, if we proceed by explicit definition

we cannot add to our theory without changing the definitions,

and so the meaningof the whole.

[But though the use of explicit definitions cannot be

necessary,it is, I think, instructive to consider (as we have done)

how such definitions could be constructed, and upon what

the possibility of giving them simply depends. Indeed

I think this is essential to a complete understanding of the

subject.]

4, Taking it then that explicit definitions are not necessary,

how are we to explain the functioning of our theory without

them ?
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Clearly in such a theory judgment is involved, and the

judgments in question could be given by the laws and

consequences, the theory being simply a language in which

they are clothed, and which we can use without working out

the laws and consequences.

The best way to write our theory seemsto bethis (3a, f, y) :

dictionary . axioms.

The dictionary being in the form of equivalences.

Here it is evident that a, B, y are to be taken purely

extensionally. Their extensions may befilled with intensions

or not, but this is irrelevant to what can be deduced in the

primary system.

Any additions to the theory, whether in the form of

new axioms or particular assertions like a(0, 3), are to be

made within the scope of the original a, 8, y. They are not, |

therefore, strictly propositions by themselves just as the

different sentences in a story beginning ‘Once upon a time’

have not complete meanings and so are not propositions by

themselves.

This makes both a theoretical and a practical difference:

(a) When we ask for the meaning of e.g. a(0, 3) it can

only be given when we know to whatstock of ‘ propositions’

of thefirst and second systems a(0, 3) is to be added. Then the

meaning is the difference in the first system between

(3a, B, y) : stock . a(0, 3), and (ga, B, y) . stock. (We include

propositions of the primary system in our stock although

these do not contain a, 8,y.)

This account makes a(0, 3) mean something like what

wecalled above r{a(0, 3)}, but it is really the difference between

t{a(0, 3) + stock} and 7 (stock).

(5) In practice, if we ask ourselves the question ‘“‘ Is a(0, 3)

true ? ’’, we have to adopt an attitude rather different from

that which we should adopt to a genuine proposition.

For we do not add a(0, 3) to our stock whenever we think
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we could truthfully do so, i.e. whenever we suppose

(3a, B, vy): stock . a(0, 3) to be true. (ga, B, y): stock.

a(0, 3) might also be true. We have to think what else we

might be going to add to our stock, or hoping to add, and

consider whether a(0, 3) would be certain to suit any further

additions better than a(0, 3). E.g. in our little theory either

B(n, 3) or B(n, 3) could always be added to any stock which
includes a(n, 3) .v.A(n) . B(n). But we do not add either,
because we hope from the observed instances to find a law

and then to fill in the unobserved ones according to that

law, not at random beforehand.

So far, however, as reasoning is concerned,that the values

of these functions are not complete propositions makes no

difference, provided we interpret all logical combination

as taking place within the scope of a singleprefix (qa, B, y) ; e.g.

 
 

Bin, 3) . Bin, 3) must be (af): Bim, 3) . A(x,3),

not (38) B(m, 3) . (38) B(n,3).

For we can reason about the characters in a story just as

well as if they were really identified, provided we don’t take

part of what we say as aboutonestory, part about another.

We can say, therefore, that the incompleteness of the

‘ propositions ’ of the secondary system affects our disputes
but not our reasoning.

 

5. This mention of ‘disputes’ leads us to the important

question of the relations between theories. What do we mean

by speaking of equivalent or contradictory theories? or by

saying that one theory is contained in another,etc. ?

In a theory we mustdistinguish two elements :

(1) What it asserts : its meaning or content.

(2) Its symbolic form.

Two theories are called equivalent if they have the same
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content, contradictory if they have contradictory contents,

compatible if their contents are compatible, and theory A is

said to be contained in theory B if A’s content is contained in

B’s content.

If two theories are equivalent, there may be moreorless

resemblance between their symbolic forms. This kind of

resemblance is difficult if not impossible to define precisely.

It might be thought possible to define a definite degree

of resemblance by the possibility of defining the functions

of B in terms of those of A, or conversely ; but this is of no

value without somerestriction on the complexity of the

definitions. Ifweallow definitions of any degree of complexity,

then, at least in the finite case, this relation becomes simply

equivalence. For each set of functions can be defined in

terms of the primary system and therefore of those of the

other secondary system via the dictionary.

Two theories may be compatible without being equivalent,

le. a set of facts might be found which agreed with both,

and another set too which agreed with one but not with the

other. The adherents of two such theories could quite well

dispute, although neither affirmed anything the other denied.

For a dispute it is not necessary that one disputant should

assert #, the other #. It is enough that one should assert

something which the other refrains from asserting. E.g.

one says ‘ If it rains, Cambridge will win’, the other ‘ Even

if it rains, they will lose ’. Now, taken as material implications

(as we must on this view of science), these are not incompatible,

since if it does not rain both are true. Yet each can show

grounds for his own belief and absence of grounds for his
rival’s,

People sometimes ask whether a ‘proposition’ of the

secondary system has any meaning. We can interpret
this as the question whether a theoryin whichthis proposition
was denied would be equivalentto one in which it was affirmed.
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This dependsof course on whatelse the theory is supposed to

contain ; for instance, in our example A(n, 3) is meaningless

coupled with a(n, 3) v y(n). But not so coupled it is not

meaningless, since it would then exclude my seeing red under

certain circumstances, whereas B(n, 3) would exclude my

seeing blue under these circumstances. It is possible that these

circumstances should arise, and therefore that the theories

are not equivalent. In realistic language we say it could

be observed, or rather might be observed (since ‘ could’

implies a dependence on ourwill, which is frequently the case

but trrelevant), but not that it will be observed.

Even coupled with a(, 3) v y(n), B(n, 3) might receive a

meaning later if we added to our theory some law about the

colour of 3. [Though then again f(, 3) would probably

be a consequence of or a contradiction to the rest : we should

then, I think, say it had meaning since e.g. B(n, 3) would

give a theory, 8(n, 3) a contradiction.]
It is highly relevant to this question of whether propositions

have meaning, not merely what general axioms we include

in our theory, but also what particular propositions. Has it

meaning to say that the back of the moon has surface of

green cheese? If our theory allows as a possibility that

we might gothere or find out in any other way, then it has

meaning. If not, not; 1.e. our theory of the moon is very

relevant, not merely our theory of things in general.

6. We could ask: in what sort of theories does every

‘proposition’ of the secondary system have meaning in

this sense ?

I cannot answer this properly, but only very vaguely and

uncertainly, nor do I think it is very important. If the

theory is to correspond to an actual state of knowledgeit must

contain the translations through the dictionary of many

particular propositions of the primary system. These will,

almost certainly, prevent many‘ propositions’ of the secondary
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system from having any direct meaning. E.g. if it is stated

in the theory that at time ” I am at place 1, then for place 2

to be blue at that time # can have no direct meaning, nor

for any very distant place at time » +1. If then such

‘ propositions ’ are to have meaning atall, it must either be

because theyor their contradictories are included in the theory

itself (they then mean ‘nothing’ or ‘ contradiction’) or in

virtue of causal axioms connecting them with other possible

primary facts, where ‘ possible’ means not declared in the

theory to befalse.

This causationis, of course, in the second system, and must

be laid down in the theory.

Besides causal axiomsin the strict sense governing succes-

sion in time, there may be others governing arrangement in

space requiring, for instance, continuity and simplicity. But
these can only be laid downif we are sure that they will not
come into conflict with future experience combined with the
causal axioms. In a field in which our theory ensures this

we can addsuch axiomsof continuity. To assign to nature the

simplest course except when experience proves the contrary
is a good maxim of theory making, but it cannot be put into
the theory in the form ‘ Natura non facit saltum’ except
when wesee her do so.

Take, for instance, the problem “Is there a planet of the
size and shape of a tea-pot?”’ This question has meaning
so long as we do not know that an experiment could not
decide the matter. Once we know this it loses meaning,
unless we restore it by new axioms, e.g. an axiom as to the
orbits possible to planets.

But someonewill say “‘ Is it not a clear question with the
onus proband: by definition on one side? ’’ Clearly it means
‘* Will experience reveal to us such a tea-pot?”’ I think not;
for there are three cases:

(1) Experience will show there is such a tea-pot.
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(2) Experience will show there is not such a tea-pot.

(3) Experience will not show anything.

And we can quite well distinguish (2) from (3) though the

objector confounds them. |

This tea-pot is not in principle different from a tea-pot

in the kitchen cupboard.
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In dealing with the motion of bodies we introduce the

notion of mass, a quality which we do not observe but which

we use to account for motion. We can only ‘ define ’ it hypo-

thetically, which is not really intelligible when you think it

out. E.g. ‘It had a mass 3 = If we hadfired at it a given

body (mass 1) at 3 times its velocity which coalesced with it

the resulting body would have been at rest’ is an unfulfilled

conditional intelligible only as a consequenceof a law, namely

a law of mechanics stated in terms of mass. The truth is that

we deal with our primary system as part of a fictitious

secondary system. Here we havea fictitious quality, and

we can also havefictitious individuals. This is all made clear

in my account of theories.

Singular propositions in the secondary system we believe

with such and such degrees of probability just as in the

primary system. Fictitiousness is simply ignored; we

speculate about a body’s weight just as much as aboutits

position, without for a moment supposing that it has not one

exact weight. The only difference is that we are not ultimately

interested in fictitious propositions, but use them merely

as intermediaries: we do not care about them for their own

sake. General propositions in the secondary system we treat

just like variable hypotheticals, and so with chances.

A theoryis a way of saying the singular primary propositions

and the variable hypotheticals that follow from it. If two

theories agree in these they are equivalent, and there is a more

or less complicated translation of one into the other. Other-

wise they differ like two disagreeing variable hypotheticals.

No proposition of the secondary system can be understood

apart from the whole theory to which it belongs. If a man
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says ‘ Zeus hurls thunderbolts ’, that is not nonsense because

Zeus does not appear in my theory, and is not definable in

terms of my theory. I have to consider it as part of a theory

and attend to its consequences, e.g. that sacrifices will bring

the thunderbolts to an end.

It is possible to have a ‘ realism ’ about termsin the theory

similar to that about causal laws, and this is equally foolish.|

* There is such a quality as mass’ is nonsense unless it means

merely to affirm the consequences of a mechanical theory.

This must be set out fully sometime as part of an account

of existential judgments. I think perhapsit is true that the

theory of general and existential judgments is the clue to

everything.

[What can be asked about mass,is the possibility of defining

it in some way. E.g. ‘ Arsenic’ is not an indefinable now,

but was at the beginning of chemistry. N.B.—Hypothetical

definition is not definition ; e.g. ‘If I were dissolving it, it

would . . .’, but I’m not.]

An interesting problem arises as to what would happenif

another man’s thinking lay in my secondary system. (Or

even my own thinking ? Someanalogy to alleged circularity

in theory of causation.] This would be the case if he were

acquainted with massor electric charge,but of course nooneis.

ButI feel there may be morein it when wegetto a sensational

level. For instance, a blind man is going to be operated on,

and thinksheis going to be able to see: then colouris to him

(we can plausibly suppose) at present merely a theoretical

idea, i.e. a term of his secondary system, with which he

thinks he will be acquainted ; i.e. part of his future thinking

lies in his present secondary system.

Of course, causal, fictitious, or ‘ occult’ qualities may

cease to be so as science progresses. E.g. heat, the fictitious

cause of certain phenomena of expansion (and sensations,

but these could be disregarded and heat considered simply
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so far as it comes into mechanics), is discovered to consist

in the motionof small particles.

So perhaps with bacteria and Mendelian characters or
genes.

This means,of course, that in a later theory these parametric

functions are replaced by functions of the given system.

It is quite false to say with Norman Campbell that‘ really ’

is the sign of a theoretical idea. Any change in a theory by
which some simple term is replaced by a complex one can be

expressed by saying it ‘really’ is so-and-so. Especially

when a fictitious idea is replaced by primary onesas in the

above examples. Campbell thinks that e.g. atomic theory

of gases explains primary properties, e.g. temperature, by

fictitious ones, e.g. bombardment. But the use of ‘ really ’

is only natural on the exactly contrary view.
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LAW AND CAUSALITY

A. UNIVERSALS OF LAW AND OF FACT (1928)

1 The difference according to Johnson! is that universals

of law apply over a wider range than do universals of fact, 1.e.

over a wider range than everything, which is impossible

(range of x in (x).¢xD yx is everything).

2 The difference according to many is that when all A

are B is a universal of fact it 1s short for this A is B, that

Ais B,...; this is not true; the universal mayin thefirst

instance be discovered inthis sense, but as soonasit is told to

someoneelse it ceases to have this sense, because the hearer

does not know how many,or what, As there are, but merely

that all that there are are B. But this does not mean that to

the hearer the universal is one of law.

3 The difference according to Braithwaite? is that uni-

versals of law are believed on grounds which are not demon-

strative. This will not do because

(a) some universals of law are not believed at all

(b) some universals of fact are believed on non-demonstra-

tive grounds

(c) some universals of law are believed on grounds whichin

his sense are demonstrative.

Any oneof these contentionsis enough to upsethis definition.

Let us take them in turn.

4 (a) We many of us think many characteristics of

1W. E. Johnson, Logic, Part III (1924), Chapter 1}.
*R. B. Braithwaite, ‘‘ The Idea of Necessary Connexion ’’, Mind 36

(1927), pp. 467-77 ; 37 (1928), pp. 62-72.

140



LAW AND CAUSALITY

offspring are caused by (unknown) characteristics of the

chromosomes of the uniting cells; but on Braithwaite’s

view to think this is to think that we know what character-

istics of the chromosomesthey are; it is not enough to say

(3¢): ¢(chromosomes) > aways p(Offspring);

if we say the universal is causal we mean

(3¢): $(chromosomes) > aiways y(offspring) is believed,

whichis patentlyfalse until ¢ has been discovered. It might

be replied that what we want is not ‘ is believed ’ but either

‘ will be believed ’, ‘ would be believed ’, or ‘ could be believed’.

5 Of these amended versions ‘ will’ clearly will not do;

the causes of hereditary characteristics are not altered, if a

new barbarian invasion checks the progress of science;

‘ would * would be circular as it means that certain circum-

stances would cause it to be believed; ‘could’ be believed

would either meanthis too or else something radically different

to be consideredlater.

6 (5) What is clearly only a universal of fact, e.g. ‘ every-

one there was asleep ’, mayeasily not be believed on demon-

strative grounds: e.g. it may be believed on testimony; or

because I said something which anyone who was awake would

probably have answered.

7 (c) This point is not so clear as the others, owing to an

ambiguity as to what ‘ universalof law ’ is supposedto include;

if it means a universal whose subject term does not mention

any particular portion of space-time, it would be better to

make this clearly part of the definition. Otherwise take

‘ Wheneverthis balloon wasfilled with hydrogen and let go,

it rose’; this, or something like it only more complicated,is

surely a universal of law and yet might be believed as a result

of observingall its instances.

8 In order to get nearer a correct solution let us classify

universals a little more precisely; as we have the following
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classes

(1) the ultimate laws of nature

(2) derivative laws of nature, 1.e. general propositions

deducible from the ultimate laws

(3) what are called laws in a loose sense; 1.e. general pro-

positions deducible from the ultimate laws together with

various facts of existence assumed to be knownby every-

one, e.g. bodies fall

(4) universals of fact; but these cannot be sharply dis-

tinguished from (3) ; on a determinist view all of them could

be deducible from the ultimate laws together with enough

facts of existence.

9 This table of classes might perhaps suggest the following

solution ; the fundamental distinction is between (1) and (2)

on the one hand,and (3) and (4) on the other, andit is that

universals in classes (1) and (2) mention no particular portion

of space-time whereas those in (3) and (4) do (hence the

need for facts of existence to deduce them). Between (1) and

(2), and between (3) and (4), the distinction is a vague one,

in the first case of artificial arrangement, in the second of

amount of fact required for their deduction.

10 This solution would not, however, do; because there

are universals belonging to (3) and (4), which mention no

particular portion of space-time but still do not follow from

the ultimate laws; thus all Conservative prime ministers of

England between 1903 and 1928 have names beginning with

B; and so probably all Conservative prime ministers of a

country with 40,000,000-50,000,000 inhabitants, whose capital

is called ‘ London’ and has 7,000,000 inhabitants... ata

time when that country has between 2-27 years previously

lost a queen who hasruled for 64 years .. . have their names

beginning with B. If we put in enoughdetail weshall (unless

the world repeats itself endlessly with just a few details
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different each time) get a true generalization which mentions

no particular portion of space-time but this would not be a

law of nature. .

11 What is it then that is true of universals of classes (1)

and (2) and not of those classes (3) and (4)? We have seen

that it is not their spatio-temporal indifference, not that they

are believed; nor we may remark is it any combination of

these characters, for the fact that they are believed or might

be believed is quite irrelevant ; anything whatever can be

believed on authority or testimony. Also the difference

would still persist if we knew everything.

12 This last point gives us the clue; even if we knew

everything, we should still want to systematize our knowledge

as a deductive system, and the general axiomsin that system

would be the fundamental laws of nature. The choice of

axioms is bound to some extent to be arbitrary, but what is

less likely to be arbitrary if any simplicity is to be preserved

is a body of fundamental generalizations, some to be taken as

axioms and others deduced. Someother true generalizations

will then only be able to be deduced from these by the help of

particular facts of existence. These fundamental generaliza-

tions will then be our universals of classes (1) and (2), the

axioms formingclass(1).

13 As it is, we do not know everything ; but what we do

knowwetend to organize as a deductive system and call its

axioms laws, and we consider how that system would goif we

knewa little more and call the further axioms or deductions

there would then be, laws (we think there would be ones of a

certain kind but don’t know exactly what). Wealso think

how all truth could be organized as a deductive system and

call its axioms ultimate laws.

14 The propertv of a universal that it would be an axiom

in a deductive system covering everything is not really

hypothetical; the concealed if is only a spurious one; what
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is asserted is simply something about the whole world, namely

that the true general propositions are of such formsthat they

form a system of the required sort with the given proposition

in the required place; it is the facts that form the system in

virtue of internal relations, not people’s beliefs in them in vir-

tue of spatio-temporal ones. Of course the system is required

to be as simple as possible ; but this is another vague formal

property, not a causal one, or if causal shorn of its causality ;

see § 16.

15 It will be objected that when we use the notion of a

law as in a statement of causal implication, we do not say

anything about a grand deductive system. The answeris that

we do do this so soon as we pass beyond the mere material or

formal implication. But that the important part of statements

of causal implication is always just the material or formal

implication which has no reference to system. It is only the

philosopher or systematizer or emotionalist whois interested

in the rest. All the practical man wants to know is that

all people who take arsenic die, not that this is a causal

implication, for a universal of fact is within tts scope just as

good a guide to conduct as a universal of law.

16 A danger always to be thought of, 1s that belief being

a causal fact we must not involve it in the analysis of cause.

The above theory avoids that; see $14. An alternative way

of avoidingit is to say that the belief, if any, that occurs in the

analysis of cause is belief shorn of its causality, 1.e. with the

causal implications reduced to material ones.

17 The laws involved in causal tmplications are classes

(1), (2) above. Not class (3) ; in the cases in which we should

naturally appeal to a universal of class (3), we can by extend-

ing our 7 make fr 3q an instance of one of class (2) instead;

and it is the possibility of doing this within the implied

limitations on 7 which in effect distinguishes class (3) from

class (4). |
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Let us consider the meaning of general propositions in a

clearly defined given world. (In particular in the common

sense material world.) This includes the ordinary problem

of causality.

As everyone except us ! has always said these propositions

are of two kinds. First conjunctions: e.g. ‘ Everyone in

Cambridge voted’; the variable here is, of course, not

people in Cambridge, but a limited region of space varying

according to the definiteness of the speaker’s idea of

* Cambridge’, which is ‘ this town’ or ‘ the town in England

called Cambridge’ or whatever it may be.

Old-fashioned logicians wereright in saying that these are

conjunctions, wrong in their analysis of what conjunctions

they are. But right again in radically distinguishing them

from the other kind which we maycall variable hypotheticals :

e.g. Arsenic is poisonous: All men are mortal.

Why are these not conjunctions ?

Let us put it this way first: What have they in common

with conjunctions, and in what do they differ from them ?

Roughly we can say that when we look at them subjectively

they differ altogether, but when we look at them objectively,

le. at the conditions of their truth and falsity, they appear

to be the same.

(x) . ¢x differs from a conjunction because

(a) It cannot be written out as one.

(5) Its constitution as a conjunction is never used; we

never use it in class-thinking except in its application to a

finite class, i.e. we use only the applicative rule.

1 (I.e. Ramsey and Braithwaite: see A above].
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(c) [This is the sameas (5) in another way.] It always goes

beyond what we know or want; cf. Mill on ‘ All men are

mortal ’ and ‘ The Duke of Wellington is mortal ’. It expresses

an inference we are at any time prepared to make, not a

belief of the primary sort.

A belief of the primary sort is a map of neighbouring space

by which we steer. It remains such a map however much

we complicate it or fill in details. But if we professedly

extend it to infinity, it is no longer a map; we cannot take

it in or steer by it. Our journey is over before we need its

remoter parts.

(d) The relevant degree of certainty is the certainty of

the particular case, or of a finite set of particular cases; not

of an infinite number which we never use, and of which

we couldn’t be certainatall.

(x) . dx resembles a conjunction

(a) In that it contains all lesser, i.e. here all finite, con-

junctions, and appearsasa sort of infinite product.

(6) When we ask what would makeit true, weinevitably

answerthatit is true if and only if every x has g; i.e. when

' we regard it as a proposition capable of the two cases truth

and falsity, we are forced to makeit a conjunction, and to have

a theory of conjunctions which we cannot express for lack of

symbolic power.

[But what we can’t say we can’t say, and we can’t whistle

it either.]

If then it is not a conjunction, it is not a proposition at

all; and then the question arises in what waycan it be right

or wrong.

Nowin thecase of a proposition right and wrong, i.e. true

or false, occur doubly. They occur to the man who makes

the proposition whenever he makes a truth-function of it,

i.e. argues disjunctively about the casesof its truth andfalsity.
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Now this we never do with these variable hypotheticals

except in mathematics in which it is now recognized as

fallacious. We may seem to do so whenever wediscuss the

different theories obtainable by combining different proposed

laws of nature. But here, if P is such a law, we do not consider

the alternatives P, i.e. (x) .¢x, and P, i.e. (x).dx, but we

consider either having P or not having P (where not having

it as a law in no wayimplies the law’sfalsity, i.e. (4x) . x)

or else having P = (x) . dx or having Q =(x) . dx.
The other wayin which right and wrongoccurin connection

with propositions is to an onlooker who says that the man’s

belief in the proposition is right or wrong. This, of course,

turns simply on what the onlooker thinks himself and results

from identity or difference between his view and what he takes

to be that of the man heis criticising. If A thinksp and thinks

also that B thinks #, he says B thinks truly; if he thinks p

and thinks that B thinks ~, he says B thinks falsely. But

criticism may not always be of this simple type; it is also

possible when B thinks ~, and A thinks neither » nor #,

but regards the question as unsettled. He may deem B a

fool for thinking p, without himself thinking £. This happens

almost always with hypotheticals. If B says ‘If I eat this

‘mince pie I shall have a stomach-ache’, and A says ‘No,

you won't ’, he is not really contradicting B’s proposition—at

least if this is taken as a material implication. Nor is he

contradicting a supposed assertion of B’s that the evidence

proves that so-and-so. B may make nosuchassertion, in

fact cannot always reasonably evenif heis in the right. For

he maybein the right without having proof onhis side.
In fact agreement and disagreement is possible in regard

to any aspect of a man’s view and need not take the simple
form of ‘p’, ‘dB’,

Many sentences express cognitive attitudes without being
propositions ; and the difference between saying yes or no
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to them is not the difference between saying yes or no to a

proposition. This is even true of the ordinary hypothetical

[as can be seen from the above example, it asserts something

for the case whenits protasis is true: we apply the Law of

Excluded Middle not to the whole thing but to the consequence

only] ; and much moreof the variable hypothetical.

In order therefore to understand the variable hypothetical

and its rightness or wrongness we must consider the different

possible attitudes toit ; if we know whatthese are and involve

we can proceedeasily to explain the meaning of saying that

such an attitude is right or wrong, for this is simply having

such an attitude oneself and thinking that one’s neighbour

has the sameor a different one.

Whatthenare the possible attitudes to the question—Are

all men mortal ?

(1) To believe it with more or less conviction.

(2) Not to have consideredit.

(3) Not to believe it because it is unproven.

(4) Not to believe it because convinced that a certain type

of man, who might exist, would be immortal.

(5) To disbelieve it as convinced that a particular man is

immortal.

Wehaveto analyse these attitudes; obviously in the first

instance the analysis must be in terms of beliefs in singular

propositions, and such an analysis will suffice for our present

purpose.

To believe that all men are mortal—what is it? Partly

to say so, partly to believe in regard to any x that turns up

that if he isa man he is mortal. The general belief consists in

(a) A general enunciation,

(6) A habit of singular belief.

These are, of course, connected, the habit resulting from
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the enunciation according to a psychological law which makes

the meaningof ‘ all’.

Wethus explain

(1) In termsof the notion of a ‘ habit’ ;

(2) Offers no problem ;

(3) May seem to give a problem if we ask—Whatis it that

the thinker considers? But there is really no problem: it

is not considering whether a thing is so or not, nor again

considering whether or not to do something, but a kind of

intermediary. The idea of the general statement rises, the

evidence is considered andit falls again.

In (4) and (5) it falls more decisively for the reasons given :

namely, in (4) we have another general statement which

combined with the proposed one would give a conclusion

weare disinclined for (itself a third general statement, namely

* All menare not of that type ’) ; and in (5) we have a singular

statementflatly contradicting the one proposed.

Variable hypotheticals or causal laws form the system with

which the speaker meets the future ; they are not, therefore,

subjective in the sense that if you and I enunciate different

ones we are each saying something about ourselves which pass

by one anotherlike ‘ I went to Grantchester ’, ‘I didn’t.’ For

if we meet the future with different systems we disagree even

if the actual future agrees with both so long as it might

(logically) agree with one but not with the other, i.e. so long

as we don’t believe the same things. (Cf. If A is certain, B

doubtful, they can still dispute.)

Variable hypotheticals are not judgments but rules for

judging ‘If I meet a ¢, I shall regard it asa’. This cannot
be negated but it can be disagreed with by one who does not
adoptit.

These attitudes seem therefore to involve no puzzling idea
except that of habit ; clearly any proposition about a habit
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is general, and hencethecriticism of a man’s general judgments

is itself a general judgment. But since all belief involves

habit, so does the criticism of any judgment whatever, and

I do not see anything objectionable in this. There is a feeling

of circularity about it, but I think it is illusory. Anyway we

shall recur to it below.

This account of causal laws has a certain resemblance to

Braithwaite’s,! and we must compare them closely to see

whetherit escapes the objections to which his is liable. He

said that a universal of law was one believed on grounds

not demonstrative, and I said? that that would not do for

three separate reasons :—

(2) Some universals of law are not believed at all, e.g.

unknown causal laws. |

(6) Some universals of fact are believed on grounds not

demonstrative.

(c) Some (derivative and localized) universals of law are

believed on demonstrative grounds.

I, therefore, put up a different theory by which causal

laws were consequencesof those propositions which we should

take as axioms if we knew everything and organized it as

simply as possible in a deductive system.

Whatis said above means, of course, a complete rejection

of this view (for it is impossible to know everything and
organize it in a deductive system) and a return to something

nearer Braithwaite’s. A causal generalization is not, as I

then thought, one which is simple, but one wetrust (cf. the

ages at death of poets’ cooks). We maytrust it because it

is simple, but that is another matter. When I say this I must

not be misunderstood; variable hypotheticals are not

distinguished from conjunctions by the fact that we believe

1R. B. Braithwaite, ‘‘ The Idea of Necessary Connexion,'’ Mind,
1927 and 1928.

2 (In A above].
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them, they are much more radically different. But the

evidence of a variable hypothetical being (often at least) a

conjunction, such a conjunction is distinguished from others

in that we trust it to guide us in a new instance, i.e. derive

from it a variable hypothetical.

This explains how Braithwaite came to say that laws were

those which were believed ; but, put as he putsit, it is of

course wrong, being open to the objections made above.

Braithwaite’s problem was to explain the meaning of ‘ P is

a law of nature’. Oursolution is that to say this, is to assert

P after the mannerof a variable hypothetical. [Or of course

we may extend law of nature to any conjunction following

from one in the above sense.] But this solution is incomplete

because it doesnotat all explain what we mean whenwespeak

of an unknown law ofnature, or one described but not stated,

e.g. the law that characteristics of people depend in some

way on chromosomes (but no one knows how), or, he has

discovered a law governing the extension of springs (but I

don’t know what law), where in the second instance I say he

believes a variable hypothetical, and further imply that it is

true, but since I do not know whatit is I cannot myself adopt

his attitude towardsit.

Thus in each of these cases we seem to be treating the

unknown law as a true proposition in the way our theory

Says is impossible.

The samedifficulty also occurs in the finitist theory of

mathematics, when we speak of an unknown true mathematical

proposition. In this clearer field the solution should be easier

and then extensible to the other.

An unknowntruth in the theory of numbers cannot be

interpreted as an (unknown) proposition true of all numbers,

but as one proved or provable. Provable in turn means

provable in any number of steps, and on finitist principles

the number must in some waybelimited, e.g. to the humanly
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possible. ‘So-and-so has discovered a new theorem’ means

therefore that he has constructed a proof of a certain

limited size.

Whenweturn to an unknown causal law, what is there to

correspondto the process of proof on which the above solution

turns? Clearly only the process of collecting evidence for the

causal law, and to say that there is such a law, though we

don’t know it, must mean that there are such singular facts

in some limited sphere (a disjunction) as would lead us,

did we know them,to assert a variable hypothetical. But

this is not enough, for there must not merely be facts leading

to the generalization, but this when made must not mislead

us. (Or we could not call it a true causal law.) It must

therefore be also asserted to hold within a certain limited

region taken to be the scope of our possible experience.

There was nothing correspondingto this in the mathematical

case, for a mathematical generalization must if proved hold

in any particular case, but an empirical generalization cannot

be proved ; and for there to be evidenceleading to it and for

it to hold in other casesalso are separatefacts.

To this account there are two possible objections on the

score of circularity. We are trying to explain the meaning

of asserting the existence of an unknown causal law, and our

explanation may be said to be in terms of the assertion of

such laws, and that in two different ways. Wesay it meansthat

there are facts which would lead us to assert a variable hypo-

thettcal ; and here it may be urged that this means that they

would lead us in virtue of one possibly unknown causal law

to form a habit which would be constituted by another

unknown causal law. |

To thiswe answer,first, that the causal law in virtue ofwhich

the facts would lead us to the generalization must not be any

unknown law,e.g. one by which knowledge of the facts would

first drive us mad andso to the madgeneralization, but the
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known laws expressing our methods of inductive reasoning;

and, secondly, that the unknown variable hypothetical must

here be taken to mean an unknown statement (whose syntax

will of course be known but not its terms or their meanings),

which would, of course, lead to a habit in virtue of a known

psychological law.

What we havesaid is, I think, a sufficient outline of the

answers to the relevant problemsof analysis, but it is apt to

leave us muddled and unsatisfied as to what seems the main

question—a question not of psychological analysis but of

metaphysics which is ‘Is causation a reality or a fiction;

and,if a fiction, is it useful or misleading, arbitary or indis-

pensable? ’

Wecan begin by asking whetherthese variable hypotheticals

play an essential part in our thought ; we might,for instance,

think that they could simply be eliminated and replaced by the

primary propositions which serve as evidence for them.

This is, I think, the view of Mill, who argued that instead

_ Of saying ‘ All men die, therefore the Duke of Wellington will’,

we could say ‘Such-and-such men have died, therefore the

Duke will’. This view can be supported by observing that

the ultimate purpose of thought is to guide our action, and

that on any occasion our action depends only on beliefs or

degrees of belief in singular propositions. And since it would

be possible to organize our singular beliefs without using

variable intermediaries, we are tempted to conclude that they

are purely superfluous.

But this would, I think, be wrong ; apart from their value

in simplifying our thought, they form an essential part of our
mind. That we think explicitly in general termsis at the root

* ‘We may be inclined to say that the evidence is not merely that
A, B, C have died, but that 4A, B, C have died, and noneso far as we
know not died; i.e. ‘all we know about have died’. But the extra
is not part of the evidence, but a description of it, saying ‘ and this is
all the evidence’.
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of all praise and blame and much discussion. We cannot

blame a man except by considering what would have happened

if he had acted otherwise, and this kind of unfulfilled

conditional cannot be interpreted as a material implication,

but depends essentially on variable hypotheticals. Let us

consider this moreclosely.

Whenwedeliberate about a possible action, we ask ourselves

what will happen if we do this or that. If we give a definite

answer of the form ‘ If I do A,q will result ,’ this can properly

be regarded as a material implication or disjunction ‘ Either

not-p or qg.’ But it differs, of course, from any ordinary

disjunction in that one of its members is not something of

which we are trying to discover the truth, but something

within our power to maketrueor false.1 If we go on to ‘ And

if g, then 7’, we get more material implications of a more

ordinary kind.

Besides definite answers‘If #, q will result ’, we often get

ones ‘If #, gq might result’ or ‘gq would probably result ’.

Here the degree of probability is clearly not a degree of

belief in ‘ Not-p or q’, but a degree of belief in g given #,

whichit is evidently possible to have without a definite degree

of belief in #, # not being an intellectual problem. And our

conductis largely determined by these degrees of hypothetical

belief.

Now suppose a manis in such a situation. For instance,

suppose that he has a cake and decides not. to eat it, because

he thinksit will upset him, and suppose that we consider his

conduct and decide that he is mistaken. Now the belief on

which the man acts is that if he eats the cake he will be ill,

taken according to our above accountas a material implication.

We cannot contradict this proposition either before or after

the event, for it is true provided the man doesn’t eat the

1 It is possible to take one’s future voluntary action as an intellectual
problem: ‘Shall I be able to keep it up?’ But only by dissociating
one’s futureself.
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cake, and before the event we have no reason to think

he will eat it, and after the event we know he hasn’t.

Since he thinks nothing false, why do we dispute with him

or condemn him ?

Before the event we do differ from him in a quite clear

way : it is not that he believes , we # ; but he has different

degree of belief in g given p from ours ; and we can obviously

try to convert him to our view.! But after the event we both

know that he did not eat the cake and that he wasnotill;

the difference between usis that he thinks that if he had eaten

it he would have been ill, whereas we think he would not.

But this is primafacie not a difference of degrees of belief in

any proposition, for we both agreeasto all the facts.

The meaningof these assertions about unfulfilled conditions,

and the fact that whether the conditions are fulfilled or not

makesnodifference to the difference between us, the common

basis, as we may say, of the dispute lies in the fact that we

think in general terms. Weeach of us have variable hypo-

theticals (or, in the case of uncertainty, chances) which we apply

to any such problem; and the difference between us is a

difference in regard to these. We have degrees of expectation,

vagueor clear, as to the outcomeofanystate of affairs when-

ever or wherever it may occur. Wherethere is apt to be

ambiguity is in the definition of the state of affairs; for

instance, in considering what would have happened if a man

had acted differently, we are apt to introduce any fact we

know,whetherhe did or could knowit, e.g. the actual position

of all the cards at bridge as opposed to their probabilities

of position from his point of view. But whatis clear is that

1 If two people are arguing ‘ If will g ?’ and are both in doubt as
to p, they are adding p hypothetically to their stock of knowledge
and arguing on that basis about q; so that in a sense ‘If p, q’ and
‘If p, 9’ are contradictories. We can say theyare fixing their degrees
of belief in g given p. If p turns out false, these degrees of belief
are rendered void. If either party believes for certain, the
question ceases to mean anything to him except as a question about
whatfollows from certain laws or hypotheses.
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our expectations are general ; when thesortis clearly defined

we expect with the same probabilities in any case of the sort.

If not, and we expected differently in every real case, expecta-

tion in an imaginary case could have no meaning.

All this applies, of course, equally well to the consequences

of any hypothetical event and not only to human actions.

I have chosen to expound it with reference to the latter

because I think they are of quite peculiar importance in

explaining the special position possessed by causal laws, which

are an important but not the only type of variable hypo-

theticals. In order to deal with this question let us begin

with hypotheticals in general.

‘If , then g’ can in no sense be true unless the material

implication pq is true ; but it generally means that pDqis

not only true but deducible or discoverable in some particular

way not explicitly stated! This is always evident when

‘If p then q ’ or ‘ Because p, g’ (because is merely a variant on

if, when is known to be true) is thought worth stating

even whenit is already known either that # is false or that

q is true. In general we can say with Mill that ‘If » then

q’ meansthatq is inferrible from , that is, of course, from p

together with certain facts and laws not stated but in some

way indicated by the context. This means that pq follows

from these facts and laws, whichif true is in no way a hypo-

thetical fact ; so that, in spite of the sound of inferrible, Mill's

1 ‘If p, then q’ may also mean prq where7 is not a fact or law, or
not only composed of facts or laws, but also composed of propositions
in a secondary system. E.g., from a solipsistic standpoint, ‘If I open
my eyes I shall see red.’ The hypotheticals in Mill’s theory of the
external world are of this nature, and cannot be used to define the
external world. All that could be used are /aws from which, combined
with my past experience, it might follow that if I open my eyes I shall
see red. But this could not cover conjectures as to the external world,
unless we think sufficient knowledge of law would enable us to makeall
such conjectures certain. I do conjecture something; this can only
be hypothetical if the hypothesis can refer to a secondary system.

Mill’s view must be replaced by saying that the external world is a
secondary system, and that any proposition about it commits one to
no more judgments than a denial of all courses of experience incon-
sistent with it.
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explanation is not circular as Bradley thought. Of course

that PD q follows from the facts is not a proposition of logic

but a description of the facts: ‘They are such as to involve

pq. Corresponding to the kind of laws or facts intended

we get various subtle syntactical variations. For instance,

“If he was there, he must have voted for it (for it was passed

unanimously), but if he had been there, he would have voted

against it (such being his nature).’ [In this, law = variable

hypothetical.]

Oneclass of cases is particularly important, namely those

in which, as we say, our ‘if’ gives us not only a ratio

cognoscends but also a ratio essendi. In this case which is

e.g. the normal one when wesay ‘ If » had happened, g would

have happened’,Dg must follow from a hypothetical

(x) . pxD wx and facts7,prD g being an instance of xD yx and

q describing events not earlier than any of those described in

pr. A variable hypothetical of this sort wecall a causal law.

We have now to explain the peculiar importance and

objectivity ascribed to causal laws; how, for instance, the

deduction of effect from cause is conceived as so radically

different from that of cause from effect. (No one would say

that the cause existed because of theeffect.) Itis, it seems,

a fundamental fact that the future is due to the present, or,

more mildly, is affected by the present, but the past is not.

What does this mean? It is not clear and,if we try to make

it clear, it turns into nonsense or a definition: ‘ We speak of

vatio essendt when the protasis is earlier than the apodasis

Df.’ We feel that this is wrong; we think there is some

difference between before and after at which weare getting;

but what can it be? There are differences between the laws

deriving effect from cause and those deriving cause from effect;

but can they really be what we mean ? No; for they are found

a postersors, but what we mean is a priori, [The Second Law of

Thermodynamics is @ posteriori; what is peculiar is that it
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seems to result merely from absence of law (i.e. chance),

but there might be a law of shuffling.]

What then do we believe about the future that we do not

believe about the past; the past, we think, is settled; if

this means more than thatit is past, it might mean thatit is

settled for us, that nothing now could change our opinion

of it, that any present event is irrelevant to the probability

for us of any past event. But that is plainly untrue. What

is true is this, that any possible present volition of ours is

(for us) irrelevant to any past event. To another(or to our-

selves in the future) it can serve as a sign of the past, but to us

now what we doaffects only the probability of the future.

This seems to me the root of the matter; that I cannot

affect the past, is a way of saying something quite clearly

true about my degrees of belief. Again from the situation

when we are deliberating seems to meto arise the general

difference of cause and effect. We are then engaged not on

disinterested knowledge or classification (to which this

difference is utterly foreign), but on tracing the different

consequencesof our possible actions, which we naturally do in

sequence forward in time, proceeding from cause to effect

not from effect to cause. We can produce A or A’ which

produces B or B’ which etc....; the probabilities of

A, B are mutually dependent, but we cometo A first from our

present volition.

Other people we say can affect only the future and not the

past for two reasons; first, by analogy with ourselves we know

they can affect the future and not the past from their own

point of view ; and secondly, if we subsumetheir action under

the general category of cause and effect, it can only be a cause

of what is later than it. This means ultimately that by

affecting it we can only affect indirectly (in our calculation)

events later than it. In a sense my present action is an

ultimate and the only ultimate contingency.
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[Of course it is our own past we know wecannotaffect;

our own future we know we can. The branching out of

influence with at most the velocity of light is known by

experience.]

It is clear that the notion and use of causal laws presupposes

no ‘law of causation ’ to the effect that every event has a

cause. We have some variable hypotheticals of the form

‘If $x, then %x’ with % later than ¢, called causal laws:

others of the form ‘ If $x, then probability a for yx’; this is

called a chance. We suppose chanceto be ultimate if we see

no hopeof replacing it by law if we knew enoughfacts. There

is no reason to supposeit is not ultimate. A law is a chance

unity ; of course, as is shown in my essay on chance, the

chances do not give actual degrees of belief but a simpler

system to which the actual ones approximate. So too we do

not believe the laws for certain.

On the view that we have been explaining, causal necessity

is not a fact ; when weassert a causal law we areasserting

not a fact, not an infinite conjunction, nor a connection of

universals, but a variable hypothetical which is not strictly
a proposition at all, but a formula from which we derive

propositions. :

The most obviouscriticism of this view is thatit is circular,

for it seeks to explain away causality by meansof a notion,

namely that of a variable hypothetical, which itself involves

causality. For the existence of a variable hypothetical

depends on our using it as such, i.e. according to a causal

law of our own nature proceeding from it to particular beliefs.

We musttry to make the answerto this criticism really clear,

for it is certainly unsound.

One minor point may be madefirst : variable hypotheticals

involve causality no more and no less than ordinary beliefs;

for it belongs to the essence of any belief that we deduce from

it, and act on it in a certain way, and this notion involves
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causality just as much as does the variable hypothetical.

The causal law connected with the latter is more complicated,

but not essentially different. E.g. there is no hierarchyof

types of causal laws, but merely growing homogeneous

complication like (x) . ., (x)(y) .. ., (x)(y)(z)...

But now for the main point. The world, or rather that

part of it with which we are acquainted, exhibits as we must

all agree a good deal of regularity of succession. I contend

that over and above that it exhibits no feature called causal

necessity, but that we make sentencescalled causal laws from

which (i.e. having made which) we proceed to actions and

propositions connected with them in a certain way, and say

that a fact asserted in a proposition which is an instance

of causal law is a case of causal necessity. This is a regular

feature of our conduct, a part of the general regularity of

things ; as alwaysthereis nothingin this beyond the regularity

to be called causality, but we can again make a variable

hypothetical about this conduct of ours and speak of it as an

instance of causality.

But maythere not be something which might becalled real

connections of universals ? I cannot denyit, for I can under-

stand nothing by such a phrase; what we call causal laws

I find to be nothingof thesort.

So too there may bean infinite totality, but what seem to

be propositions about it are again variable hypotheticals

and ‘ infinite collection ’ is really nonsense.

Variable hypotheticals have formal analogies to other

propositions which make us take them sometimes as facts

about universals, sometimes as infinite conjunctions. The

analogies are misleading, difficult though they are to escape,

and emotionally satisfactory as they prove to different types

of mind. Both these formsof ‘ realism’ must be rejected by the

realistic spirit.

The sort of thing that makes one wantto take a realistic
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view of causality is this. Suppose the human race for no

reason always supposed strawberries would give them

stomach-ache and so never ate them; then all their beliefs,

strictly so-called, e.g. that if I eat strawberries I shall have a

pain, would be true ; but would there not really be something

wrong? Is it not a fact that if they had eaten them they

wouldn't have had a pain ?

No,it is not a fact ; it is a consequence of my rule. What

is a fact is that I have eaten them and not had a pain. If

we regarded the unfulfilled conditional as a fact we should

have to suppose that any such statement as ‘If he had

shuffled the cards, he would have dealt himself the ace’

has a clear sense true or false, which is absurd. We only

regard it as sense if it, or its contradictory, can be deduced

from our system. Otherwise we say ‘You can’t say what

would have happened’, which sounds like a confession of

ignorance, and is so indeed, because it means we can’t

foretell what will happen in a similar case, but not

because ‘what would have happened’ is a reality of which

we are ignorant.

But theirsystem, yousay,fitted all the facts known to them ;

if two systemsbothfit the facts, is not the choice capricious ?
Wedo, however, believe that the system is uniquely deter-

mined and that long enough investigation will lead us all toit.

This is Peirce’s notion of truth as what everyone will believe
in the end; it does not apply to the truthful statement of
matters of fact, but to the ‘ true scientific system ’.

What was wrong with ourfriends the strawberry abstainers

was that they did not experiment. Why should one
experiment ? To increase the weight of one’s probabilities:
if q is relevant to #, it is good to find out ¢ before acting in a
way involving ». But if ¢ is known it is not worth while;
they knew, so they thought, whattheissue of the experiment

would be andso naturally couldn’t bother to do it.
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The difficulty comes fundamentally from taking every

sentence to be a proposition ; when it is seen by considering

the position of coincidences that chances are not propositions

then it should be clear that laws are not either, quite apart

from other reasons.

NOTES

(1) All theories, chances and laws are constructed with a view

to supplementation by discovery of further facts; these facts

are always taken as known for certain. What is to be done

when we are not certain of them is left quite vague, just

as is the allowance to be made for uncertainty about the
theory itself.

(z) Chance and law are used in the same wayin a theoretical

system as in a primary system; cause, too, if the theoretical

system is temporal. Of course the theoretical system is all like

a variable hypothetical in being there just to be deduced
from; and a law in the theoretical system is at two removes

of deduction.

(3) If the consequences of a law or theory are not clear,i.e.if

there is no test whether something can or cannot be deduced

from it, then it must be taken formally; it is a habit not of

believing ¢% whenever we see ¢, but of believing the meaning

of any symbol deduced from these marks.

(4) Something should be said of the relation of this theory to

Hume’s. Hume said, as we do, that there was nothing but

regularity, but he seemed to contradict himself by speaking of

determination in the mind and a feeling of determination as giving

the idea of necessity. We are accused of the samecircularity

unjustly : he got into a mess by taking an ‘idea’ of necessity

and looking for an ‘impression’. It is not clear to me that
there is such an idea and such an impression, but there may be.

When weare necessitated as a result of experience to think in a

particular way, we probably do havea different feeling from when

we freshly make up our mind. But we must not say wefeel

ourselves being necessitated, for in the mind there is only

regularity : the necessity is as always a figure of speech. I think
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he understood this very well, and gave his readers credit for more

intelligence than they display in their literal interpretations.

(5) As opposed to a purely descriptive theory of science, mine

maybe called a forecasting theory. To regard a law as a summary

of certain facts seems to me inadequate; it is also an attitude

of expectation for the future. The difference is clearest in

regard to chances; the facts summarized do not preclude an
equal chance for a coincidence which would be summarized by

and, indeed, lead to a quite different theory.

163



8

THE FOUNDATIONS OF
MATHEMATICS(1925)

PREFACE

The object of this paper is to give a satisfactory accountof

the Foundations of Mathematics in accordance with the

general method of Frege, Whitehead and Russell. Following

these authorities, I hold that mathematics is part of logic,

and so belongs to what may be called the logical school

as opposed to the formalist and intuitionist schools. I have

therefore taken Principia Mathematica as a basis for discussion

and amendment; andbelieve myself tohave discovered how,by

using the work of Mr Ludwig Wittgenstein, it can be rendered

free from the serious objections which havecausedits rejection

by the majority of German authorities, who have deserted

altogether its line of approach.

CONTENTS

(1) INTRODUCTION

(2) PRINCIPIA MATHEMATICA

(3) PREDICATIVE FUNCTIONS

(4) FUNCTIONS IN EXTENSION

(5) THE AXIOMS

I. INTRODUCTION

In this chapter we shall be concerned with the general

nature of pure mathematics, and howit is distinguished from

1 In future by ‘mathematics’ will always be meant ‘ pure
mathematics’.

164



THE FOUNDATIONS OF MATHEMATICS

other sciences. Here there are really two distinct categories of

things ofwhich an account must be given—theideas or concepts

of mathematics, and the propositions of mathematics. This

distinction is neither artificial nor unnecessary, for the great

majority of writers on the subject have concentrated their

attention on the explanation of one or other of these categories,

and erroneously supposed that a satisfactory explanation of

the other would immediately follow.

Thus the formalist school, of whom the most eminent

representative is now Hilbert, have concentrated on the pro-

positions of mathematics, such as‘2-+2=4’. They have

pronounced these to be meaningless formulae to be manipu-

lated according to certain arbitrary rules, and they hold that

mathematical knowledge consists in knowing what formulae

can be derived from what others consistently with the rules.

Such being the propositions of mathematics, their account of

its concepts, for example the number 2, immediately follows.

‘2’ is a meaningless mark occurring in these meaningless

formulae. But, whatever may be thoughtof this as an account

of mathematical propositions, it is obviously hopeless as a

theory of mathematical concepts ; for these occur not only in

mathematical propositions, but also in those of everydaylife.

Thus‘ 2’ occurs not merely in‘ 2 + 2 = 4’, butalsoin ‘It is2

miles to the station ’, which is not a meaningless formula, but a

significant proposition, in which ‘ 2’ cannot conceivably be a

meaningless mark. Nor can there be any doubt that ‘2’ is

used in the same sense in the two cases, for we can use

‘2+ 2 = 4’ to infer from ‘ It is two miles to the station and

two miles on to the Gogs’ that ‘ It is four miles to the Gogs

via the station ’, so that these ordinary meanings of two and

four are clearly involved in ‘2 + 2= 4’. So the hopelessly
inadequate formalist theory is, tosome extent, the result of con-
sidering only the propositions of mathematics and neglecting
the analysis of its concepts, on which additional light can be
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thrown by their occurrence outside mathematics in the

propositions of everydaylife.

Apart from formalism, there are two main general attitudes

to the foundation of mathematics : that of the intuitionists or

finitists, like Brouwer and Wey]in his recent papers, and thatof

the logicians—Frege, Whitehead, and Russell. The theories of

the intuitionists admittedly involve giving up many of the

most fruitful methods of modern analysis, for no reason, as

it seems to me, except that the methods fail to conform to

their private prejudices. They do not, therefore, profess to

give any foundation for mathematics as we knowit, but only

for a narrower body of truth which has not yet been clearly

defined. There remain the logicians whose work culminated

in Principia Mathematica. The theories there put forward are

generally rejected for reasons of detail, especially the

apparently insuperable difficulties connected with the Axiom

of Reducibility. But these defects in detail seem to me to be

results of an important defect in principle, first pointed out by

Mr Wittgenstein.

The logical school has concentrated on the analysis of

mathematical concepts, which it has shown to be definable in

terms of a very small numberof fundamentallogical concepts;

and, having given this accountof the concepts of mathematics,

they have immediately deduced an account of mathematical

propositions—namely, that they were those true propositions

in which only mathematical or logical concepts occurred.

Thus Russell, in The Principles of Mathematics, defines pure

mathematics as ‘ the class of all propositions of the form “‘/

implies g’’ where ~ and q are propositions containing one or

more variables, the same in the two propositions, and neither

p nor g contains any constants except logical constants ’.}

This reduction of mathematics to symbolic logic was rightly

described by Mr Russell as oneof the greatest discoveries of our

’ Russell, The Principles of Mathematics (1903), p. 3
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age}; but it was not the end of the matter, as he seemed to

_ suppose, becausehe wasstill far from an adequate conception

of the nature of symbolic logic, to which mathematics had

been reduced. I am notreferring to his naive theory that

logical constants were namesfor real objects (which he hassince

abandoned), but to his belief that any proposition which could

be stated by using logical terms ? alone must be a proposition

of logic or mathematics.® I think the question is made clearer

by describing the class of propositions in question as the com-

pletely general propositions, emphasizing the fact that they are

not about particular things or relations, but about someorall

things and relations. It is really obvious that not all such

propositions are propositions of mathematics or symbolic logic.

Take for example ‘ Any two things differ in at least thirty

ways ’; this is a completely general proposition, it could be

expressed as an implication involving only logical constants

and variables, and it may well be true. But asa mathematical

or logical truth no one could regardit ; it is utterly different

from such a proposition as ‘ Any two things together with any

other two things make four things,’ which is a logical and not

merely an empirical truth. According to our philosophy

we may differ in calling the one a contingent, the other a

necessary proposition, or the one a genuine proposition, the

other a mere tautology ; but we must all agree that thereis

someessential difference between the two, and that a definition

of mathematical propositions must include not merely their

complete generality but some further property as well. This

is pointed out, with a reference to Wittgenstein, in Russell’s

Introduction to Mathematical Philosophy*; but there is no

trace of it in Principia Mathematica, nor does Mr Russell

1 Loc. cit., p. 5.
2 i.e. variables and logical constants.
* I neglect here, as elsewhere, the arbitrary and trivial proviso that

the proposition must be of the form ‘ implies gq’.
p. .
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seem to have understood its tremendous importance, for

example, in the consideration of primitive propositions. In the

passage referred to in the Introduction to Mathematical

Philosophy, Mr Russell distinguishes between propositions

which can be enunciated in logical terms from those which

logic can assert to be true, and gives as the additional

characteristic of the latter that they are ‘ tautological ’

in a sense which he cannot define. It is obvious that a defini-

tion of this characteristic is essential for a clear foundation of

our subject, since the idea to be defined is one of the essential

sides of mathematical propositions—their content and their

form. Their content must be completely generalized and their

form tautological.

The formalists neglected the content altogether and made

mathematics meaningless, the logicians neglected the form and

made mathematics consist of any true generalizations ; only

by taking accountof both sides and regarding it as composed of

tautologous generalizations can we obtain an adequate

theory.

Wehave nowto explain a definition of tautology which has

been given by Mr Wittgenstein in his Tractatus Logico-

Philosophicus and forms one of the most important of his

contributions to the subject. In doing this we cannot avoid

some explanation of his theory of propositions in general.

We must begin with the notion of an atomic proposition’;

this is one which could not be analysed in terms of other pro-

positions and could consist of names alone without logical

constants. For instance, by joining ‘¢’, the name of a

quality, to ‘a’, the nameof an individual, and writing ‘ da’,

we have an atomic proposition asserting that the individual

has the quality. Thus, if we neglect the fact that ‘ Socrates’

and ‘ wise ’ are incomplete symbols and regard them as names,

1 Wittgenstein calls these ‘elementary propositions’; I have
called them ‘atomic’ in order to follow Mr Russell in using
‘elementary ’ with a different meaning.
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‘ Socrates is wise ’ is an atomic proposition ; but ‘ All men are

wise ’, ‘ Socrates is not wise ’, are not atomic.

Suppose now we have, say, ” atomic propositions #, q,7,

.... With regard to their truth or falsity there are 2* mutually

exclusive ultimate possibilities, which we could arrange in a

table like this (T signifies truth, and F falsity, and we have

taken » = 2 for brevity).
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is the proposition ‘ Not both # and ¢ are true’, or ‘# is incom-

patible with q’, for we have allowed all the possibilities except

the first, which we have disallowed.

Similarly
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is the proposition ‘If, then q’.

A proposition which expresses agreement and disagreement

with the truth-possibilities of 4, g, ... (which need not be

atomic) is called a truth-function of the arguments , g,...

Or, more accurately, P is said to be the sametruth-function of

?,9,...as Ris of 7,s,...if P expresses agreement with

the truth-possibilities of $, g, . . . corresponding by the

substitution of # for 7, g for s,... to the truth-possibilities

of7,s,... with which R expresses agreement. Thus ‘ ~ and q’

is the sametruth-function of ~, g as ‘rv and s’ is of 7, s, in

each case the only possibility allowed being that both the

arguments are true. Mr Wittgenstein has perceived that,

if we accept this account of truth-functions as expressing

agreement and disagreement with truth-possiblities, there is no

reason why the argumentsto a truth-function should not be

infinite in number.!' As no previous writer has considered

truth-functions as capable of more than a finite numberof

1 Thusthelogical sum of a set of propositions is the proposition that
one at least of the set is true, and it is immaterial whether the set is
finite or infinite. On the other hand,an infinite algebraic sum is not
really a sum atall, but a /¢mit, and so cannotbe treated as a sum except
subject to certain restrictions.
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arguments, this is a most important innovation. Of course

if the arguments are infinite in number they cannotall be

enumerated and written down separately; but there is no

need for us to enumerate them if we can determine them in any

other way, as we can byusing propositional functions.

A propositional function is an expression of the form

‘{%’, which is such that it expresses a proposition when any

symbol (of a certain appropriate logical type depending on

f) is substituted for ‘#’. Thus ‘ # is a man’ is a propositional

function. We can use propositional functions to collect

together the range of propositions which are all the values of

the function for all possible values of x. Thus ‘ # is a man’

collects togetherall the propositions ‘ a@isaman’,‘ bisaman’,

etc. Having now by means of a propositional function

defined a set of propositions, we can, by using an appropriate

notation, assert the logical sum or product of this set. Thus,

by writing ‘ (x) . fx’ we assert the logical product of all pro-—

positions of the form ‘fx’; by writing ‘ (3x). fx’ we assert

their logical sum. Thus ‘ (x) . x is aman’ would mean ‘ Every-

thing is a man’; ‘(3%). x isa man’, ‘ There is something

which is a man ’. Inthe first case we allow only the possibility

that all the propositions of the form ‘ x is a man’ aretrue ;-

in the second we exclude only the possibility that all the

propositions of the form ‘% is aman’ arefalse.

Thus general propositions containing ‘ all’ and ‘ some’ are.

found to be truth-functions, for which the arguments are not

enumerated but given in another way. But we must guard

here against a possible mistake. Take such a proposition as

‘All men are mortal’; this is not as mightatfirst sight be

supposed the logical product of the propositions ‘ x is mortal ’

for such values of x as are men. Suchan interpretation can

easily be shown to be erroneous (see, for example, Principia

Mathematica, I, 1st ed., p. 47, 2nd ed., p.45). ‘ All men are

mortal ’ must be interpreted as meaning ‘ (x) . if x is a man, x is
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mortal ’, i.e. it is the logical product of all the values of the

function ‘if x is a man, x is mortal’.

Mr Wittgenstein maintains that all propositions are, in the

sense defined, truth-functions of elementary propositions. This

is hard to prove, but is on its own merits extremely plausible ;

it says that, when weassert anything, we are saying thatit is

one out of a certain group of ultimate possibilities which is

realized, not one out of the remaining possibilities. Also it

applies to all the propositions which could be expressed in the

symbolism of Principia Mathematica ; since these are built

up from atomic propositions by usingfirstly conjunctionslike

‘if’, ‘and’, ‘or’, and secondly various kinds of generality

(apparent variables). And both these methodsof construction

have been shown to create truth-functions.}

From this account we see when two propositional symbols

are to be regarded as instances of the same proposition—

namely, when they express agreement and disagreement with

the same sets of truth-possibilities of atomic propositions.

Thus in the symbolism of Principia Mathematica

‘pAIQq:~f.9D.¢','QV:ip.~}p’

are both more complicated ways of writing ‘ q’.

Given any set if » atomic propositions as arguments, there

are 2" corresponding truth-possibilities, and therefore 2” sub-

classes of their truth-possibilities, and so 22" truth-functionsof

nm arguments, one expressing agreement with each sub-class

and disagreement with the remainder. But amongthese 22”

there are two extreme cases of great importance: one in

which we express agreement with all the truth-possibilities,

the other in which we express agreement with none of them.

A proposition of the first kind is called a tautology, of the

second a contradiction. Tautologies and contradictions are

1 The form ‘ A believes p’ will perhaps be suggested as doubtful.
This is clearly not a truth-function of ‘p’, but may nevertheless
be one of other atomic propositions.

172



THE FOUNDATIONS OF MATHEMATICS

not real propositions, but degenerate cases. We may,

perhaps, make this clear most easily by taking the simplest

case, when there is only one argument.

 

  

The tautology is ‘ p ’, Le.‘ or not-p ’.

T T

F ! T  
This really asserts nothing whatever; it leaves you no wiser

than it found you. You know nothing about the weather,

if you know thatit is either raining or not raining.!

The contradiction is ’

 

 

p

T|F

F|F  
le. ‘ p is neither true norfalse ’.

This is clearly self-contradictory and does not represent a

possible state of affairs whose existence could be asserted.

Tautologies and contradictions can be ofall degrees of com-

plexity ; to give other examples ‘(x).¢d%:23 :ga’ is a

tautology, ‘ ~.(3x).¢d%:¢a’ a contradiction. Clearly by

negating a contradiction we get a tautology, and by negating

a tautology a contradiction. It is important to see that

tautologies are not simply true propositions, though for many

purposes they can betreated as true propositions. A genuine

proposition asserts something about reality, and it is true if

reality is as it is asserted to be. But a tautology is a symbol

constructed so as to say nothing whatever aboutreality, but

to express total ignorance by agreeing with every possibility.

1 Wittgenstein, Tractatus Logico-Philosophicus, 4:461.
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The assimilation of tautologies and contradictions with true

and false propositions respectively results from the fact that

tautologies and contradictions can be taken as arguments to

truth-functions just like ordinary propositions, and for deter-

mining the truth or falsity of the truth-function, tautologies

and contradictions among its arguments must be counted as

true and false respectively. Thus, if ‘¢’ be a tautology,

‘ce’ acontradiction, ‘¢and p’, ‘If¢, then ’, ‘corp’ are the

same as‘’, and ‘tor p’, ‘ifc, then p’ are tautologies.

We have here, thanks to Mr Wittgenstein, to whom the

whole of this analysis is due, a clearly defined sense of

tautology ; but is this, it may be asked,the sense in which we

found tautology to be an essential characteristic of the pro-

positions of mathematics and symbolic logic ? The question

must be decided by comparison. Are the propositions of

symbolic logic and mathematics tautologies in Mr Wittgen-

stein’s sense ?

Let us begin by considering not the propositions of

‘ mathematics but those of Princtp1a Mathematica.1 These are

obtained by the process of deduction from certain primitive

propositions, which fall into two groups—those expressed in

symbols and those expressed in words. Those expressed in

words are nearly all nonsense by the Theory of Types, and

should be replaced by symbolic conventions. The real

primitive propositions, those expressed in symbols, are, with

one exception, tautologies in Wittgenstein’s sense. So, as the

process of deduction is such that from tautologies only

tautologies follow, were it not for one blemish the whole

structure would consist of tautologies. The blemish is of

course the Axiom of Reducibility, which is, as will be shown

below,? a genuine proposition, whose truth or falsity is a

1 This distinction is made only because Principia Mathematica may
be a wronginterpretation of mathematics; in the main I think it is a
right one.

2 See Section V.
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matter of brute fact, not of logic. It is, therefore, not a

tautology in any sense, and its introduction into mathematics

is inexcusable. But suppose it could be dispensed with, and

Principia Mathematica were modified accordingly, this would

consist entirely of tautologies in Wittgenstein’s sense. And

therefore, if Principia Mathematica is on theright lines as a

foundation and interpretation of mathematics, it is Wittgen-

stein’s sense of tautology in which mathematicsis tautologous.

But the adequacy of Princijia Mathematica is a matter of

detail ; and, since we have seen it contains a very serious

flaw, we can no longer be sure that mathematics is the kind

of thing Whitehead and Russell suppose it to be, or there-

fore that it consists of tautologies in Wittgenstein’s sense.

One thing is, however, clear: that mathematics does not

consist of genuine propositions or assertions of fact which

could be based on inductive evidence, as it was proposed to

base the Axiom of Reducibility, but is in some sense necessary

or tautologous. In actual life, as Wittgenstein says, ‘it is

never a mathematical proposition which we need, but

we use mathematical propositions only in order to infer from

propositions which do not belong to mathematics to others

which equally do not belong to mathematics ’’.1 Thus we use

‘2 xX 2= 4’ to infer from ‘I have two pennies in each of

my two pockets’ to ‘I have four pennies altogether in my

pockets’. ‘2 x 2 = 4’ is not itself a genuine proposition in

favour of which inductive evidence can be required, but a

tautology which can be seen to be tautologous by anyone who

can fully grasp its meaning. When weproceed further in

mathematics the propositions become so complicated that we

cannot see immediately that they are tautologous, and have to

assure ourselves of this by deducing them from more obvious

tautologies. The primitive propositions on which wefall back

in the end must be such that no evidence could be required

1 Wittgenstein, op. cit., 6°211.
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for them, since they are patent tautologies like ‘If, then p’.

But the tautologies of which mathematics consist may perhaps

turn out not to be of Wittgenstein’s kind, but of someother.

Their essential use is to facilitate logical inference ; this is

achieved in the most obvious way by constructing tautologies

in Wittgenstein’s sense, for if ‘ If , then q ’ is a tautology, we

can logically infer ‘g’ from ‘’, and, conversely, if ‘q’

followslogically from ‘’, ‘If, theng’isatautology.! But

it is possible that there are other kinds of formulae which

could be used to facilitate inference ; for instance, what we

may call identities such as ‘a = 0’, signifying that ‘a’, ‘b’

may be substituted for one anotherin any proposition without

altering it. I do not mean without altering its truth orfalsity,

but without altering what proposition it is ‘2+2=>4’

might well be an identity in this sense, since ‘I have 2 + 2

hats’ and ‘I have 4 hats’ are the sameproposition, as they

agree and disagree with the same sets of ultimate truth-

possibilities.

Our next problem is to decide whether mathematicsconsists

of tautologies (in the precise sense defined by Wittgenstein, to

which weshall in future confine the word ‘ tautology’) or of

formulae of some other sort. It is fairly clear that geometry,

in which we regard such termsas ‘ point ’, ‘ line’ as meaning

any things satisfying certain axioms, so that the only constant

terms are truth-functions like ‘or’, ‘some’, consists of

tautologies. And the same would be true of analysis if we

regarded numbers as any things satisfying Peano’s axioms.

Such a view would however be certainly inadequate, because

since the numbers from 100 on satisfy Peano’s axioms, it

would give us no meansof distinguishing ‘ This equation has

three roots’ from ‘ This equation has a hundred and three

roots’. So numbers must be defined not as variables but as

1 This may perhaps be made clearer by remarking that if ‘q’
follows logically from ‘pp’, ‘p.~q’ must be self-contradictory,
therefore ‘ ~ (p. ~ g)’ tautologous or ‘pD q’ tautologous.
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constants, and the nature of the propositions of analysis

becomes doubtful.

I believe that they are tautologies, but the proof of this

depends on giving a detailed analysis of them, and the dis-

proof of any other theory would dependonfinding an insuper-

able difficulty in the details of its construction. In this

chapter I propose to discuss the question in a general way,

which must inevitably be rather vague and unsatisfactory.

I shall first try to explain the greatdifficulties which a theory

of mathematics as tautologies must overcome, and then I shall

try to explain whythe alternative sort of theory suggested by

these difficulties seem hopelessly impracticable. Then in the

following chapters I shall return to the theory that

mathematics consists of tautologies, discuss and partially

reject the method for overcoming the difficulties given in

Principia Mathematica, and construct an alternative and, to

my mind, satisfactory solution.

Ourfirst business is, then, the difficulties of the tautology

theory. They spring from a fundamental characteristic of

modern analysis which we have now to emphasize. This

characteristic may be called extensionality, and the difficulties

may be explained as those which confront us if we try to

reduce a calculus of extensions to a calculus of truth-functions.

Here, of course, we are using ‘ extension ’ in its logical sense,

in which the extension of a predicateis a class, that of a rela-

tion a class of ordered couples ; sothat in calling mathematics

extensional we mean that it deals not with predicates but with

classes, not with relations in the ordinary sense but with

possible correlations,or ‘‘ relations in extension ’’ as Mr Russell

calls them. Let us take as examples of this point three funda-

mental mathematical concepts—the idea of a real number,

the idea of a function (of a real variable), and the idea of

similarity of classes (in Cantor’s sense).

Real numbers are defined as segments of rationals; any
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segment of rationals is a real number, and there are 2%o of

them. It is not necessary that the segment should be defined

by any property or predicate of its members in any ordinary

sense of predicate. A real numberis therefore an extension,

and it may even be an extension with no corresponding

intension. In the same way a function of a real variable is a

relation in extension, which need not be given by anyreal

relation or formula.

The point is perhaps most striking in Cantor’s definition

of similarity. Two classes are said to be similar (z.e. have the

same cardinal number) when there is a one-one relation

whose domainis the one class and converse domain theother.

Here it is essential that the one-one relation need only be a

relation in extension ; it is obvious that two classes could be

similar, i.e. capable of being correlated, without there being

any relation actually correlating them.

There is a verbal point which requires mention here ; I do

not use the word ‘ class’ to imply a principle of classification,

as the word naturally suggests, but by a ‘class’ I mean any

set of things of the same logical type. Such set, it seems to

me, May or may not be definable either by enumeration or

as the extension of a predicate. If it is not so definable we

cannot mentionit by itself, but only deal with it by implication

in propositions about all classes or some classes. The sameis

true of relations in extension, by which I do not merely mean

the extensions of actual relations, but any set of ordered

couples, That this is the notion occurring in mathematics.

seems to me absolutely clear from the last of the above

examples, Cantor’s definition of similarity, where obviously

there is no need for the one-onerelation in extension to be

either finite or the extension of an actual relation.

Mathematicsis therefore essentially extensional, and may be

called a calculus of extensions, since its propositions assert

relations between extensions. This, as we havesaid, is hard
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to reduce to a calculus of truth-functions, to which it must

be reduced if mathematics is to consist of tautologies; for

tautologies are truth-functions of a certain special sort,

namely those agreeing with all the truth-possibilities of their

arguments. Wecan perhaps mosteasily explain the difficulty

by an example.

Let us take an extensional assertion of the simplest possible

sort : the assertion that one class includes another. So long as

the classes are defined as the classes of things having certain

predicates ¢ and y, there is no difficulty. That the class of

y's includes the class of ¢’s means simply that everything

which is a ¢ is a f, which, as we have seen above is a truth-

function. But we have seen that mathematics has (at least

apparently) to deal also with classes which are not given

by defining predicates. (Such classes occur not merely when

mentioned separately, but also in any statement about all

classes ’, ‘ all real numbers’.) Let us take two such classes

as simple as possible—the class (a, b, c) and the class(a, 6).

Then that theclass (a, b, c) includes theclass(a,b) is, in a broad

sense, tautological and apart from its triviality would be a

mathematical proposition; but it does not seem to be a

tautology in Wittgenstein’s sense, that is a certain sort of

truth-function of elementary propositions. The obvious way

of trying to makeit a truth-function is to introduce identity

and write ‘(a, 6) is contained in (a, b, c)’ as ‘(x):.% =a.

V.4=6:9:%=4.V.%=0).V.x=c’', This certainly looks

like a tautological truth-function, whose ultimate arguments

are values of ‘x =a’',‘x=06’,‘x=c’, that is propositions

like‘a=a’,‘b=a’,‘d=a’, But these are notreal pro-

positions at all; in‘ a=)’ either ‘a’,‘6’ are names of the

same thing, in which case the proposition says nothing, or of

different things, in which caseit is absurd. In neithercaseisit

the assertion of a fact ; it only appears to be a real assertion

by confusion with the case when ‘a’ or ‘b’ is not a name
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but a description. When ‘a’, ‘b’ are both names, the

only significance which can be placed on ‘a =)’ is that it

indicates that we use ‘a’, ‘b’ as namesof the samethingor,

more generally, as equivalent symbols.

The preceding and other considerations led Wittgensteinto

the view that mathematics does not consist of tautologies, but

of what he called ‘ equations’, for which I should prefer to

substitute ‘ identities ’. That is, formulae of the form ‘a = }’

where ‘a’, ‘6b’ are equivalent symbols. There is a certain

plausibility in such an accountof, for instance, ‘2 + 2 = 4,’

Since ‘I have 2 + 2 hats’, ‘I have 4 hats’ are the same

proposition,® ‘2 -+-2’ and ‘4’ are equivalent symbols. As

it stands this is obviously a ridiculously narrow view of

mathematics, and confines it to simple arithmetic; but it

is interesting to see whether a theory of mathematics could

not be constructed with identities for its foundation. I have

spent a lot of time developing such a theory, and found that

it was faced with what seemed to meinsuperable difficulties.

It would be out of place here to give a detailed surveyof this

blind alley, but I shall try to indicate in a general way the

obstructions which block its end.

First of all we have to consider of what kind mathematical

propositions will on such a theory be. We suppose the most

primitive type to be the identity ‘a = 6’, which only becomes

a real proposition if it is taken to be about not the things

meant by ‘a’, ‘6’, but these symbols themselves ; mathe-

matics then consists of propositions built up out of identities

by a process analogous to that by which ordinary propositions

are constructed out of atomic ones; that is to say, mathe-

matical propositions are (on this theory), in somesense, truth-

functions of identities. Perhaps this is an overstatement,

1 For a fuller discussion of identity see the next chapter.
2 In the sense explained above. They clearly are not the same

sentence, but they are the same truth-function of atomic propositions
and so assert the samefact.
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and the theory might not assert all mathematical pro-

positions to be of this form; but it is clearly one of the

important forms that would be supposed to occur. Thus

“s?—3x4+2=0:5,:%x=2.V.%4=1’

would be said to be of this form, and would correspond to a

verbal proposition which was a truth-function of the verbal

propositions corresponding to the arguments ‘x = 2’, etc.

Thus the above proposition would amount to ‘If

““42—3%-+4+ 2” means 0, ‘‘x’’ means 20r1’. Mathematics

would then be, in part at least, the activity of constructing

formulae which corresponded in this way to verbal pro-

positions. Such a theory would be difficult and perhaps

impossible to develop in detail, but there are, I think, other

and simpler reasons for dismissing it. These arise as soon as

we cease to treat mathematics as an isolated structure, and

consider the mathematical elements in non-mathematical

propositions. For simplicity let us confine ourselves to

cardinal numbers, and suppose ourselves to know the analysis

of the proposition that the class of ¢’s is m in number

[4(px)en]. Here ¢ may beany ordinary predicate defining

a class, e.g. the class of ¢’s may be the class of Englishmen.

Now take such a proposition as ‘ The square of the numberof

g's is greater by two than the cube of the number of y's’.

This proposition we cannot, I think, help analysing in this

sort of way :

(3m, n). £ (px) em . % (bx) en. m? = n3 + 2.

It is an empirical not a mathematical proposition, and is about

the ¢’s and y's, not about symbols ; yet there occursin it the

mathematical pseudo-proposition m? =? + 2, of which,

according to the theory under discussion, we can only make

sense by taking it to be about symbols, thereby making the
whole proposition to be partly about symbols. Moreover, being
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an empirical proposition, it is a truth-function of elementary

propositions expressing agreement with those possibilities

which give numbers of ¢’s and ¢f’s satisfying m? = n? + 2.

Thus ‘ m? = n3 + 2’ is not, as it seemsto be,one of the truth-

arguments in the proposition above, but rather part of the

truth-function like ‘~’ or ‘Vv’ or ‘gy, m. n,’ which deter-

mine which truth-function of elementary propositionsit is that

we are asserting. Such a use of m? = 13 + 2 the identity

theory of mathematicsis quite inadequate to explain.

On the other hand, the tautology theory would do

everything which is required; according to it m? = n? + 2

would be a tautology for the values of m and whichsatisfy

it, and a contradiction for all others. So

£ (px) em . & (bx) en. m2? = n§ + 2

would for thefirst set of values of m, n be equivalent to

£ (px) em. & (yx) en

simply, ‘m?=n'+ 2’ being tautologous, and therefore

superfluous ; and for all other values it would be self-con-

tradictory. So that

(am, n) 7% (px) em .%& (bx) en .m? = n3 + 2’

would be the logical sum of the propositions

“£ (px) em.% (bx) en’

for all m, n satisfying m? = n° + 2, and of contradictions for

all other m, ”; and is therefore the proposition we require,

since in a logical sum the contradictions are superfluous. So

this difficulty, which seems fatal to the identity theory, is

escaped altogether by the tautology theory, which we are

therefore encouraged to pursue and see if we cannot

find a way of overcomingthedifficulties which we found would

confront us in attempting to reduce an extensional calculus to
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a calculus of truth-functions. Such a solution is attempted in

Principia Mathematica, and will be discussed in the next

chapter; but before we proceed to this we must say some-

thing about the well-known contradictions of the theory of

aggregates which our theory will also have to escape.

It is not sufficiently remarked, and the fact is entirely

neglected in Principia Mathematica, that these contradictions

fall into two fundamentally distinct groups, which wewill call

Aand B. The best known onesare divided as follows :—

A. (1) The class of all classes which are not members of

themselves.

(2) The relation between two relations when one does

not have itself to the other.

(3) Burali Forti’s contradiction of the greatest ordinal.

B. (4) ‘I am lying.’

(5) The least integer not nameable in fewer than

nineteen syllables.

(6) The least indefinable ordinal.

(7) Richard’s Contradiction.

(8) Weyl’s contradiction about ‘ heterologisch ’.!

The principle according to which I have divided them is of

fundamental importance. Group A consists of contradictions

which, were no provision made against them, would occur

in a logical or mathematical system itself. They involve only

logical or mathematical terms such as class and number, and

show that there must be something wrong with ourlogic or

mathematics. But the contradictions of Group B are not

purely logical, and cannot bestated in logical terms alone ; for

they all contain some reference to thought, language, or

symbolism, which are not formal but empirical terms. So

1 For the first seven of these see Principia Mathematica, I (1910), p. 63.
For the eighth see Weyl, Das Kontinuum, p. 2.
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they may be due not to faulty logic or mathematics, but to

faulty ideas concerning thought and language. If so, they

would not be relevant to mathematicsor tologic, if by ‘ logic ’

we mean a symbolic system, though of course they would

be relevant to logic in the sense of the analysis of thought.

This view of the second group of contradictions is not

original. For instance, Peano decided that ‘‘ Exemplo de

Richard non pertine. ad Mathematica, sed ad linguistica ’’,?

and therefore dismissed it. But such an attitude is not

completely satisfactory. We have contradictions involving

both mathematical and linguistic ideas ; the mathematician

dismisses them bysaying that the fault mustlie in thelinguistic

elements, but the linguistician may equally well dismiss them

for the opposite reason, and the contradictions will never be

solved. The only solution which has ever been given,* that in

Principia Mathematica, definitely attributed the contradictions

to bad logic, and it is up to opponents of this view to show

clearly the fault in what Peanocalled linguistics, but what I

should prefer to call epistemology, to which these contradic-

tions are due.

II. PRINCIPIA MATHEMATICA

In the last chapter I tried to explain the difficulties which

faced the theory that the propositions of mathematics are

tautologies ; in this we haveto discuss the attempted solution

of these difficulties given in Princifta Mathematica. I shall

try to show that this solution has three important defects,

and the remainderof this essay will be devoted to expounding

a modified theory from which these defects have been removed.

1 These two meanings of ‘ logic’ are frequently confused. It really
should be clear that those who say mathematicsis logic are not meaning
by ‘ logic ’ at all the same thing as those who definelogic as the analysis
andcriticism of thought.

3 Rivista di Mat., 8 (1906), p, 157.
? Other so-called solutions are merely inadequate excuses for not

giving a solution.
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The theory of Principia Mathematica is that every class or

aggregate (I use the words as synonyms)is defined by a pro-

positional function—that is, consists of the values of x for

which ‘ ¢x’ is true, where ‘ 4x’ is a symbol which expresses

a proposition if any symbol of appropriate type be substituted

for ‘x’. This amounts to saying that every class has a

defining property. Let us take the class consisting of a and 6;

why,it may be asked, mustthere be a function 4% such that

‘da’, ‘pb’ are true, but all other ‘¢x’s false? This is

answered by giving as such a function‘ =a.V.x=6’. Let

us for the present neglect the difficulties connected with

identity, and accept this answer ; it shows us that anyfinite

class is defined by a propositional function constructed by

means of identity ; but as regards infinite classes it leaves

us exactly where we werebefore, that is, without any reason to

supposethat theyare all defined by propositional functions,for

it is impossible to write down an infinite series of identities.

Tothis it will be answered that a class can only be given to us

either by enumeration of its members, in which case it must

be finite, or by giving a propositional function which definesit.

So that we cannot be in any way concerned with infinite

classes or aggregates, if such there be, which are not

defined by propositional functions.1 But this argument con-

tains a common mistake, for it supposes that, because we

cannot consider a thing individually, we can have no concern

with it at all. Thus, although an infinite indefinable class

cannot be mentioned byitself, it is nevertheless involved

in any statement beginning ‘ All classes’ or ‘ There is a class

such that ’, and if indefinable classes are excluded the meaning

of all such statements will be fundamentally altered.

Whetherthere are indefinable classes or not is an empirical

question ; both possibilities are perfectly conceivable. But

even if, in fact, all classes are definable, we cannotin our logic

1 For short I shall call such classes ‘ indefinable classes ’.
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identify classes with definable classes without destroying the

apriority and necessity which is the essence of logic. But in

case any onestill thinks that by classes we mean definable

classes, and by ‘ Thereis a class’ ‘ There is a definable class’,

let him consider the following illustration. This illustration

does not concern exactly this problem, but the corresponding

problem for two variables—the existence of relations in exten-

sion not definable by propositional functions of two variables.

But this question is clearly so analogousto the other that the

answers to both must be the same.

Consider the proposition ‘ 4#(¢x)sm#(x)’ (i.e. the class

defined by $% has the samecardinal as that defined by #) ;

this is defined to mean that there is a one-onerelation in

extension whose domain is #(px) and whose converse domain

is £(ysx). Now if by relation in extension we mean definable

relation in extension, this means that two classes have the

same cardinal only when there is a real relation or function

J(x, y) correlating them term by term. Whereas clearly what

was meant by Cantor, who first gave this definition, was

merely that the two classes were such that they could be

correlated, not that there must be a propositional function

which actually correlated them.! Thus the classes of male

and female angels may beinfinite and equal in number, so

that it would be possible to pair off completely the male with

the female, without there being any real relation such as

marriage correlating them. The possibility of indefinable

classes and relations in extension is an essential part of the

extensional attitude of modern mathematics which we

emphasized in Chapter I, and that it is neglected in Principia

Mathematica is thefirst of the three great defects in that work.

The mistake is made not by having a primitive proposition

asserting that all classes are definable, but by giving a defini-

tion of class which applies only to definable classes, so that all

1 Cf. W. E. Johnson, Logic Part II (1922), p. 159.
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mathematical propositions about some or all classes are

misinterpreted. This misinterpretation is not merely

objectionable on its own account in a general way, but is

especially pernicious in connection with the Multiplicative

Axiom, which is a tautology when properly interpreted, but

when misinterpreted after the fashion of  Princtpra

Mathematica becomes a significant empirical proposition,

which there is no reason to suppose true. This will be shown

in Chapter V.

The second defect in Principia Mathematica represents a

failure to overcomenot,like thefirst, the difficulties raised by

the extensionality of mathematics, but those raised by the

contradictions discussed at the end of Chapter I. These

contradictions it was proposed to remove by whatis called the

Theory of Types, which consists really of two distinct parts

directed respectively against the two groups of contradictions.

These two parts were unified by being both deducedin a rather

sloppy way from the ‘ vicious-circle principle ’, but it seems to

meessential to consider them separately.

The contradictions of Group A are removedbypointing out

that a propositional function cannotsignificantly takeitself as

argument, and by dividing functions and classes into a

hierarchy of types according to their possible arguments. —

Thus the assertion that a class is a memberofitself is neither

_ true nor false, but meaningless. This part of the Theory of

Types seems to me unquestionably correct, and I shall not

discuss it further.

The first part of the theory, then, distinguishes types of

propositional functions by their arguments; thus there are

functions of individuals, functions of functions of individuals,

functions of functions of functions of individuals, and so on.

The second part designed to meet the second group of

contradictions requires further distinctions between the

different functions which take the same arguments,for instance
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between the different functions of individuals. The following

explanation of these distinctions is based on the Introduction

to the Second Edition of Principia Mathematica.

We start with atomic propositions, which have been

explained in Chapter I. Out of these by meansofthe stroke

(p/¢.= not both # and g are true) we can construct any truth-

function of a finite number of atomic propositions as

arguments. The assemblage of propositions so obtained are

called elementary propositions. By substituting a variable

for the name of an individual in one or more of its

occurrences in an elementary proposition we obtain an

elementary function of individuals. An elementary function

of individuals, ‘4%’, is therefore one whose values

are elementary propositions, that is, truth-functions of

a finite number of atomic propositions. Such functions

were called, in the First Edition of Principia Mathe-

matica, predicative functions. We shall speak of them

by their new name,andin the next chapter use ‘ predicative

function ’ in a new andoriginal sense, for which it seems more

appropriate. In general, an elementary function or matrix

of one or morevariables, whether these are individuals or not,

is one whose values are elementary propositions. Matrices

are denoted by a mark of exclamation after the functional

symbol. Thus‘ F! (f 14, £14, 4,9)’ is a matrix having two

individuals and two elementary functions of individuals as

arguments.

From an elementary function ‘¢! £’ we obtain, as in Chapter

I, the propositions ‘(x).¢!%’ and ‘(34x%).¢!%’° which

respectively assert the truth of all and of at least one of the

values of ‘¢!x’. Similarly from an elementary function of

two individuals ¢ ! (#, 9) we obtain functions of one individual

such as (y). f! (#, y), (gy). ¢! (#, y). The values of these

functions are propositions such as (y). 4 ! (a, y) which are not

elementary propositions; hence the functions themselves
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are not elementary functions. Such functions, whose values

result from generalizing a matrix all of whose values are in-

dividuals, are called first-order functions, and written $k.

Suppose a is a constant. Then ‘¢! a’ will denote for the

various values of ¢ all the various elementary propositions

of which a isa constituent. Wecan thus form the propositions

(f).6! a, (3). p! @ asserting respectively the truth of all,

and of at least one of the above assemblage of propositions.

More generally we can assert by writing (¢).F! (6! 4),

(4¢).F! (6! 24) the truth of all and of at least one of

the values of F!(¢! 4). Such propositions are clearly

not elementary, so that sucha function as (¢).F ! (6! 4, x)

is not an elementary function of x. Such a function involving

the totality of elementary functionsis said to be of the second

order and written ¢,%. By adopting the new variable ¢, “‘ we

shall obtain other new functions

(fo) -S! (2%, x), (abe) -S! (bo¥, 4),

which are again not among values for 4,x (where dq is the

argument), because the totality of values of 4,4, which is now

involved,is different from the totality of values of 6! 2, which

was formerly involved. However much we mayenlarge the

meaning of ¢, a function of x in which ¢ occurs as apparent

variable has a correspondingly enlarged meaning, so that,

however ¢ may bedefined, (4) .f! (4, x) and (3¢).f! (64, x)

can never be values for dx. To attempt to make them sois

like attempting to catch one’s own shadow. It is impossible

to obtain one variable which embraces amongits’ values all

possible functions of individuals.’’ 4

For the wayin whichthis distinction of functions into orders

of which nototality is possible is used to escape the contradic-

tions of Group B, which are shown to result from the

ambiguities of language which disregard this distinction,

1 Principia Mathematica, I, 2nd ed., (1925), p. xxxiv.
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reference may be made to Principia Mathematica. Here

it may be sufficient to apply the method to a contradiction

not given in that work which is particularly free from

irrelevant elements: I mean Weyl’s contradiction concerning

“heterologisch ’,2, which must now be explained. Some

adjectives have meanings whichare predicates of the adjective

word itself; thus the word ‘short’ is short, but the word

‘long’ is not long. Let us call adjectives whose meanings

are predicates of them, like ‘short’, autological; others

heterological. Now is ‘ heterological’ heterological ? If it

is, its meaning is not a predicate of it; that is, it is not

heterological. But if it is not heterological, its meaning is a

predicate of it, and therefore it is heterological. So we havea

complete contradiction.

According to the principles of Principia Mathematica this

contradiction would be solved in the following way. An

adjective word is the symbol for a propositional function,e.g.

‘fh’ for 6%. Let R be the relation of meaning between ‘¢’

and ¢%. Then ‘ wis heterological’ is ‘(4¢). wR(fp£#). ~ dw’.

In this, as we have seen, the apparent variable ¢ must have a

definite range of values(e.g. the range of elementary functions),

of which Fx = :.(4¢):*R(¢%). ~ dx cannot itself be a

member. So that ‘heterological’ or ‘F’ is not itself an

adjective in the sense in which ‘¢’ is. We do not have

(3$).‘ F’ R(f%) because the meaningof ‘ F ’ is not a function

included in the range of ‘¢’. So that when heterological

and autological are unambiguously defined, ‘ heterological ’

is not an adjective in the sense in question, and is neither

heterological nor autological, and there is no contradiction.

Thus this theory of a hierarchy of orders of functions of

individuals escapes the contradictions ; but it lands us in an

almost equally serious difficulty, for it invalidates many

1 Principia Mathematica, I, 1st ed., (1910), p. 117.
2? Weyl, Das Kontinuum, p. 2.
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important mathematical arguments which appear to contain

exactly the same fallacy as the contradictions. In the First

Edition of Principia Mathematica it was proposed to justify

these argumentsbya special axiom, the Axiom of Reducibility,

which asserted that to every non-elementary function thereis

an equivalent elementary function.1 This axiom there is no

reason to suppose true ; andif it were true, this would be a

happy accident and not logical necessity, for it is not a

tautology. This will be shown positively in Chapter V; but

for the present it should be sufficient that it does not seem to

be a tautology and that there is no reason to supposethatit is

one. Such an axiom has no place in mathematics, and any-

thing which cannot be proved without using it cannot be

regardedas proved atall.

It is perhaps worth while, parenthetically, to notice a

point which is sometimes missed. Why, it may be asked, does

not the Axiom of Reducibility reproduce the contradictions

which the distinction between elementary and other functions

avoided ? Forit asserts that to any non-elementarythere is

an equivalent elementary function, and so may appear to

lose again whatever was gained by making the distinction.

This is not, however, the case, owing to the peculiar nature

of the contradictions in question; for, as pointed out above,

this second set of contradictions are not purely mathematical,

but all involve the ideas of thought or meaning, in connection

with which equivalent functions (in the sense of equivalent

explained above) are not interchangeable; for instance,

one can be meant bya certain word or symbol, but not the

other, and one can be definable, and not the other.2 On the

1 Two functions are called equivalent when the same arguments
render them both true or both false. (German um/fangsgleich).

? Dr L. Chwistek appears to have overlooked this point that, if a
function is definable, the equivalent elementary function need not also
be definable in terms of given symbols. In his paper ‘‘ Uber die
Antinomien der Prinzipien der Mathematik’’ in Math. Zeitschrift,
14, (1922), pp. 236-243, he denotes by S a many-one relation between
the natural numbers and the classes defined by functions definable in
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other hand, any purely mathematical contradiction wuich

arose from confusing elementary and non-elementaryfunctions

would be reinstated by the Axiom of Reducibility, owing to

the extensional nature of mathematics, in which equivalent

functions are interchangeable. But no such contradiction

has been showntoarise, so that the Axiom of Reducibility does

not seem to beself-contradictory. These considerations bring

out clearly the peculiarity of this second group of con-

tradictions, and make it even more probable that they have

a psychological or epistemological and not a purely logical

or mathematical solution ; so that there is.something wrong

with the account of the matter given in Principia.

The principal mathematical methods which appear to

require the Axiom of Reducibility are mathematical induction

and Dedekindian section, the essential foundations of

arithmetic and analysis respectively. Mr Russell has succeeded

in dispensing with the axiom in the first case,! but holds out

no hope of a similar success in the second. Dedekindian

section is thus left as an essentially unsound method, as has

often been emphasized by Wey]l,? and ordinary analysis

crumbles into dust. That these are its consequences is the

second defect in the theory of Principia Mathematica, and,

to my mind, an absolutely conclusive proof that there is

something wrong. For as I can neither accept the Axiom of

Reducibility nor reject ordinary analysis, I cannot believe in

a theory which presents me with no third possibility.

The third serious defect in Principia Mathematica is the

terms of certain symbols. ¢/ being a non-elementary function of this
kind, he concludes that there must be an ” such that nSé(¢z). Thisis,
however, a fallacy, since nS£(¢z) means by definition

(ay): Plx=gdx.nS (p! 2)
and since ¥lZ is not necessarily definable in terms of the given symbols,
there is no reason for there being any such n.

1 See Principia Mathematica, I, 2nd ed., (1925), Appendix B.
2 See H. Weyl, Das Kontinuum, and ‘‘ Uber die neue Grundlagen-

krise der Mathematik ’’, Math. Zeitschrift, 10 (1921), pp. 39-79.
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treatment of identity. It should be explained that what is

meantis numerical identity, identity in the sense of counting

as one, not as two. Ofthis the following definitionis given :

‘x= y.=:(4):d!%.9.d!y: Df.’}

That is, two things are identical if they have all their

elementary properties in common.

In Principia this definition is asserted to depend on the

Axiom of Reducibility, because, apart from this axiom, two

things might haveall their elementary properties in common,

but still disagree in respect of functions of higher order, in

which case they could not be regarded as numerically

identical.2 Although, as we shall see, the definition is to be

rejected on other grounds, I do not think it depends in this

way on the Axiom of Reducibility. For though rejecting the

Axiom of Reducibility destroys the obvious general proof that

two things agreeing in respect of all elementary functions

agree also in respect of all other functions, I think that this

would still follow and could probably be proved in any

particular case. For example, take typical functions of the

second order

(P)-f'(h!4,%), (a). fl (!4, 2).

Then, if we have (4):¢d1%.=.¢!y (x =y),

it follows that (A) :f! ($!4,%).=.f!(6!4,9),

because f ! (¢ ! 2, x) is an elementary function of x. Whence

(p). f(b! 4, x) s=: (P). fl (p14, y)

and (3). f! (614, x) :=: (ag). f! (6!4y).
Hence rejecting the Axiom of Reducibility does not
immediately lead to rejecting the definition of identity.
The real objection to this definition of identity is the same

113.01. 2 Principia Mathematica, I, tst ed. (1910), 177.
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as that urged above against defining classes as definable

classes : that it is a misinterpretation in that it does not define
the meaning with which the symbol for identity is actually

used. This can be easily seen in the following way: the

definition makes it self-contradictory for two things to have

all their elementary properties in common. Yet this is really

perfectly possible, even if, in fact, it never happens. Take

two things, a and b. Then there is nothing self-contradictory

in @ having anyself-consistent set of elementary properties,

nor in 0} having this set, nor therefore, obviously, in both a

and 6 having them,nor therefore in a and b havingall their

elementary properties in common. Hence,sincethis is logically

possible, it is essential to have a symbolism which allows us

to consider this possibility and does not exclude it by

definition.
It is futile to raise the objection that it is not possible to

distinguish two things which have all their properties in

common, since to give them different names would imply

that they had the different properties of having those names.

For although this is perfectly true—that is to say, I cannot,

for the reason given, know of any twoparticular indistinguish-

able things—yet I can perfectly well consider the possibility,

or even know that there are two indistinguishable things

without knowing which they are. To take an analogous

situation: since there are more people on the earth than

hairs on any one person’s head, I know that there must be

at least two people with the same numberof hairs, but I do

not know which two people theyare.

These argumentsare reinforced by Wittgenstein’s discovery

that the sign of identity is not a necessary constituent of

logical notation, but can be replaced by the convention that

different signs must have different meanings. This will be

found in Tractatus Logico-Philosophicus, p. 139; the con-

vention is slightly ambiguous, but it can be made definite,
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and is then workable, although generally inconvenient.

But even if of no other value, it provides an effective proof

that identity can be replaced by a symbolic convention, and

is therefore no genuine propositional function, but merely a

logical device.

Weconclude, therefore, that the treatment of identity in

Principia Mathematica is a misinterpretation of mathematics,

and just as the mistaken definition of classes is particularly

_ unfortunate in connection with the Multiplicative Axiom,

so the mistaken definition of identity is especially misleading

with regard to the Axiom of Infinity ; for the two propositions

‘There are an infinite number of things’ and ‘There are

an infinite number of things differing from oneanother with

regard to elementary functions’ are, as we shall see in

Chapter V, extremely different.

III. PREDICATIVE FUNCTIONS

In this chapter we shall consider the second of the three

objections which we made in the last chapter to the theory

of the foundations of mathematics given in Principia

Mathematica. This objection, which is perhaps the most

serious of the three, was directed against the Theory of

Types, which seemed to involve either the acceptance of

the illegitimate Axiom of Reducibility or the rejection of

such a fundamental type of mathematical argument as

Dedekindsection. Wesaw that this difficulty came from the

second of thetwo parts into which the theory was divided,

namely, that part which concerned the different ranges of

functions of given arguments, e.g. individuals; and we have

to consider whether this part of the Theory of Types cannot

be amended so as to get out of the difficulty. We shall see
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that this can be done in a simple and straightforward way,

which is a natural consequence of the logical theories of

Mr Wittgenstein.

Weshall start afresh from part of his theory of propositions,

of which something was said in the first chapter. We saw

there that he explains propositions in general by reference to

atomic propositions, every proposition expressing agreement

and disagreement with truth-possibilities of atomic

propositions, We saw also that we could construct many

different symbols all expressing agreement and disagreement

with the samesets of possibilities. For instance,

‘d > q’ “~wp.V.g, ‘wip. ~q,’ ‘“~q.2 -~p’

are such a set, all agreeing with the three possibilities

‘pg ~p.9) “wp. ~ 9,
but disagreeing with ‘~. ~q’. Two symbols of this kind,

which express agreement and disagreement with the same

sets of possibilities, are said to be instances of the same

proposition. They are instances of it just as all the ‘ the’ ’s

on a page are instances of the word ‘the’. But whereas the

‘the’ ’s are instances of the same word on account of their

physical similarity, different symbols are instances of the

same proposition because they have the samesense,that is,

express agreement with the samesets of possibilities. When

we speak of propositions we shall generally mean the typesof

which the individual symbols are instances, and we shall

include types of which there may be no instances. This is

inevitable, since it cannot be any concern of ours whether

anyone has actually symbolized or asserted a proposition, and

we haveto considerall propositions in the sense of all possible

assertions whetheror not they have been asserted.

Any proposition expresses agreement and disagreement

with complementary sets of truth-possibilities of atomic
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propositions; conversely, given any set of these truth-

possibilities, it would be logically possible to assert agreement

with them and disagreement with all others, and the set of

truth-possibilities therefore determines a proposition. This

proposition may in practice be extremely difficult to express

through the poverty of our language, for we lack both names

for many objects and methodsof makingassertions involving

an infinite number of atomic propositions, exceptin relatively

simple cases, such as ‘ (x).¢x’, which involves the (probably)

infinite set of (in certain cases) atomic propositions, ‘ da,’

‘db,’ etc. Nevertheless, we have to consider propositions

which our language is inadequate to express. In ‘ (x).d¢x’

we assert the truth of all possible propositions which would be

of the form ‘dx’ whether or not we have namesfor all the

values of x. General propositions must obviously be under-

stood as applying to everything, not merely to everything

for which we have a name.

We comenow to a most important point in connection with

the Theory of Types. We explained in the last chapter what

was meant by an elementary proposition, namely, one con-

structed explicitly as a truth-function of atomic propositions.

We have now to see that, on the theory of Wittgenstein,

elementary is not an adjective of the proposition-type at all,

but only of its instances. For an elementary and a non-

elementary propositional symbol could be instances of the

same proposition. Thus suppose a list was made of all

individuals as‘a’,‘ },’...,‘z.’ Then, if6 were an elementary

function, ‘ da.¢b... gz’ would be an elementary proposition,

but ‘ (x). dx’ non-elementary; but these would express

agreement and disagreement with the samepossibilities and

therefore be the same proposition. Or to take an example

which could really occur, ‘da’ and ‘da: (4x).dx’, which

are the same proposition, since (4x).¢x adds nothing to ga.

But the first is elementary, the second non-elementary.
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Hence someinstances of a proposition can be elementary,

and others non-elementary ; so that elementaryis notreally

a characteristic of the proposition, but of its mode of

expression. ‘ Elementary proposition ’ is like ‘ spoken word’ ;

just as the same word can be both spoken and written, so

the same proposition can be both elementarily and non-

elementarily expressed.

After these preliminary explanations we proceed to a theory

of propositional functions. By a propositional function of

individuals we mean a symbol of the form ‘/(%, 9, 2, .. .)’

which is such that, were the names of any individuals

substituted for ‘%’, ‘9’, ‘2’, ... in it, the result would

always be a proposition. This definition needs to be completed

by the explanation that two such symbols are regarded as the

same function when thesubstitution of the same set of names

in the one and in the other alwaysgives the sameproposition.

Thus if ‘ f(a, b, c)’, ‘ g(a, 6, c)’ are the sameproposition for

any set of a, b, c, ‘f(%, 9, 4)’ and ‘g(%, 9, 2)’ are the same

function, even if they are quite different to look at.

A function? ‘ 4%’ gives us for each individual a proposition

in the sense of a proposition-type (which may not have any

instances, for we may not havegiven the individual a name).

So the function collects together a set of propositions, whose

logical sum and product we assert by writing respectively

‘(qx) . dx’, ‘(x) . dx’. This procedure can be extended

to the case of several variables. Consider ‘ $(%, ¥)’; give

y any constant value 7, and ‘ 4(%, 7)’ gives a proposition

when any individual nameis substituted for %, and is therefore

a function of one variable, from which we can form the

propositions

‘(3x) . A(x, 9)’, ° (*) . H(%, m)’.

Consider next ‘ (qx) . d(x, 9)’; this, as we have seen, gives

1 By ‘function’ we shall in future always mean propositional
function unless the contrary is stated.

198



THE FOUNDATIONS OF MATHEMATICS

a proposition when any name (e.g. ‘ 7’) is substituted for

‘y’, and is therefore a function of one variable from which

we can form the propositions

(3y) : (ax) . A(x, y) and (y) : (gx) . f(x, y).

As so far there has been nodifficulty, we shall attempt to

treat functions of functions in exactly the same way as we

have treated functions of individuals. Let us take, for

simplicity, a function of one variable which is a function of

individuals. This would be a symbol of the form ‘ f(é4) ’,
which becomes a proposition on the substitution for ‘ g#’

of any function of an individual. ‘/f(¢@)’ then collects

together a set of propositions, one for each function of an

individual, of which we assert the logical sum and product

by writing respectively ‘ (3d) . f(f£)’, ‘ (6) . f(P#)’.

But this account suffers from an unfortunate vagueness

as to the range of functions $% giving the values of /(f2) of

which weassert the logical sum or product. In this respect

there is an important difference between functions of functions

and functionsof individuals which is worth examiningclosely.

It appears clearly in the fact that the expressions ‘ function

of functions’ and ‘ function of individuals’ are not strictly

analogous ; for, whereas functions are symbols, individuals

are objects, so that to get an expression analogousto ‘ function

of functions ’ we should haveto say ‘ function of names of

individuals’. On the other hand, there does not seem any

simple way of altering ‘ function of functions’ so as to make

it analogousto ‘ function of individuals’, and it is just this

which causes the trouble. For the rangeof valuesof a function

of individuals is definitely fixed by the range of individuals,

an objective totality which there is no getting away from.

But the range of arguments to a function of functions is a

range of symbols, all symbols which becomepropositions by

inserting in them the nameof an individual. And this range

199



THE FOUNDATIONS OF MATHEMATICS

of symbols, actual or possible, is not objectively fixed, but

depends on our methods of constructing them and requires

more precise definition.

This definition can be given in two ways, which may be

distinguished as the subjective and the objective method. The

subjective! method is that adopted in Principia Mathematica ;

it consists in defining the range of functionsas all those which

could be constructed in a certain way, in the first instance

by sole use of the ‘ /’ sign. We haveseen howitleads to the

impasse of the Axiom of Reducibility. I, on the other hand,

shall adopt the entirely original objective method which will

lead us to a satisfactory theory in which no such axiom is

required. This method is to treat functions of functions as

far as possible in the same wayas functions of individuals.

The signs which can be substituted as arguments in ‘ ¢%’,

a function of individuals, are determined by their meanings;

they must be names of individuals. I propose similarly to

determine the symbols which can be substituted as arguments

in ‘ f($£) ’ not by the manner of their construction, but by

their meanings. This is more difficult, because functions do

not mean single objects as names do, but have meaning in a

more complicated way derived from the meanings of the

propositions whichare their values. The problem is ultimately

to fix as values off(¢£) some definite set of propositions so that

we can assert their logical product and sum. In Principia

Mathematica they are determined as all propositions which

can be constructed in a certain way. My method, on the

other hand, is to disregard how we could construct them,

and to determine them by a description of their senses or

imports ; and in so doing we maybeable to include in the

set propositions which we have no wayof constructing, just

as we include in the range of values of $x propositions which

1 I do not wish to press this term; I merely use it because I can
find no better.

200



THE FOUNDATIONS OF MATHEMATICS

we cannot express from lack of names for the individuals

concerned.

We mustbegin the description of the new method with the

definition of an atomic function of individuals, as the result

of replacing by variables any of the namesof individuals in

an atomic proposition expressed by using names alone;

where if a nameoccurs more than once in the proposition it

may be replaced by the same or different variables, or left

alone in its different occurrences. The values of an atomic

function of individuals are thus atomic propositions.

We next extend to propositional functions the idea of a

truth-function of propositions. (At first, of course, the

functions to which we extend it are only atomic, but the

extension works also in general, and so I shall state it in

general.) Suppose we have functions ¢,(#, 9), d2(%, 9), etc.,

then by saying that a function ¥(#, ) is a certain truth-

function (e.g. the logical sum) of the functions ¢,(%, 9),

$2(%, 9), etc., and the propositions ~, g, etc., we mean that

any value of (x, y), say (a, 0), is that truth-function of

the corresponding valuesof ¢,(%, y), $.(x, y), etc., ie. J,(a, 5),

$,(4, 6), etc., and the propositions #, g, etc. This definition

enables us to include functions among the arguments of any

truth-function, for it always gives us a unique function which

is that truth-function of those arguments; e.g. the logical

sum of ¢,(4), 2(£), ... is determined as (x), where (a)

is the logical sum of ¢,4, fa, ..., a definite proposition

for each a, so that x(x) is a definite function. It is unique

because, if there were two, namely #,(x) and ,(x), o,(a)

and ,(a) would for each a be the sameproposition, and hence

the two functions would be identical.

Wecan nowgive the most importantdefinitionin this theory,

that of a predicative function. I do not use this term in the

sense of Principia Mathematica, 1st ed., for which I follow

Mr Russell’s later work in using ‘elementary’. The notion
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of a predicative function, in my sense, is one which doesnot

occur in Principia, and markstheessential divergence of the

two methods of procedure. A fredicative function of

individuals is one which is any truth-function of arguments

which, whether finite or infinite in number, are all either

atomic functions of individuals or propositions. This

defines a definite range of functions of individuals which is

wider than any range occurring in Principia. It is essentially

dependent on the notion of a truth-function of an infinite

numberof arguments ; if there could only be a finite number

of arguments our predicative functions would be simply

the elementary functions of Principia. Admitting an infinite

number involves that we do not define the range of functions

as those which could be constructed in acertain way, but deter-

mine them by a description of their meanings. They are to

. be truth-functions—not explicitly in their appearance, but

in their significance—of atomic functions and propositions.

In this way weshall include many functions which we have

no way of constructing, and many which weconstruct in quite

different ways. Thus, supposing ¢(%,9) is an atomic function,

p a proposition,

$(4, 9), $(%,9)-v.d, (y) - HZ, »)

are all predicative functions. [The last is predicative because

it is the logical product of the atomic functions $(%, y) for

different values of y.]

For functions of functions there are more or less analogous

definitions. First, an atomic function of (predicative ?)

functions of individuals and of individuals can only have

one functional argument, say ¢, but may have manyindividual

1 Before ‘ propositions ’ we could insert ‘ atomic ’ without narrowing
the sense of the definition. For any proposition is a truth-function of
atomic propositions, and a truth-function of a truth-function is again
a truth-function.

2 I put ‘ predicative’ in parentheses because the definitions apply
equally to the non-predicative functions dealt with in the next chapter.
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arguments, x, y, etc., and must be of the form d(x, y, ...,

a,b, ...) where ‘a’, ‘b’, ... are namesof individuals. In

particular, an atomic function f($4) is of the form da. A

predicative function of (predicative) functions of individuals

and of individuals is one which is a truth-function whose

arguments are all either propositions or atomic functions of

functions of individuals and of individuals,

eg. Ga .D . bb: vip (a function of ¢, ¥),

(x) . dx, the logical product of the atomic functions

ga, $b, etc.

It is clear that a function only occurs in a predicative function

through its values. In this way we can proceed to define

predicative functions of functions of functions and so on to

any order.

Now consider such a proposition as (4) . /(¢%) where

($4) is a predicative function of functions. We understand

the range of values of ¢ to be all predicative functions;

Le. (p) . f(6%) is the logical product of the propositions

J($%) for each predicative function, and as this is a definite

set of propositions, we have attached to (¢) . /(¢%) a definite

significance. :

Now consider the function of x, ($) . f(f4, x). Is this a

predicative function ? It is the logical product of the pro-

positional functions of x, f(62, x) for the different ¢’s which,

sincefis predicative, are truth-functions of $x and propositions

possibly variable in ¢ but constant in x (e.g. da). The ¢x’s,

since the ¢’s are predicative, are truth-functions of atomic

functions of x. Hence the propositional functions of x,

f($%, x) are truth-functions of atomic functions of x and

propositions. Hence they are predicative functions, and there-

fore their logical product (4) . f($2, x) is predicative. More
generally it is clear that by generalization, whatever the type

of the apparent variable, we can never create non-predicative
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functions ; for the generalization is a truth-function of its

instances, and, if these are predicative, soisit.

Thusall the functionsof individuals which occur in Principia

are in our sense predicative and included in our variable ¢,

so that all need for an axiom of reducibility disappears.

But, it will be objected, surely in this there is a vicious

circle; you cannot include F% = (g) . f(¢#%, #) among the

¢’s, for it presupposes the totality of the ¢’s. This is not,

however, really a vicious circle. The proposition Fa is

certainly the logical product of the propositions /(¢7, a),

but to express it like this (which is the only way we can) is

merely to describeit in a certain way, by reference to a totality

of which it maybe itself a member, just as we mayrefer to a

man as the tallest in a group, thus identifying him by means

of a totality of which he is himself a member without there

being any vicious circle. The proposition Fa in its significance,

that is, the fact it asserts to be the case, does not involve the

totality of functions ; it is merely our symbol which involves

it. To take a particularly simple case, (}) . $a is the logical

product of the propositions ¢a, of whichit is itself one; but

this is no more remarkable and no morevicious than is the

fact that  . g is the logical product of the set , g, p . @,

of which it is itself a member. The only difference is that,

owing to ourinability to write propositions of infinite length,

which is logically a mere accident, (J) . da cannot, like

pf . q, be elementarily expressed, but must be expressed as

the logical product of a set of which it is also a member.

If we had infinite resources and could express all atomic

functions as #,x, x, then we could form all the propositions

a, thatis, all the truth-functionsof a, $a, etc., and among

them would be one which wasthe logical product of them all,

including itself, just as ~.q is the product of #, q¢, pvq, ~.g.

This proposition, which we cannot express directly, that is

elementarily, we express indirectly as the logical product of
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them all by writing ‘ ($) . da’. This is certainly a circuitous

process, but there is clearly nothing vicious aboutit.

In this lies the great advantage of my method overthat of

Principia Mathematica. In Principia the range of ¢ is that

of functions which can be elementarily expressed, and since

(p) . f(p! 4, x) cannot be so expressed it cannot be a valueof

¢!; but I define the values of ¢ not by how they can be

expressed, but by what sort of senses their values have, or

rather, by how thefacts their values assert are related to their

arguments. I thus include functions which could not even

be expressed byusatall, let alone elementarily, but only by a

being with an infinite symbolic system. And any function

formed by generalization being actually predicative, there is

no longer any need for an Axiom of Reducibility.

It remains to show that my notion of predicative functions

does not involve us in any contradictions. The relevant

contradictions, as I have remarked before, all contain some

word like ‘ means’, and I shall show that they are due to an

essential ambiguity of such words and not to any weakness

in the notion of a predicative function.

Let us take first Weyl’s contradiction about ‘ heterological ’

which wediscussed in the last chapter. It is clear that the

solution given there is no longer available to us. For, as

before, if R is the relation of meaning between ‘d’ and ¢f,

‘x is heterological ’ is equivalent to ‘(4¢): xR ($4) .~ dx’,

the range of ¢ being here understood to be that of

predicative functions. Then

(ag) : *R(GZ) . ~ x,
which I will call Fx, is itself a predicative function.

So ‘F’ R(F%)

and (ag): ‘F’ (62),
and therefore F(F’). 2 .~F(F’),

which is a contradiction.
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It will be seen that the contradiction essentially depends

on deducing (4¢):‘F’ R(¢%) from ‘F’ R(F%). According to

Principia Mathematica this deduction is illegitimate because

F% is not a possible value of ¢%. But if the range of ¢# is

that of predicative functions, this solution fails, since F%

is certainly a predicative function. But there is obviously

another possible solution—to deny ‘F’ R(F%) the premiss

of the deduction. ‘ F’ R(F%) says that ‘F’ means F¥. Now

this is certainly true for some meaning of ‘means’, so to

uphold our denial of it we must show some ambiguity in the

meaning of meaning, and say that the sense in which ‘ F’

means F¢%, i.e. in which ‘ heterological ’ means heterological,

is not the sense denoted by ‘ R’, i.e. the sense which occurs in

the definition of heterological. We can easily show thatthis

is really the case, so that the contradiction is simply due to an

ambiguity in the word ‘ meaning’ and has no relevance to

mathematics whatever.

First of all, to speak of ‘ F ’ as meaning F¥% at all must appear

very odd in view of our definition of a propositional function

as itself a symbol. But the expression is merely elliptical.

The fact which we try to describe in these terms is that we

have arbitrarily chosen the letter ‘ F’ for a certain purpose,

so that ‘ Fx’ shall have a certain meaning (depending on x).

As a result of this choice ‘F’, previously non-significant,

becomessignificant ; it has meaning. But it is clearly an |

impossible simplification to suppose that there is a single

object F, which it means. Its meaning is more complicated

than that, and must be further investigated.

Let us take the simplest case, an atomic proposition fully

written out, ‘a@Sb’, where ‘a’, ‘b’ are namesof individuals

and ‘S’ the name of a relation. Then ‘a’,‘d’,‘S’ mean

in the simplest way the separate objects a, b, and S. Now

suppose we define

px .=.aSx Def.
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Then ‘ ¢’ is substituted for ‘aS’ and does not mean single

object, but has meaning in a more complicated wayin virtue

of a three-termed relation to both a and S. Then we can say

‘p’ means aS#, meaning by this that ‘¢’ has this relation

to a and S. We can extend this account to deal with any

elementary function, that is, to say that ‘¢!’ means ¢! 4

means that ‘¢!’ is related in a certain way to the objects

a, b, etc., involved in ¢! #.

But suppose now we take a non-elementary functional

symbol, for example,

fx: =:(y).yRx Def.

Here the objects involved in ¢,% include all individuals as

values of y. And it is clear that ‘¢, ’ is not related to them

in at all the same way as ‘¢!’ is to the objects in its meaning.

For‘ ¢! ’ is related to a, b, etc. by being short for an expression

containing names of a, ), etc. But ‘¢,’ is short for an

expression not containing ‘a’,‘b’,..., but containing onlyan

apparentvariable, of which these can be values. Clearly ‘¢,’

meanswhatit meansin quite a different and more complicated

way from that in which ‘d!’ means. Of course, just as

elementary is not really a characteristic of the proposition, it

is not really a characteristic of the function; that is to say,

¢,% and ¢!# may be the same function, because ¢,% is

always the sameproposition as 6! x. Then ‘¢,’, ‘¢!’ will

have the same meaning, but will mean it, as we saw above,

in quite different senses of meaning. Similarly ‘4,’ which

involves a functional apparent variable will mean in a

different and more complicated waystill.

Hence in the contradiction which we were discussing, if

‘R’, the symbol of the relation of meaning between ‘¢’

1 Here the range of the apparent variable in ‘¢,° is the set of
predicative functions, not as in Principia Mathematica the set of
elementary functions.
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and ¢#, is to have any definite meaning, ‘¢’ can only be a

symbolof a certain type meaning in a certain way ; suppose

we limit ‘¢’ to be an elementary function by taking R to be

the relation between ‘4!’ and ¢! #.
Then ‘Fx’ or ‘ (qd) : *R(féZ) .~ x’ is not elementary,

but is a ‘ d,’.

Hence ‘ F’ means not in the sense of meaning denoted by

‘R’ appropriate to ‘¢!’s, but in that appropriate to a

‘d,’, so that we have ~: ‘ F’ R(F%), which, as we explained

above, solves the contradiction for this case.

Theessential point to understandis that the reason why

(a¢):‘F’ R(¢)

can only be true if ‘ F ’ is an elementary function, is not that

the range of ¢ is that of elementary functions, but that a

symbol cannot have R to a function unless it (the symbol) is

elementary. The limitation comes not from ‘ 4¢’, but from

‘R’. The distinctions of ‘d!’s, ‘¢,’s, and ‘d,’s apply

to the symbols and to how they mean but not to what they

mean. Therefore I always (in this section) enclosed ‘¢!’,

‘¢,’ and ‘ ¢,’ in inverted commas.

But it may be objected that this is an incomplete solution ;

for suppose wetake for R the sum of the relations appropriate

to ‘d!’s, ‘d,’s, and ‘¢,’s. Then ‘F’, since it still only

contains 3¢,! is still a ‘¢,’, and we must havein this case

‘F’ R(F%£); which destroys our solution.

But this is not so because the extra complexity involved

in the new R makes ‘ F’ not a‘ ¢,’, but a more complicated

symbolstill. For with this new R, for which ‘ ¢,’ R(¢,),

since ‘dx’ is of some such form as (34). f(#4, x), in (g¢).‘F’

R(¢%) is involved at least a wariable function /(#Z, x) of

functions of individuals, for this is involved in the notion of a

1 The range of ¢ in 3¢ is that of predicative functions, including
all * $,’s,‘ 3. ’s, etc., so it is not altered by changing R.
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variable ‘ ¢,’, which is involved in the variable ¢ taken in

conjunction with R. For if anything has R to the predicative

function ¢%, ¢% must be expressible by either a ‘¢!’ or a

‘$,' ora‘ dy’.

Hence (4¢) .‘ F’ R(¢#) involves not merely the variable

¢ (predicative function of an individual) but also a hidden

variable f (function of a function of an individual and of an

individual). Hence ‘ Fx’ or ‘ (4d): *R(¢%).~ $x’ is not

a ‘¢,’, but what we may call a ‘d,;’, ie. a function of

individuals involving a variable function of functions of

individuals. (This is, of course, not the same thing as a

‘ds’ in the sense of Principia Mathematica, 2nd edition.)

Hence ‘ F ’ means in a more complicated waystill not included

in R; and we do not have‘ Ff’ R(F%), so that the contradiction

again disappears.

What appears clearly from the contradictions is that we

cannot obtain an all-inclusive relation of meaning for pro-

positional functions, Whatever one wetakethereisstill a

way of constructing a symbol to mean in a way not included

in our relation. The meanings of meaning form an illegitimate

totality.

By the process begun above we obtain a hierarchy of

propositions and a hierarchy of functions of individuals.

Both are based on the fundamental hierarchy of individuals,

functions of individuals, functions of functions of individuals,

etc. A function of individuals wewill call a function of type 1 ;

a function of functions of individuals, a function of type 2 ;

and so on.

We nowconstruct the hierarchy of propositions as follows:

Propositions of order 0 (elementary), containing no apparent

variable.

r» » 1, containing an individual apparent

variable.
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Propositions of order 2, containing an apparent variable whose

values are functions of type 1.

” ” nm, containing an apparent variable

whose values are functions of type

n—1.

From this hierarchy we deduce anotherhierarchy of functions,

irrespective of their types, according to the order of their

values.

Thus functions of orderQ (matrices) contain no apparent

variable ;

» ” 1 contain an individual apparent

variable ;

and so on; i.e. the values of a function of order are

propositions of order ”. For this classification the types of

the functions are immaterial. |

Wemust emphasizetheessential distinction between order

and type. The type of a function is a real characteristic of

it depending on the arguments it can take; but the order

of a proposition or function is not a real characteristic, but

what Peano called a pseudo-function. The order of a pro-

position is like the numerator of a fraction. Just as from

“x =’ we cannot deduce that the numeratorof x is equal

to the numerator of y, from the fact that ‘f’ and ‘q’ are

instances of the same proposition we cannot deduce that the

order of ‘ #‘ is equal to that of ‘¢’. This was shown above

(p. 34) for the particular case of elementary and non-

elementary propositions (Orders 0 and > 0), and obviously

holds in general. Orderis only a characteristic of a particular

symbol whichis an instance of the proposition or function.

Weshall now show briefly how this theory solves the

remaining contradictions of group B.!

1 It maybe as well to repeat that for the contradictions of group A
my theory preserves the solutions given in Principia Mathematica.
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(a) ‘I am lying ’.

This we should analyse as ‘(3 ‘‘p", p): I am saying “p”.

‘“p” means p. ~p’. Here to get a definite meaning for

means * it is necessary to limit in some way theorder of ‘p’,
Suppose ‘f’ is to be of the ath or lesser order. Then.
symbolizing by ¢, a function of type n,‘p~’ may be (3¢,) .

$n +1 (pn).
Hence 3 ‘#’ involves 3¢, + ,, and ‘I am lying’ in the

sense of ‘I am asserting a false proposition of order n’

is at least of order ” -+- 1 and does not contradictitself.

(5) (1) The least integer not nameable in fewer than

nineteen syllables.

(2) The least indefinable ordinal.

(3) Richard’s Paradox.

All these result from the obvious ambiguity of ‘ naming’

and ‘defining’. The name or definition is in each case a

functional symbol which is only a name or definition by

meaning something. The sense in which it means must be

made precise by fixing its order; the name or definition

involving all such names or definitions will be of a higher

order, and this removes the contradiction. My solutions of

these contradictions are obviously very similar to those of

Whitehead and Russell, the difference between them lying

merely in our different conceptions of the order of propositions

and functions. For me propositions in themselves have no

orders; they are just different truth-functions of atomic

propositions—a definite totality, depending only on what

1 When I say ‘'‘p’ means p”’, I do not supposethere to be a single
object meant by ‘p’. The meaning of ‘ p’ is that one of a certain
set of possibilities is realized, and this meaning results from the meaning-
relations of the separate signs in ‘p’ to thereal objects which it is
about. It is these meaning-relations which vary with the order of
‘p’. And the order of ‘p’ is limited not because p in (3/)is limited,
but by ‘means’ which varies in meaning with the order of ‘p’.
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atomic propositions there are. Orders and illegitimate

totalities only come in with the symbols we use to symbolize

the facts in variously complicated ways.

To sum up: in this chapter I have defined a range of predi-

cative functions which escapes contradiction and enables us

to dispense with the Axiom of Reducibility. And I have given

a solution of the contradictions of group B whichrests on and

explains the fact that they all contain some epistemic element.

IV. PROPOSITIONAL FUNCTIONS IN EXTENSION

Before we go on, let us look round and see where we have

got to. We have seen that the introduction of the notion of a

predicative function has given us a range for ¢ which enables

us to dispense with the Axiom of Reducibility. Hence it

removesthe second and most important defect in the theory of

Principia Mathematica ; but how do wenowstand with regard

to the other two difficulties, the difficulty of including all

classes and relations in extension and not merely definable

ones, and thedifficulty connected with identity ?

The difficulty about identity we can get rid of, at the cost

of great inconvenience, by adopting Wittgenstein’s convention,

which enables us to eliminate ‘=’ from any proposition in

which it occurs. But this puts us in a hopeless position as

regards classes, because, having eliminated ‘ = ’ altogether,

we can no longer use x = y as a propositional function in

defining finite classes. So that the only classes with which

we are now able to deal are those defined by predicative

functions.

It maybe useful here to repeat the definition of a predicative

function of individuals; it is any truth-function of atomic

functions and atomic propositions. We call such functions
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* predicative ’ because they correspond, as nearly as a precise

notion can to a vague one, to the idea that da predicates the

same thing of a as db does of b. They includeall the pro-

positional functions which occur in Principia Mathematica,

including identity as there defined. It is obvious, however,

that we ought not to define identity in this way as agreement

in respect of all predicative functions, because two things can

clearly agree as regards all atomic functions and therefore

as regards all predicative functions, and yet they are two

things and not, as the proposed definition of identity would

involve, one thing.

Hence our theory is every bit as inadequate as Principia

Mathematica to provide an extensional logic; in fact, if we

reject this false definition of identity, we are unable to include

among the classes dealt with even all finite enumerated

classes. Mathematics then becomes hopeless because we

cannot be sure that there is any class defined by a predicative

function whose numberis two; for things mayall fall into

triads which agree in every respect, in which case there would

be in our system no unit classes and no two-memberclasses.

If we are to preserveatall the ordinary form of mathematics,

it looks as if some extension must be made in the notion of a

propositional function, so as to take in other classes as well.

Such an extension is desirable on other grounds, because

many things whichwould naturally be regarded as propositional

functions can be shown notto be predicative functions.

For example

F (x, y) = Something other than x andy satisfies $2.

(Here, of course, ‘other than’ is to be taken strictly, and

not in the Principia Mathematica sense of ‘ distinguishable

from ’.)

This is not a predicative function, but is made up of parts

of two predicative functions:
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(1) For*x~y

F(x, y) is px .py: D.Ne'é(dz) >3:.

ox .~ oy .Vidy.~ gx: D:Ne'é(dz) >2:.

~ px. ~ dy: D:Ne'2(dz) > 1.

This is a predicative function because it is a truth function

of ¢x, dy and the constant proposition Nc’4(¢z) > 1, 2, 3,

which do not involve x, y.

(2) For * = y

F(x, x) is $(x). 2 .Ne’é (fz) > 2:

~ 6%. 2. Ne’é (fz) > 1,

which is a predicative function.

But F(x, y) is not itself a predicative function ; this is

perhaps moredifficult to see. But it is easy to see that all

functions of this kind cannot be predicative, because if they

were we could find a predicative function satisfied by any given

individual @ alone, which weclearly cannot in general do.

For supposefa (if not, take ~f£).

Let a = £(fx),

=a (a).

Then ¢x = ‘ There is nothing which satisfies fx except x,

and membersof B’ applies toa and aalone. So such functions

cannot alwaysbe predicative.

Just as F(x, y) above, so also ‘x = y’ is made up of two

predicative functions:

(1) For*x~y

‘x=’ may be taken to be (4d¢).¢%.~ dx:

(3d) . dy. ~ dy,ie. a contradiction.
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(2) Forx=y

‘x =y’ may be taken to be ($):.¢x.v.~d@x:

py .v.~ dy, ie. a tautology.

But ‘x = y’ is not itself predicative.

It seems, therefore, that we need to introduce non-predica-

tive propositional functions. How is this to be done? The

only practicable way is to do it as radically and drastically as

possible ; to drop altogether the notion that da says about a

what $d says about 5; to treat propositional functions like

mathematical functions, that is, extensionalize them com-

pletely. Indeedit is clear that, mathematical functions being

derived from propositional, we shall get an adequately

extensional account of the former only by taking a completely

extensional view of thelatter.

So in addition to the previously defined concept of a predi-

cative function, which we shallstill require for certain purposes,

we define, or rather explain, for in our system it must be taken

as indefinable, the new concept of a propositional function

in extension. Such a function of one individual results from

‘any one-manyrelation in extension between propositions and

individuals; that is to say, a correlation, practicable or

impracticable, which to every individual associates a unique

proposition, the individual being the argumentto the function,

the proposition its value.

Thus ¢ (Socrates) may be Queen Anneis dead,

¢ (Plato) may be Einstein is a great man ;

¢% being simply an arbitrary association of propositions

fx to individuals x.

A function in extension will be marked by a suffix e thus

bef.
Then wecan talk of the totality of such functions as the

range of values of an apparentvariable ¢,.
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Consider now (pe). pox = hey.

This asserts that in any such correlation the proposition corre-

lated with x is equivalent to that correlated with y.

If x = this is a tautology (it is the logical product of

values of p = 4).

But if x  y it is a contradiction. Forin one of the correla-

tions some # will be associated with x, and ~? with y.

Then for this correlation ff, f.x is ~, fy is ~~, so that

ix =fy is self-contradictory and (¢,).¢.% = ¢y is self-

contradictory.

So (p.) .d.% = dy is a tautology if x = y, a contradiction

if «fy

Hence it can suitably be taken as the definition of x = y.

% = y 1s a function in extension of two variables. Its value

is tautology when x and y have the same value, contradiction

when x, y have different values.

Wehavenowto defendthis suggested range of functionsfor

a variable ¢, against the charges thatit is illegitimate and leads

to contradictions. It is legitimate becauseit is an intelligible

notation, giving a definite meaning to the symbols in whichit

is employed. Nor can it lead to contradictions, for it will

escape all the suggested contradictions just as the range of

predicative functions will, Any symbol containing the

variable ¢, will mean in a different way from a symbol not

containing it, and we shall have the samesort of ambiguity

of ‘meaning’ as in Chapter III, which will remove the

contradictions. Nor can any of the first group of contradic-

tions be restored by our new notation, for it will still be

impossible for a class to be a memberofitself, as our functions

in extension are confined to definite types of arguments by

definition.

We have now to take the two notions we have defined,

1 On the other hand (¢\.¢%= ¢y (¢ predicative) is a tautology if
* = y, but not a contradiction if x $y.
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predicative functions and functions in extension, and consider

when weshall want to use one and when the other.!_ First

let us take the case when the arguments are individuals:

then there is every advantage in taking the range of functions

we use in mathematics to be that of functions in extension.

We have seen how this enables us to define identity satis-

factorily, and it is obvious that we shall need no Axiom of

Reducibility, for any propositional function obtained by

generalization, or in any manner whatever,is a function in

extension. Further it will give us a satisfactory theory of

classes, for any class will be defined by a function in extension,

e.g. by the function which is tautology for any memberof

the class as argument, but contradiction for any other argu-

ment, and the null-class will be defined by the self-contra-

dictory function. So the totality of classes can be reduced

to that of functions in extension, and therefore it will be

this totality which we shall require in mathematics, not

the totality of predicative functions, which corresponds

not to ‘ all classes ’ but to ‘all predicates’ or ‘ all properties ’.

On the other hand, when weget to functions of functions

the situation is rather different. There appears to be no

point in considering any except predicative functions of

functions ; the reasons for introducing functions in extension

no longer apply. For we do not need to define identity between

functions, but only identity between classes which reduces

to equivalence between functions, which is easily defined.

Nor do we wish to consider classes of functions, but classes

of classes, of which a simpler treatment is also possible.

So in the case of functions of functions we confine ourselves

to such as are predicative.

Let us recall the definition of a predicative function of

functions ; it is a truth-function of their values and constant

1 Of course predicative functions are also functions in extension ;
the question is which range we want for our variable function.
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propositions... All functions of functions which occur in

Principia are of this sort, but ‘ I believe (x) . dx’ as a function

of df isnot. Predicative functions of functions are extensional

in the sense of Principia, thatis if the range of f(64) be that
of predicative functions of functions,

hex =e Pex: D:f(b-4) = f(p¥).

This is because f(¢,£) is a truth-function of the values of

¢.x which are equivalent to the corresponding values of

yx, so that f(¢.£) is equivalent to f(y-£).

If we assumed this we should have a very simple theory of

classes, since there would be no need to distinguish 4(¢,%)

from ¢,£. But though it is a tautology there is clearly no

way of proving it, so that we should have to take it as a

primitive proposition. If we wish to avoid this we have only

to keep the theory of classes given in Princtfia based on

“ the derived extensional function ’’. The range of predicative

functions of functions is adequate to deal with classes of

classes because, although, as we have seen, there may be

classes of individuals which can only be defined by functions

in extension, yet any class of classes can be defined by a

predicative function, namely by f(a) where

S(ph) = Ly ($e% =x PX),

ie. the logical sum of ¢,.%=,%,x for all the functions ¥,¢

which define the members of the class of classes. Of course,

if the class of classes is infinite, this expression cannot be

1 It is, I think, predicative functions of functions which Mr Russell
in the Introduction to the Second Edition of Principia tries to describe
as functions into which functions enter only through their values.
But this is clearly an insufficient description, because ¢# only enters
into F($z%) = ‘I believe ga’ through its value ¢a, but this is certainly
not a function of the kind meant, for it is not extensional. I think
the point can only be explained by introducing, as I have, the notion
of a truth-function. To contend, as Mr Russell does, that all functions
of functions are predicative is to embark on a futile verbal dispute,
owing to the ambiguity of the vague term functions of functions, which
may be usedto mean only such asare predicative or to include also
such as F(¢x) above.
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written down. But, nevertheless, there will be the logical

sum of these functions, though we cannot expressit.!

So to obtain a complete theory of classes we must take

the range of functions of individuals to be that of functions

in extension ; but the range of functions of functions to be

that of predicative functions. By using these variables we

obtain the system of Principia Mathematica, simplified by

the omission of the Axiom of Reducibility, and a few corre-

sponding alterations. Formally it is almost unaltered ;

but its meaning has been considerably changed. And in

thus preserving the form while modifying the interpretation,

I am following the great school of mathematical logicians

who,in virtue of a series of startling definitions, have saved

mathematics from the sceptics, and provided a rigid demon-

stration of its propositions. Only so can wepreserve it from

the Bolshevik menace of Brouwer and Weyl.

V. THE AXIOMS

I have shown in the last two chapters how to remedy

the three principal defects in Principia Mathematica as a

foundation for mathematics. Now we haveto consider the

two important difficulties which remain, which concern the

Axiom of Infinity and the Multiplicative Axiom. The intro-

duction of these two axioms is not so grave as that of the

Axiom of Reducibility, because they are not in themselves

such objectionable assumptions, and because mathematics

is largely independent of the Multiplicative Axiom, and might

reasonably be supposed to require an Axiom of Infinity.

Nevertheless, we must try to determine the logical status

of these axioms—whether_they are tautologies or empirical

1 A logical sum is not like an algebraic sum ; only a finite numberof
terms can have an algebraic sum, for an ‘infinite sum’ is really a
limit. But the logical sum of a set of propositions is the proposition
that these are not all false, and exists whether the set be finite or
infinite.
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propositions or even contradictions. In this inquiry I shall

include, from curiosity, the Axiom of Reducibility, although,

since we have dispensedwithit, it no longer really concernsus.

Let us begin with the Axiom of Reducibility, which asserts

that all functions of individuals obtained by the generaliza-

tion of matrices are equivalent to elementary functions.

In discussing it several cases arise, of which I shall consider

only the mostinteresting, that, namely, in which the numbers

of individuals and of atomic functions of individuals are both

infinite. In this case the axiom is an empirical proposition,

that is to say, neither a tautology nor a contradiction, and

can therefore be neither asserted nor denied by logic or

mathematics. This is shown as follows :—

(a) The axiom is not a contradiction, but may betrue.

For it is clearly possible that there should be an atomic

function defining every class of individuals. In which case

every function would be equivalent not merely to an

elementary but to an atomic function.

(6) The axiom is not a tautology, but may befalse.

For it is clearly possible that there should be an infinity

of atomic functions, and an individual @ such that whichever

atomic function we take there is another individual agreeing

with a in respect of all the other functions, but not in respect

of the function taken. Then (¢).¢!x=¢!a could not be

equivalent to any elementary function of x.

Having thus shown that the Axiom of Reducibility is

neither a tautology nor a contradiction, let us proceed to the

Multiplicative Axiom. This asserts that, given any existent

class K of existent classes, there is a class having exactly

one member in common with each member of K. If by

“class ’ we mean, as I do, any set of things homogeneousin

type not necessarily definable by a function which is not
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merely a function in extension, the Multiplicative Axiom

seems to me the most evident tautology. I cannot see how

this can be the subject of reasonable doubt, and I think

it never would have been doubted unless it had been mis-

interpreted. For with the meaning it has in Princtpta,

wheretheclass whose existence it asserts must be one definable

by a propositional function of the sort which occurs in

Principia, it becomes really doubtful and, like the Axiom

of Reducibility, neither a tautology nor a contradiction.

Weprove this by showing

(a) It is not a contradiction.

For it is clearly possible that every class (in my sense)

should be defined by an atomic function, so that, since there

is bound to be a class in my sense having one member in

common with each member of K, this would be also a class

in the sense of Princtpia.

(5) It is not a tautology.

_ To show this we take not the Multiplicative Axiom itself

but the equivalent theorem that any two classes are com-

mensurable.

Consider then the following case: let there be no atomic
functions of two or more variables, and only the following

atomic functions of one variable :—

Associated with each individual a an atomic function

dat such that

pot. He. X= a.

One other atomic function /# such that #(fx), #(~/x) are both

infinite classes.

Then there is no one-onerelation, in the sense of Principia,

having either #(/x) or #(~/x) for domain, and therefore these

two classes are incommensurable.
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Hence the Multiplicative Axiom, interpreted as it is in

Principia, is not a tautology but logically doubtful. But,

as I interpret it, it is an obvious tautology, and this can be

claimed as an additional advantagein my theory. It will

probably be objected that, if it is a tautology, it ought to

be able to be proved, #.e. deduced from the simpler primitive

propositions which suffice for the deduction of the rest of

mathematics. But it does not seem to mein the least unlikely

that there should be a tautology, which could be stated in

finite terms, whose proof was, nevertheless, infinitely compli-

cated and therefore impossible for us. Moreover, we cannot

expect to prove the Multiplicative Axiom in my system,

because my system is formally the same as that of Principia,

and the Multiplicative Axiom obviously cannot be proved

in the system of Principia, in which it is not a tautology.

We come now to the Axiom of Infinity, of which again

my system and that of Principia give different interpretations.

In Principia, owing to the definition of identity there used,

the axiom meansthatthere are an infinity of distinguishable

individuals, which is an empirical proposition ; since, even

supposing there to be an infinity of individuals, logic cannot

determine whether there are an infinity of them no two of

which have all their properties in common; but on my

system, which admits functions in extension, the Axiom

of Infinity asserts merely that there are an infinite number of

individuals. This appears equally to be a mere question

of fact; but the profound analysis of Wittgenstein has

shown that this is an illusion, and that, if it means anything,

it must be either a tautology or a contradiction. This will

be much easier to explain if we begin not with infinity but

with some smaller number.

Let us start with ‘There is an individual’, or writing it

as simply as possible in logical notation,

“(qx).x =x’
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Now whatis this proposition ? It is the logical sum of the
tautologies x= x for all values of x, and is therefore
a tautology. But suppose there were no individuals, and
therefore no values of x, then the above formula is absolute

nonsense, So,if it means anything, it must be a tautology.

Next let us take ‘ There are at least two individuals’ or

“(gx, y). xy’.

This is the logical sum of the propositions x +y, which are

tautologies if x and y have different values, contradictions
if they have the same value. Hence it is the logical sum of
a set of tautologies and contradictions; and therefore a
tautology if any one of the set is a tautology, but otherwise

a contradiction. Thatis, it is a tautology if x and y can take

different values(i.e. if there are two individuals), but other-

wise a contradiction.

A little reflection will make it clear that this will hold not

merely of 2, but of any other number,finite or infinite. That

is, ‘There are at least individuals’ is always either a

tautology or a contradiction, never a genuine proposition.

We cannot, therefore, say anything about the number of

individuals, since, when we attempt to do so, we never succeed

in constructing a genuine proposition, but only a formula

whichis either tautological or self-contradictory. The number

of individuals can, in Wittgenstein’s phrase, only be shown,
and it will be shown by whether the above formule are
tautological or contradictory.

The sequence ‘ Thereis an individual ’,

“There are at least 2 individuals’,

“There are at least » individuals’,

“There are at least x, individuals ’,

‘There are at least y, individuals ’,
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begins by being tautologous; but somewhere it begins

to be contradictory, and the position of the last tautologous

term shows the number of individuals.

It may be wondered how, if we can say nothing aboutit,

we can envisage as distinct possibilities that the numberof

individuals in the world is so-and-so. We dothis by imagining

different universes of discourse, to which we maybeconfined,

so that by ‘all’ we mean all in the universe of discourse;

and then that such-and-such a universe contains so-and-so

many individuals is a real possibility, and can be asserted

in a genuine proposition. It is only when we take, not a

limited universe of discourse, but the whole world, that nothing

can be said about the numberof individuals in it.

Wecan dologic not only for the whole world but also for

such limited universes of discourse ; if we take one containing

m individuals,

Ne’£(x = x) >n will be a tautology,

Ne’£(x = x) >nm+1 a contradiction.

Hence Ne’é(x = x) > n+1 cannot be deduced from the

primitive propositions commonto all universes, and therefore

for a universe containing » + 1 individuals must be taken as

a@ primitive proposition.

Similarly the Axiom of Infinity in the logic of the whole

world, if it is a tautology, cannot be proved, but must be

taken as a primitive proposition. And this is the course

which we must adopt, unless we prefer the view that all

analysis is self-contradictory and meaningless. We do not

have to assume that any particular set of things, e.g. atoms,

is infinite, but merely that there is some infinite type which

we can take to be the type of individuals.
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MATHEMATICALLOGIC(1926)

I have been asked to speak about developments in Mathe-

matical Logic since the publication of Principia Mathematica,

and I think it would be mostinteresting if, instead of describing

various definite improvements of detail, I were to discuss

in outline the work which has been done on entirely different

lines, and claims to supersede altogether the position taken

up by Whitehead and Russell as to the nature of mathematics

and its logical foundations.

Let me begin by recalling what Whitehead and Russell’s

view is: it is that mathematics is part of formal logic, that

all the ideas of pure mathematics can be defined in terms

which are not distinctively mathematical but involved in

complicated thought of any description, and that all the

propositions of mathematics can be deduced from propositions

of formal logic, such as that if p is true, then either ~ or q

is true. This view seems to mein itself plausible, for so soon

as logic has been developed beyondits old syllogistic nucleus,

weshall expect to have besides the forms ‘ All men are mortal’,

“Some men are mortal’, the numerical forms ‘Two men are

mortal’ and ‘ Three men are mortal’, and numberwill have

to be included in formal logic.

Frege was the first to maintain that mathematics was

part of logic, and to construct a detailed theory on that basis.

Buthe fell foul of the famous contradictions of the theory of

aggregates, and it appeared that contradictory consequences

could be deduced from his primitive propositions. Whitehead

and Russell escaped this fate by introducing their Theory

of Types, of which it is impossible here to give an adequate
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account. But one of its implications must be explained if

later developments are to beintelligible.

Suppose we have a set of characteristics given as all

characteristics of a certain sort, say A, then we can ask about

anything, whether it has a characteristic of the sort 4.

If it has, this will be another characteristic of it, and the

question arises whether this characteristic, the characteristic

of having a characteristic of the kind A, can itself be of the

kind A, seeing that it presupposes the totality of such

characteristics. The Theory of Types held that it could not,

and that we could only escape contradiction by saying that

it was a characteristic of higher order, and could not be

included in any statement aboutall characteristics of lower

order. And more generally that any statement about all

characteristics must be regarded as meaningall of a certain

order. This seemedin itself plausible, and also the only way

of avoiding certain contradictions which arose from confusing

these orders of characteristics. Whitehead and Russell

also hold that statements about classes or aggregates are

to be regarded asreally about the characteristics which define

the classes (a class being always given as theclass of things

possessing a certain character), so that any statement about

all classes will be really about all characteristics, and will

be liable to the samedifficulties with regard to the order of

these characteristics. _
Such a theory enablesus easily to avoid the contradictions

of the Theory of Aggregates, but it has also the unfortunate

consequence of invalidating an ordinary and important type

of mathematical argument, the sort of argument by which

we ultimately establish the existence of the upper bound of

an aggregate, or the existence of the limit of a bounded

monotonic sequence. It is usual to deduce these propositions

from the principle of Dedekindian section, that if the real

numbers are divided completely into an upper and a lower
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class, there must be a dividing number which is either the

least of the upper class or the greatest of the lower. This

in turn is proved by regarding real numbersas sections of
rationals; sections of rationals are a particular kind of
classes of rationals, and hence a statement about real numbers

will be a statement about a kind of classes of rationals, that
is about a kind of characteristics of rationals, and the
characteristics in question will have to be limited to be of
a certain order.

Now suppose we have an aggregate E of real numbers;

that will be a class of characteristics of rationals. £, the upper

bound of E, is defined as a section of rationals which is the

sum of the membersof E ; i.e. € is a section whose members

are all those rationals which are members of any member

of E, thatis, all those rationals which have the characteristic

of having any of the characteristics which give the members

of E. So the upper bound ¢ is a section whose defining
characteristic is one of higher order than those of the members

of E. Henceif all real numbers meansall sections of rationals

defined by characteristics of a certain order, the upper bound

will, in general, be a section of rationals defined by a

characteristic of higher order, and will not be a real number.

This meansthat analysis as ordinarily understood is entirely

groundedon fallacious kind of argument, which when applied

in otherfields leads to self-contradictory results.

This unfortunate consequence of the Theory of Types

Whitehead and Russell tried to avoid by introducing the

Axiom of Reducibility, which asserted that to any charac-

teristic of higher order there was an equivalent characteristic
of the lowest order—equivalent in the sense that everything

that has the one has the other, so that they define the same
class, The upper bound, which we saw was class of rationals
defined by a characteristic of higher order, would then also
be defined by the equivalent characteristic of lower order,
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and would be a real number. Unfortunately the axiom is

certainly not self-evident, and there is no reason whatever

to suppose it true. If it were true this would only be, so to

speak, a happy accident, and it would not be a logical truth

like the other primitive propositions.

In the Second Edition of Princifta Mathematica, of which

the first volume was published last year, Mr Russell has shown

how mathematical induction, for which the Axiom of Reduci-

bility seemed also to be required, can be established without

it, but he does not hold out any hope of similar success with

the Theory of Real Numbers, for which the ingenious method

used for the whole numbersis not available. The matter is

thus left in a profoundly unsatisfactory condition.

This was pointed out by Weyl, who published in 1918 a

little book called Das Kontinuum, in which he rejected the

Axiom of Reducibility and accepted the consequence that

ordinary analysis was wrong. He showed, however, that

various theorems, such as Cauchy’s General Principle of

Convergence, couldstill be proved. —

Since then Wey] has changedhis view and becomea follower

of Brouwer, the leader of what is called the intuitionist

school, whose chief doctrine is the denial of the Law of

Excluded Middle, that every proposition is either true or

false.1 This is denied apparently because it is thought

impossible to know sucha thing aprior, and equally impossible

to know it by experience, because if we do not know either

that it is true or that it is false we cannot verify that it is

either true or false. Brouwer would refuse to agree that

either it was raining or it was not raining, unless he had

looked to see. Although it is certainly difficult to give a

philosophical explanation of our knowledge of the laws of

1 For instance, as the White Knight said: ‘ Everybody that hears
me sing it—either it brings the tears into their eyes, orelse—’. ‘ Orelse
what ?’ said Alice, for the Knight had made a sudden pause. ‘Or
else it doesn’t, you know.’
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logic, I cannot persuade myself that I do not know forcertain

that the Law of Excluded Middle is true ; of course, it cannot

be proved, although Aristotle gave the following ingenious

argumentin its favour. If a proposition is neither true nor

false, let us call it doubtful ; but then if the Law of Excluded

Middle befalse, it need not be either doubtful or not doubtful,

so we shall have not merely three possibilities but four, that

it is true, that it is false, that it is doubtful, and that it is

neither true, false, nor doubtful. And so on ad infinitum.

Butif it be answered ‘Why not?’, there is clearly nothing

moreto be said, and I do not see how any commonbasis can be

found from which to discuss the matter. The cases in which

Brouwer thinks the Law of Excluded Middle false are ones

in which, as I should say, we could not tell whether the

proposition was true or false; for instance, is 2¥? rational

or irrational ? We cannottell, but Brouwer would say it was

neither. We cannot find integers m, so that "= 2¥2 ;
n

therefore it is not rational: and we cannot show thatit is

impossible to find such integers; thereforeit is notirrational.

I cannotsee that the matter is not settled by saying thatit is

either rational or irrational, but we can’t tell which. The

denial of the Law of Excluded Middle renders illegitimate

the argumentcalled a dilemma, in which something is shown

to follow from one hypothesis and also from the contra-

dictory of that hypothesis, and it is concluded thatit is true
unconditionally. Thus Brouwer is unable to justify much
of ordinary mathematics, and his conclusions are even more

sceptical than those of Wey]l’s first theory.

Weyl’s second theoryis very like Brouwer’s, but he seems
to deny the Law of Excluded Middle for different reasons,
and in a less general way. He does not appear to deny that
any proposition is either true or false, but denies the derived
law that either every numberhasa given property,orat least
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one number does not have it. He explains his denial first of

all for real numbers in the following way. A real number

is given by a sequenceof integers, for instance as an infinite

decimal ; this sequence we can conceive as generated either

by a law or by successive acts of choice. If now wesay there

is a real number or sequence having a certain property, this

can only mean that we have found a law giving one; but

if we say all sequences have a property, we mean that to have

the property is part of the essence of a sequence, and therefore

belongs to sequences arising not only by laws but from

free acts of choice. Henceit is not true that either all sequences

have the property or there is a sequence not having it. For

_the meaning of sequence is different in the two clauses.

But I do not see whyit should not be possible to use the word

consistently. However this may be, nothing similar can be

urged about the whole numbers which are not defined by

sequences, and so another more fundamental reason is put

forward for denying the Law of Excluded Middle. This is

that general and existential propositions are not really

propositions at all. If I say ‘2 is a prime number’, that is

a genuinejudgmentasserting a fact ; but if I say ‘ There is a

prime number’ or ‘ All numbersare prime’, I amnot expressing

a judgment at all. If, Weyl says, knowledge is a treasure,

the existential proposition is a paper attesting the existence

of a treasure but not saying where it is. We can only say

“There is a prime number’ when we have previously said

‘ This is a prime number’ and forgotten or chosen to disregard

which particular numberit was. Henceit is never legitimate

to say ‘ There is a so-and-so ’ unless we are in possession of a

construction for actually finding one. In consequence,

mathematics has to be very considerably altered ; for instance,

it is impossible to have a function of a real variable with more

than a finite number of discontinuities. The foundation on

which this rests, namely the view that existential and general
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propositions are not genuine judgments, I shall come back to

later.

But first I must say something of the system of Hilbert

and his followers, which is designed to put an end to such

scepticism once andfor all. This is to be done by regarding

higher mathematics as the manipulation of meaningless

symbols according to fixed rules. We start with certain rows

of symbols called axioms; from these we can derive others

by substituting certain symbols called constants for others

called variables, and by proceeding from the pair of formulae

p, if p then q, to the formulag.

Mathematics proper is thus regarded as a sort of game,

played with meaningless marks on paper rather like noughts

and crosses; but besides this there will be another subject

called metamathematics, which is not meaningless, but

consists of real assertions about mathematics, telling us that

this or that formula can or cannot be obtained from the

axioms according to the rules of deduction. The most

important theorem of metamathematics is that it is not

possible to deduce a contradiction from the axioms,where by

a contradiction is meant a formula with a certain kind of

shape, which can be taken to be 0340. This I understand

Hilbert has proved, and has so removed the possibility of

contradictions and scepticism based on them.

Now, whatever else a mathematicianis doing,heis certainly

making marks on paper, andso this point of view consists of

nothing but the truth ; but it is hard to suppose it the whole

truth. There must be some reason for the choice of axioms,

and some reason whythe particular mark 0 ~ 0 is regarded

with such abhorrence. This last point can, however, be

explained by the fact that the axioms would allow anything

whatever to be deducted from 0 +0, so that if 040 could

be proved, anything whatever could be proved, which would

end the game for ever, which would be very boring for
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posterity. Again, it may be asked whetherit is really possible

to prove that the axioms do notlead to contradiction, since

nothing can be proved unless someprinciples are taken for

granted and assumed not to lead to contradiction. This

objection is admitted, but it is contended that the principles

used in the metamathematical proof that the axioms of

mathematics do not lead to contradiction, are so obviously

true that not even the sceptics can doubt them. For theyall

relate not to abstract or infinitely complex things, but to

marks on paper, and though anyone may doubt whether a

subclass of a certain sort of infinite series must havea first

term, no one can doubt that if = occurs on a page,there is a

place on the page whereit occursfor thefirst time.

But, granting all this, it must still be asked what use or

merit there is in this game the mathematician plays,if it is

really a game and not a form of knowledge; and the only

answer which is given is that some of the mathematician’s

formulae have or can be given meaning, and that if these can

be proved in the symbolic system their meaningswill be true.

For Hilbert shares Weyl’s opinion that general and existential

propositions are meaningless, so that the only parts of

mathematics which mean anything are particular assertions

aboutfinite integers, such as ‘ 47 is a prime ’ and conjunctions

and disjunctions of a finite number of such assertions like

‘ There is a prime between 50 and 100’, which can be regarded

as meaning ‘ Either 51 is a primeor 52 is a prime,etc., up to,

or 99isa prime’. Butas all such propositions of simple arith-

metic can be easily proved without using higher mathematics

at all, this use for it cannot be of great importance. And it

seems that although Hilbert’s work provides a new and

powerful method, which he has successfully applied to the

Continuum problem, as a philosophy of mathematics it can

hardly be regarded as adequate.

Weseethen that these authorities, great as are the differences
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between them, are agreed that mathematical analysis as

ordinarily taught cannot be regarded as a body of truth,

but is either false or at best a meaningless game with marks

on paper; and this means, I think, that mathematicians in

this country should give some attention to their opinions,

and try to find some wayof meetingthesituation.

Let us then consider what sort of a defence can be madefor

classical mathematics, and Russell’s philosophy ofit.

Wemust begin with what appearsto be the crucial question,

the meaningof general and existential propositions, aboutwhich

Hilbert and Weyl take substantially the same view. Weyl

says that an existential proposition is not a judgment, but an

abstract of a judgment, and that a general proposition is a

sort of cheque which can be cashed for a real judgment when

an instanceof it occurs.

Hilbert, less metaphorically, says that they are ideal

propositions, and fulfil‘the same function in logic as ideal

elements in various branches of mathematics. He explains

their origin in this sort of way; a genuinefinite proposition

such as ‘ There is a prime between 50 and 100’, we write

‘ There is a prime whichis greater than 50 andless than 100’,

which appears to contain a part, ‘51 is a prime, or 52 is a

prime, etc., ad tnf.,’ and so be an infinite logical sum, which,

like an infinite algebraic sum,is first of all meaningless, and

can only be given a secondary meaning subject to certain

conditions of convergence. But the introduction of these

meaningless forms so simplifies the rules of inference that

it is convenient to retain them, regarding them asideals, for

which a consistency theorem must beproved.

In this view of the matter there seem to me to be several

difficulties. First it is hard to see what use these ideals can

be supposed to be; for mathematics proper appears to be

reduced to elementary arithmetic, not even algebra being

admitted, for the essence of algebra is to make general
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assertions. Now any statement of elementary arithmetic

can be easily tested or proved without using higher mathe-

matics, which if it be supposed to exist solely for the sake

of simple arithmetic seemsentirely pointless. Secondly, it is

hard to see how the notion of an ideal can fail to presuppose

the possibility of general knowledge. For the justification

of ideals lies in the fact that all propositions not containing

ideals which can be proved by meansof them are true. And

so Hilbert’s metamathematics, which is agreed to be genuine

truth, is bound to consist of general propositions aboutall

possible mathematical proofs, which, though each proof

is a finite construct, may well be infinite in number. And

if, as Weylsays, an existential proposition is a paper attesting

the existence of a treasure of knowledge but not saying where

it is, I cannot see how we explain the utility of such a paper,

except by presupposingits recipient capable of the existential

knowledge that there is a treasure somewhere.

Moreover, even if Hilbert’s account could be accepted so

long as we confine our attention to mathematics, I do not see

how it could be made plausible with regard to knowledge

in general. Thus, if I tell you ‘I keep a dog’, you appear

to obtain knowledge of a fact; trivial, but still knowledge. |

But ‘I keep a dog’ must be put into logical symbolism as

‘There is something which is a dog and kept by me’; so

that the knowledge is knowledge of an existential proposition,

covering the possibly infinite range of ‘ things’. Nowit might

possibly be maintained that my knowledgethat I keep a dog

arose in the sort of way Hilbert describes by mysplitting off

incorrectly what appears to be part of a finite proposition,

such as ‘ Rolf is a dog and kept by me’, but your knowledge

cannotpossiblybe explained in this way, becausethe existential

proposition expresses all you ever have known, and probably

all you ever will know about the matter.

Lastly, even the apparently individual facts of simple
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arithmetic seem to me to be really general. For what are

these numbers, that they are about? According to Hilbert

marks on paper constructed out of the marks 1 and +.

But this account seems to me inadequate, because if I said

‘I have two dogs’, that would also tell you something; you

would understand the word ‘two’, and the whole sentence

could be rendered something like ‘ There are x and y, which

are my dogs and are not identical with one another’. This

statement appears to involve the idea of existence, and not

to be about marks on paper ; so that I do not see that it can

be seriously held that a cardinal number which answers the

question ‘ How many ?’ is merely a mark on paper. If then we

take one of these individual arithmetical facts, such as

2 + 2 = 4, this seems to me to mean ‘If the #’s are two in

number, and the q’s also, and nothing is both a # and a gq,

then the numberof things which are either ’s or q’s is four.’

For this is the meaning in which we must take 2 +- 2 = 4 in

order to use it, as we do, to infer from I have two dogs and two

cats to I have four pets. This apparently individual fact,

2 + 2 = 4, then contains several elements of generality and

existentiality, firstly because the p’s and q’s are absolutely

general characteristics, and secondly because the parts of the

proposition, such as ‘if the #’s are two in number ’, involve

as we haveseen the idea of existence.

It is possible that the whole assertion that general and

existential propositions cannot express genuine judgments

or knowledgeis purely verhal ; that it is merely being decided

to emphasize the difference between individual and general

propositions by refusing to use the words judgment and

knowledge in connection with the latter. This, however,

would bea pity, for all ournatural associations to the words

judgment and knowledgefit general and existential proposi-

tions as well as they do individual ones; for in either case

we can feel greater or lesser degrees of conviction about the
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matter, and in either case we can be in somesenseright or

wrong. And the suggestion which is implied, that general

and existential knowledge exists simply for the sake of

individual knowledge, seems to me entirely false. In theorizing

what weprincipally admire is generality, and in ordinary life

it may be quite sufficient to know the existential proposition

that there is a bull somewherein a certain field, and there may

be no further advantage in knowing thatit is this bull and

here in thefield, instead of merely a bull somewhere.

How then are we to explain general and existential pro-

positions ? I do not think we can do better than accept the

view which has been put forward by Wittgenstein as a

consequence of his theory of propositions in general. He

explains them by reference to what may be called atomic

propositions, which assert the simplest possible sort of fact,

and could be expressed without using even implicitly any

logical termssuchas or,if, all, some. ‘ This is red ’ is perhaps

an instance of an atomic proposition. Suppose now we have,

say, m atomic propositions; with regard to their truth or

falsity, there are 2" mutually exclusive ultimate possibilities.

Let us call these the truth-possibilities of the » atomic

propositions ; then we can take any sub-set of these truth-

possibilities and assert that it is a possibility out of this sub-

set which is, in fact, realized. We can choosethis sub-set of

possibilities in which we assert the truth to lie in 22” ways;

and these will be all the propositions we can build up out of

these ” atomic propositions. Thus to take a simple instance,

“If, then g ’ expresses agreement with thethree possibilities,

that both # and q aretrue, that # is false and q true, and

that # is false and q false, and denies the remaining possibility

that # is true and g false.

Wecan easily see that from this point of view there is a

redundancy in all ordinary logical notations, because we can

write in many different ways what is essentially the same
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proposition, expressing agreement and disagreement with the

samesets of possibilities.

Mr Wittgenstein holds that all propositions express agree-

ment and disagreement with truth-possibilities of atomic

propositions, or, as we say, are truth-functions of atomic

propositions ; although often the atomic propositions in

question are not enumerated, but determined asall valuesof

a certain propositional function. Thus the propositional

function ‘x is red’ determines a collection of propositions

which are its values, and we can assert that all or at least one

of these values are true by saying ‘ Forall x, x is red’ and

‘ There is an x such that x is red’ respectively. That is to

say, if we could enumerate the values of x asa, b...2, ‘ For

all x, x is red’ would be equivalent to the proposition ‘a is

red and bisred and... andzisred’. It is clear, of course,

that the state of mind of a man using the one expression

differs in several respects from that of a man using the

other, but what might be called the logical meaning of

the statement, the fact which is asserted to be, is the

same in the two cases.

It is impossible to discuss now all the arguments which might

be used against this view, but something must be said about

the argument of Hilbert, that if the variable has an infinite

numberof values,if, that is to say, there are an infinite number

of things in the world of the logical type in question, we have

here an infinite logical sum or product which,like an infinite

algebraic sum or product,is initially meaningless and can only

be given a meaning in an indirect way. This seems to me to

rest on a false analogy ; the logical sum of set of propositions

is the proposition that one of the set at least is true, and it

doesn’t appear to matter whetherthesetis finite or infinite.

It is not like an algebraic sum to which finitudeis essential,

since this is extended step by step from the sum of two terms.

To say that anything possibly involving an infinity of any
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kind must be meaningless is to declare in advance that any
real theory of aggregates is impossible.

Apart from providing a simple account of existential and

general propositions, Wittgenstein’s theory settles another
question of the first importance by explaining precisely the
peculiar nature of logical propositions. When Mr Russell

first said that mathematics could be reduced to logic, his view

of logic was that it consisted of all true absolutely general

propositions, propositions, that is, which contained no material

(as opposed to logical) constants. Later he abandonedthis

view, because it was clear that some further characteristic

besides generality was required. For it would be possible

to describe the whole world without mentioning any particular

thing, and clearly something may by chance be true of

anything whatever without having the character of necessity

which belongs to the truths oflogic.

If, then, we are to understand what logic, and so on Mr

Russell’s view mathematics is, we must try to define this

further characteristic which may be vaguely called necessity,

or from another point of view tautology. For instance, ‘ p

is either true or false’ may be regarded either as necessary

truth or as a mere tautology. This problem is incidentally

solved by Wittgenstein’s theory of propositions. Propositions,

we said, expressed agreement and disagreement with the

truth-possibilities of atomic propositions. Given » atomic

propositions, there are 2" truth-possibilities, and we can

agree with any set of these and disagree with the remainder.

There will then be two extreme cases, one in which we agree

with all the possibilities, and disagree with none, the other

in which we agree with none and disagree with all. The former

is called a tautology, the latter a contradiction.

The simplest tautology is ‘p or not #’: such a statement

adds nothing to our knowledge, and does notreally assert a

fact at all; it is, as it were, not a real proposition, but a
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degenerate case. And it will be found that all propositions

of logic are in this sense tautologies; and this is their

distinguishing characteristic. All the primitive propositions in

Principia Mathematica are tautologies except the Axiom of

Reducibility, and the rules of deduction are such that from

tautologies only tautologies can be deduced, so that were it

not for the one blemish, the whole structure would consist of

tautologies. We thus are brought back to the old difficulty,

but it is possible to hope that this too can be removed by

some modification of the Theory of Types which mayresult

from Wittgenstein’s analysis.

A Theory of Types must enable us to avoid the contradic-

tions; Whitehead and Russell’s theory consisted of two

distinct parts, united only by being both deduced from the

rather vague ‘ Vicious-Circle Principle’. The first part

distinguished propositional functions according to their

arguments,1.e. classes according to their members; the second

part created the need for the Axiom of Reducibility by

requiring further distinctions between orders of functions

with the same type of arguments.

Wecan easily divide the contradictions according to which

part of the theory is required for their solution, and when we

have done this wefind that these two sets of contradictions

are distinguished in another way also. The ones solved by the

first part of the theory are all purely logical; they involve

no ideas but those of class, relation and number, could be

stated in logical symbolism, and occurin the actual develop-

ment of mathematics whenit is pursued in the right direction.

Such are the contradiction of the greatest ordinal, and that of

the class of classes which are not members of themselves.

With regard to these Mr Russell’s solution seemsinevitable.

On the other hand,the second set of contradictions are none

of them purely logical or mathematical, but all involve some

psychological term, such as meaning, defining, naming or
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asserting. They occur not in mathematics, but in thinking

about mathematics ; so that it is possible that they arise not

from faulty logic or mathematics, but from ambiguity in the

psychological or epistemological notions of meaning and

asserting. Indeed, it seems that this must be the case, because

examination soon convinces one that the psychological term

is in every case essential to the contradiction, which could not

be constructed without introducing the relation of words to

their meaning or some equivalent.

If now wetry to apply to the question Wittgenstein’s theory

of generality, we can, I think,fairly easily construct a solution

along these lines. To explain this adequately would require

a paper to itself, but it may be possible to give someidea ofit

inafew words. On Wittgenstein’s theory a general proposition

is equivalent to a conjunction of its instances, so that the kind

of fact asserted by a general proposition is not essentially

different from that asserted by a conjunction of atomic

propositions, But the symbol for a general proposition

means its meaning in a different way from that in which the

symbol for an elementary proposition meansit, because the

latter contains namesfor all the things it is about, whereas

the general proposition’s symbol contains only a variable

standing for all its values at once. So that though the two

kinds of symbol could mean the same thing, the senses of

meaning in which they mean it must be different. Hence the

orders of propositions will be characteristics not of what is

meant, which is alone relevant in mathematics, but of the

symbols used to mean it. |

First-order propositions will be rather like spoken words;

the same word can be both spoken and written, and the same
proposition can theoretically be expressed in different orders.

Applying this mutatis mutandis to propositional functions,

wefind that the typical distinctions between functions with the
same arguments apply not to whatis meant,butto the relation
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of meaning between symbol and object signified. Hence

they can be neglected in mathematics, and the solution of the

contradictions can be preserved in a slightly modified form,

because the contradictions here relevant all have to do with

the relation of meaning.

In this way I think it is possible to escape the difficulty

of the Axiom of Reducibility, and remove various other

more philosophical objections, which have been made by

Wittgenstein, thus rehabilitating the general account of

the Foundations of Mathematics given by Whitehead and

Russell. But there still remains an important point in which

the resulting theory must be regarded as unsatisfactory, and

that is in connection with the Axiom ofInfinity.

According to the authors of Principia Mathematica thereis

no way of proving that there are an infinite numberof things

in any logical type; and if there are not an infinite number

in any type, the whole theoryof infinite aggregates, sequences,

differential calculus and analysis in general breaks down.

According to their theory of number, if there were only ten

individuals, in the sense of number appropriate to individuals

all numbers greater than ten would be identical with the null-

class and so with one another. Of course there would be

219 classes of individuals, and so the next type of numbers

would beall right up to 2!°, and so by taking a high enough

type any finite numbercan be reached.

But it will be impossible in this way to reach No.

There are various natural suggestions for getting out of this

difficulty, but they all seem to lead to reconstituting the
contradiction of the greatest ordinal.

It would appear then impossible to put forward analysis

except as a consequence of the Axiom of Infinity ; nor do I

see that this would in general be objectionable, because there
would be little point in proving propositions about infinite

series unless such things existed. And on the other hand
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the mathematics of a world with a given finite number of

membersis of little theoretical interest, as all its problems

can be solved by a mechanical procedure.

But a difficulty seems to me to arise in connection with

elementary propositions in the theory of numbers which can

only be proved by transcendental methods, such as Dirichlet’s

evaluation of the class number of quadratic forms. Let us

consider such a result of the form ‘ Every number has the

property ~’, proved by transcendental methods only for

the case of an infinite world ; besides this, if we knew the

world only contained say, 1,000,000 things, we could prove

it by testing the numbers up to 1,000,000. But suppose

the world is finite and yet we do not know any upper

limit to its size, then we are without any method of

proving it at all.

It might be thought that we could escape this conclusion

by saying that although no infinite aggregate may exist,

the notion of an infinite aggregate is not self-contradictory,

and therefore permissible in mathematics. But I think

this suggestion is no use, for three reasons: firstly, it appears

as a result of some rather difficult, but I think conclusive,

reasoning by Wittgenstein that, if we accept his theory

of general and existential propositions (and it was only

so that we could get rid of the Axiom of Reducibility), it will

follow that if no infinite aggregate existed the notion of such

an aggregate would be self-contradictory ; secondly, however

that may be, it is generally accepted that the only way of

demonstrating that postulates are compatible, is by an

existence theorem showing that there actually is and not

merely might be a system of the kind postulated; thirdly,

even if it were granted that the notion of an infinite aggregate

were not self-contradictory, we should have to make large

alterations in our system of logic in order to validate proofs

depending on constructions in terms of things which might
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exist but don’t. The system of Principia would be quite

inadequate.

What then can be done? Wecantry to alter the proofs of

such propositions, and it might therefore be interesting to

try to develop a new mathematics without the Axiom of

Infinity ; the methods to be adopted might resemble those of

Brouwer and Weyl. These authorities, however, seem to me

to be sceptical about the wrong things in rejecting not the

Axiom ofInfinity, but the clearly tautologous Law of Excluded

Middle. But I do notfeel at all confident that anything could

be achieved on these lines which would replace the transcen-

dental arguments at present employed.

Anotherpossibility is that Hilbert’s general method should

be adopted, and that we should use his proof that no contra-

diction can be deduced from the axioms of mathematics

including an equivalent of the Axiom of Infinity. We can then

argue thus: whether a given number has or has not the

property ~ can always be found out bycalculation. This will

give us a formalproof of the result for this particular number,

which cannot contradict the general result proved from the

Axiom of Infinity which musttherefore be valid.

But this argumentwill still be incomplete, for it will only

apply to numbers which can be symbolized in our system.

And if we are denying the Axiom of Infinity, there will be an

upper limit to the number of marks which can be made

on paper, since space and timewill be finite, both in extension

and divisibility, so that some numberswill be too large to be

written down, and to them the proof willnot apply. And these

numbers being finite will be existent in a sufficiently high

type, and Hilbert’s theory will not help us to prove that they

havethe property #.

Another serious difficulty about the Axiom of Infinity is

that,if it is false, it is difficult to see howmathematical analysis

can be used in physics, which seemsto require its mathematics
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to be true and not merely to follow from a possibly false

hypothesis. But to discuss this adequately would take us

too far.

As to how to carry the matter further, I have no suggestion

to make ; all I hope is to have madeit clear that the subject

is very difficult, and that the leading authorities are very

sceptical as to whether pure mathematicsas ordinarily taught

can be logically justified, for Brouwer and Weyl say that it

cannot, and Hilbert proposes only to justify it as a game with

meaningless marks on paper. On the other hand, although

my attempted reconstruction of the view of Whitehead and

Russell overcomes, I think, many of the difficulties, it is

impossible to regard it as altogether satisfactory.
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EPILOGUE(1925)
Having to write a paper for the Society I was as usual at

a loss for a subject; and I flattered myself that this was

not merely my personal deficiency, but arose from the fact

that there really was no subject suitable for discussion.

But, happening to have recently lectured on the Theory of

Types, I reflected that in such a sentence the word ‘ subject ’

must be limited to mean subject of the first order and that

perhaps there might be a subject of the second order which

would be possible. And then I saw that it lay ready before

me, namely, that I should put forward the thesis that there

is no discussable subject (of the first order).

A serious matter this if it is true. For for what does the

Society exist but discussion? And if there is nothing to

discuss—but that can beleft till afterwards.

I do not wish to maintain that there never has been any-

thing to discuss, but only that there is no longer; that we

have really settled everything by realizing that there is

nothing to know except science. And that we are most of

us ignorant of most sciences so that, while we can exchange

information, we cannot usefully discuss them, as we are

just learners. .

Let us review the possible subjects of discussion. They

fall, as far as I can see, under the heads of science, philosophy,

history and politics, psychology and esthetics; where, not

to beg any question, I am separating psychology from the

other sciences.

Science, history, and politics are not suited for discussion

except by experts. Others are simply in the position of

requiring more information ; and,till they have acquired all

available information, cannot do anything but accept on
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authority the opinions of those better qualified. Then there

is philosophy ; this, too, has become too technical for the

layman. Besides this disadvantage, the conclusion of the

greatest modern philosopher is that there is no such subject

as philosophy; that it is an activity, not a doctrine; and

that, instead of answering questions, it aims merely at

curing headaches. It might be thought that, apart from this

technical philosophy whose centre is logic, there was a sort

of popular philosophy which dealt with such subjects as the

relation of man to nature, and the meaning of morality. But

any attempt to treat such topics seriously reduces them to

questions either of science or of technical philosophy, or

results more immediately in perceiving them to be non-

sensical.

Take as an example Russell’s recent lecture on ‘“‘ What

I Believe ’’. He divided it into two parts, the philosophy of

nature and the philosophy of value. His philosophy of nature

consisted mainly of the conclusions of modern physics,

physiology, and astronomy, with a slight admixture of his

own theory of material objects as a particular kind of logical

construction. Its content could therefore only be discussed

by someone with an adequate knowledgeof relativity, atomic

theory, physiology, and mathematical logic. The only

remaining possibility of discussion in connection with this

part of his paper would be about the emphasis he laid on

certain points, for instance, the disparity in physical size

between stars and men. Tothis topic I shall return.

His philosophy of value consisted in saying that the only

questions about value were what men desired and how their

desires could be satisfied, and then he went on to answer

these questions. Thus the whole subject became part of

psychology, and its discussion would be a psychological one.

Of course his main statement about value might be disputed,

but most of us would agree that the objectivity of good was
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a thing we had settled and dismissed with the existence of

God. Theology and Absolute Ethics are two famous subjects

which we haverealized to have no real objects.

Ethics has then been reduced to psychology, and that

brings me to psychology as a subject for discussion. Most

of our meetings might be said to deal with psychological

questions. It is a subject in which weare all more orless

interested for practical reasons. In considering it we must

distinguish psychology proper, which is the study of mental

events with a view to establishing scientific generalizations,

from merely comparing our own experience from personal

interest. The test is whether we should want to know of

this experience as muchif it were a stranger’s as we do when

it is our friend’s ; whether we are interested in it as scientific

material, or merely from personal curiosity.

I think werarely, if ever, discuss fundamental psychological

questions, but far more often simply compare our several

experiences, which is not a form of discussing. I think we

realize too little how often our argumentsare of the form :—

A.: “I went to Grantchester this afternoon.”’ B.: ‘“ No

I didn’t.’’ Another thing we often do is to discuss what
sort of people or behaviour we feel admiration for or ashamed

of. E.g., when we discuss constancyof affection, it consists

in A. saying he would feel guilty if he weren’t constant,

B saying he wouldn’t feel guilty in the least. But that,

although a pleasant wayof passing the time, is not discussing

anything whatever, but simply comparing notes.

Genuine psychology, on the other hand, is a science of

which we most of us know far too little for it to become us

to venture an opinion.

Lastly, there is esthetics, including literature. This always

excites us far more than anything else ; but we don’t really

discuss it much. Our arguments are so feeble; wearestill

at the stage of ‘‘ Who drives fat oxen must himself be fat ’’,
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and have very little to say about the psychological problems

of which esthetics really consists, e.g., why certain com-

binations of colours give us such peculiar feelings. What we

really like doing is again to compare our experience ; a practice

which in this case is peculiarly profitable because the critic

can point out things to other people, to which,if they attend,

they will obtain feelings which they value which they failed

to obtain otherwise. We do not and cannot discuss whether

one work of art is better than another ; we merely compare

the feelings it gives us.

I conclude that there really is nothing to discuss; and

this conclusion corresponds to a feeling I have about ordinary

conversation also. It is a relatively new phenomenon, which

has arisen from two causes which have operated gradually

through the nineteenth century. Oneis the advanceof science,

the other the decay of religion; which haveresulted in all

the old general questions becoming either technical or

ridiculous. This process in the development of civilization

we have each of us to repéat in ourselves. I, for instance,

came up as a freshman enjoying conversation and argument

more than anything else in the world; but I have gradually

cometo regard it as of less and less importance, because there

never seems to be-anything to talk about except shop and

people’s private lives, neither of which is suited for general

conversation. Also, since I was analysed, I feel that people

know far less about thémselves than they imagine, and am

not nearly so anxious to talk about myself as I used to be,

having had enoughof it to get bored. Therestill are literature

and art; but about them one cannot argue, one can only

compare notes, just as one can exchange information about

history or economics. But about art one exchanges not

information but feelings.

This brings me back to Russell and ‘‘ What I believe’.

If I was to write a Weltanschauung I should call it not “‘ What
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I believe’’ but ‘‘ What I feel’’. This is connected with

Wittgenstein’s view that philosophy does not give usbeliefs,

but merely relieves feelings of intellectual discomfort. Also,
if I were to quarrel with Russell’s lecture, it would not be
with what he believed but with the indications it gave as to
what he felt. Not that one can really quarrel with a man’s
feelings, one can only have different feelings oneself, and

perhaps also regard one’s own as more admirable or more
conducive to a happylife. From this point of view, that it
is a matter not of fact but of feeling, I shall conclude by some
remarks on things in general, or, as I would rather say, not

things but /ife in general.

Where I seem to differ from some of my friends is in
attaching little importance to physical size. I don’t feel

the least humble before the vastness of the heavens. The
stars may belarge, but they cannot think or love; and these
are qualities which impress me far more than size does.
I take no credit for weighing nearly seventeen stone.
My picture of the world is drawn in perspective, and not

like a model to scale. The foregroundis occupied by human
beings and thestars are all as small as threepennybits. I
don’t really believe in astronomy, except as a complicated
description of part of the course of human and possibly
animal sensation. I apply my perspective not merely to
space but also to time. In time the world will cool and
everything will die; but that is a long timeoff still, and its
present value at compound discountis almost nothing. Nor
is the present less valuable because the future will be blank.
Humanity, which fills the foreground of my picture, I find
interesting and on the whole admirable. I find, just now at
least, the world a pleasant and exciting place. You may find
it depressing ; I am sorry for you, and you despise me. But
I have reason and you have none; you would only have a
reason for despising me if your feeling corresponded to the
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fact in a way mine didn’t. But neither can correspond to

the fact. The fact is not in itself good or bad ; it is just that

it thrills me but depresses you. On the other hand, I pity

you with reason, because it is pleasanter to be thrilled than

to be depressed, and not merely pleasanter but better for all

one’s activities.

28th February, 1925.
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