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Causal inference is of central importance to developmental psychology. Many key questions in the field
revolve around improving the lives of children and their families. These include identifying risk factors that
if manipulated in some way would foster child development. Such a task inherently involves causal inference:
One wants to know whether the risk factor actually causes outcomes. Random assignment is not possible in
many instances, and for that reason, psychologists must rely on observational studies. Such studies identify
associations, and causal interpretation of such associations requires additional assumptions. Research in
developmental psychology generally has relied on various forms of linear regression, but this methodology has
limitations for causal inference. Fortunately, methodological developments in various fields are providing new
tools for causal inference—tools that rely on more plausible assumptions. This article describes the limitations
of regression for causal inference and describes how new tools might offer better causal inference. This
discussion highlights the importance of properly identifying covariates to include (and exclude) from the
analysis. This discussion considers the directed acyclic graph for use in accomplishing this task. With the
proper covariates having been chosen, many of the available methods rely on the assumption of “ignorability.”
The article discusses the meaning of ignorability and considers alternatives to this assumption, such as
instrumental variables estimation. Finally, the article considers the use of the tools discussed in the context of
a specific research question, the effect of family structure on child development.
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Causality is central to developmental psychology. Many devel-
opmentalists are motivated not only to understand but to improve
the lives of children and their families. Psychologists want not only
to identify developmental risks but also to understand mechanisms
by which development can be fostered. This aim is noble but
represents an enormous scientific challenge. In particular, achiev-
ing this goal requires knowledge of cause-and-effect relationships.
This issue is especially challenging because many developmental
questions involve putative risks, exposures, conditions, or charac-
teristics that vary across children and families but to which indi-
viduals cannot be randomly assigned, such as growing up in a
single-parent family.

In those situations, developmentalists correctly understand that
causal inference—inferring causal relationships—is difficult. They
recognize the fundamental problem of causal inference—that as-
sociations alone do not reveal causal relationships. One cannot
distinguish the consequences of a behavior or program from those
that shape the choice to engage or participate in the first place.
Smokers, for example, definitely suffer from more illnesses than
nonsmokers, but the causal question is whether smoking itself is
responsible (Rosenberger & Lachin, 2002). Would eliminating
smoking actually improve the population’s health?

The last 30 years have produced superior methods for moving
from association to causation (i.e., causal inference). These tools

have been developed outside of developmental psychology, in
fields as diverse as epidemiology, economics, and statistics. This
article describes and illustrates these methods. However, a full and
technically detailed treatment of the various methodological de-
velopments is beyond the scope of a single article, even a long one.
Book-length treatments of these issues are available and cited
below. Those treatments, however, are tailored to neither the
interests nor the background of developmental psychologists.

The purpose and the organization of this article reflect the aims
and current state of developmental psychology and are guided by
four premises. First, causal inference is essential to accomplishing
the goals of developmental psychologists. If psychologists hope to
improve the well-being of children and families, then their re-
search must tackle causality. This article claims that causal infer-
ence—the study and measurement of cause-and-effect relation-
ships outside of random assignment—should be the goal of
developmental research in most circumstances. If developmental
psychologists want to avoid causality, they need to do so explicitly
and explain the limitations of their work (Rutter, 2007).

Second, in many analyses, psychologists unfortunately are at-
tempting causal inference but doing so badly—that is, based on
many implicit and, in some cases, implausible assumptions. These
assumptions are both statistical (such as linearity) and conceptual
(such as no unobserved confounding).1 Given that causal inference

1 Pearl (2000) drew a strong distinction between statistical and causal
assumptions. However, in fixed-effects or instrumental variables estima-
tion, the distinction is not so clear: The assumptions that shape estimation
also have causal content.
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is impossible without assumptions (some untestable)2 (Holland,
1986; Pearl, 2000), the third premise is that these assumptions
should be identified explicitly and checked empirically and
conceptually.

The fourth premise is that once introduced to the broader issues,
developmental psychologists will recognize the central importance
of causal inference and naturally embrace the methods available.
To some extent, as discussed below, the methods of causal infer-
ence are creeping into developmental psychology. For example,
recent articles use fixed-effects and instrumental variables estima-
tion (Dearing, McCartney, & Taylor, 2006; Gennetian, Magnuson,
& Morris, 2008). (Other examples are cited below.) What is
missing is an overarching framework in which to embed compar-
isons of alternative approaches. This article provides that frame-
work and starts the process by which developmentalists can adopt
these methods more generally.

One feature of this discussion will strike readers already familiar
with the broader issues and methods of causal inference: The
treatment here emphasizes propensity scores but not because such
methods are the final word on causal inference. Propensity-score-
based methods assume “ignorability” (or no unobserved confound-
ing), and many researchers (especially economists) highlight the
role of unobservables in shaping decisions and outcomes. How-
ever, given that the vast majority of articles in developmental
psychology currently rely on some form of linear regression,
propensity scores represent a solid step toward plausible causal
inference.

A central goal of this article is to promote broader thinking
about causal inference and the assumptions on which it rests.
Methods that relax ignorability follow naturally after regression
and propensity score methods. One characteristic of the broader
literature, however, is that methodologists in different fields differ
substantially (and rather heatedly, at times) as to the role of
unobserved confounding. (The ignorability assumption represents
something of a dividing line between econometrics and other
fields.) Though less detail is provided on these methods, the
illustrative example below represents the natural progression one
might take through the various forms of causal inference, meth-
odologically and conceptually, including relaxing ignorability.

Before describing specific methods, the article considers two
conceptual frameworks for thinking about causal questions. No
doubt the reader can anticipate that a key issue will involve
selecting covariates used for adjusting between-groups compari-
sons of the treated and untreated. The reflection these methods
precipitate also can help researchers refine the research questions
of interest and help one select and apply statistical methods to
answer those questions. Before doing so, however, this article
reviews the state of current practice.

First, however, a note about language is in order. The method-
ological literature generally refers to causality as involving an
“event, condition, or characteristic” (Rothman & Greenland, 2005,
p. S144). Epidemiologists often use the term exposure. Consistent
with the literatures in economics, statistics, and biostatistics, this
article refers to any of these as treatment. In this framework, a
treatment might include a program or a characteristic (such as
living in a female-headed family) or different levels of a contin-
uous characteristic (such as hostile attributions).

Current Practice: Confusion

In the typical developmental psychology article, the issue of
cause and effect is acknowledged, perhaps as a limitation of the
article. In identifying this issue, the authors may recognize that
“only laboratory experiments or randomized controlled trials allow
any firm causal inference” (Rutter, 2007, p. 377). In many in-
stances, these authors urge the reader to recognize that “our results
represent only associations.”

At this point, the articles tack in one of two directions. Both are
dissatisfying and potentially misleading. In the first case, the
authors hold causal inference as unattainable. These authors will
state, for example, that spanking is associated only with aggressive
outcomes. Of course, one is left to wonder about the usefulness of
such information. As Rutter (2007) noted, this approach “sounds
safer, but it is disingenuous because it is difficult to see why
anyone would be interested in statistical associations or correla-
tions if the findings were not in some way relevant to an under-
standing of causative mechanisms” (p. 377). For example, some
research suggests that television viewing is associated with atten-
tion problems (Christakis, Zimmerman, DiGiuseppe, & McCarty,
2004). If this information does not reveal whether a parent should
limit his or her child’s television viewing, thinking of a use for the
finding is difficult (Foster & Watkins, 2010).

A second group of authors embrace causality. These researchers
often rely on the longitudinal nature of their data to make the leap
from associations to causality. Unfortunately, they often apply
tools that have limitations for performing causal inference, such as
linear regression, and make implausible assumptions about the
nature of the association of interest. The authors often leave these
assumptions unstated or may be unaware of these assumptions
themselves. For example, in standard regression, the model as-
sumes that the covariates are related linearly to both the outcome
and the putative cause. For example, the researcher may recognize
that maternal depression may influence both a child’s outcomes
and television viewing and potentially confounds the effect of the
latter on the former. What the researcher may not recognize is that
the standard (linear) regression assumes that the effect of depres-
sion on television viewing is linear. Misspecification of this rela-
tionship may leave residual confounding.

Regrettably, some authors straddle the two groups. These au-
thors often stray into causal interpretations of what are associa-
tions. Rutter’s (2007) diagnosis of this group is spot on: These
authors “are careful to use language that avoids any direct claim
for causation, and yet, in the discussion section of their articles,
they imply that the findings do indeed mean causation” (p. 377).
To finesse these issues, these researchers use other terms to de-
scribe the relationships they identify, such as predictive. They do
not claim that a behavior causes another but that one predicts the
other.

This situation creates a swamp of ambiguity in which confusion
thrives. In many instances prediction is of interest because one
wants to predict what would happen were conditions changed. This

2 Heckman (Heckman & Vytlacil, 2007a) parsed the problem in three
steps: defining the set of counterfactuals, identifying parameters from
hypothetical population data, and identifying parameters from real data.
The key is that all agree that producing causal estimates relies on assump-
tions that are inherently untestable.
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“counterfactual” lies at the heart of causal inference. Rather than
circumvent issues of causation, prediction only raises them.

Why Causal Inference?

Perhaps developmental psychologists can just avoid the issue
entirely by studying associations only. As indicated above, causal
thinking and, as a result, causal inference are unavoidable. Indeed
they are essential to accomplishing the goals of developmental
psychology. One can support this claim in three ways. First, as
noted above, a major goal of psychology is to improve the lives of
humanity. Much of developmental science is devoted to under-
standing processes that might lead to interventions to foster posi-
tive development. Second, causal analysis is unavoidable because
causal thinking is unavoidable. Sloman (2005) argued that causal-
ity is one of the fundamentally invariant relationships that humans
use to make sense of the world: Causal relations are one of the “the
constant, regular, systematic relations that hold between the ob-
jects, events, and symbols that concern cognition” (p. 17). Causal
relationships exert a gravitational pull on one’s thinking.

Finally, even if researchers can distinguish associations from
causal relationships, lay readers, journalists, policymakers, and
other researchers generally cannot. For example, knowing that
children in single-mother households have worse outcomes than
other children is a useful association. However, that association is
routinely interpreted as causal—that were the mother to marry, the
child’s outcomes would be improved. Such a conclusion depends
on a causal relationship, and the support for such a causal rela-
tionship is fairly weak (Foster & Kalil, 2007). Laypersons, re-
searchers, and policymakers find it difficult to distinguish these
two notions. As a result, single-parent mothers can be stigmatized,
and the belief that their decisions about marriage and fertility have
caused their troubles leads to government inaction. Bad causal
inference can indeed do real harm.

Furthermore, if a researcher resists the urge to jump from
association to causality, other researchers seem willing to do so on
his or her behalf. Interventionists, for example, move from an
association to the notion that changing the behavior will change
the outcome: Manipulation of this sort presumes causal relation-
ships. When one manipulates one variable in order to influence
another, the (causal) impact on the effect will often be smaller than
the association observed in data. What has happened is that part of
that relationship was explained by other, third factors (confounders
or omitted variables) that were unaffected by the manipulation.
The result is interventions that are much less powerful than the
original observational studies would suggest (compare Conduct
Problems Prevention Research Group, 1992, with Conduct Prob-
lems Prevention Research Group, 2007). One explanation is that
the foundational studies involved associations only.

Causal Inference as the Goal of Developmental
Psychology

Few issues have held the interest of philosophers, social scien-
tists, and statisticians as consistently over centuries (Pearl, 2000).
The lesson of this quest is not that causal relationships can never
be established outside of random assignment, but that they cannot
be inferred from associations alone—that some additional assump-
tions are required.

The goal of this research should be to make causal inference as
plausible as possible. Doing so involves applying the best methods
available among a growing set of tools. As part of the proper use
of those tools, the researcher should identify the key assumptions
on which they rest and their plausibility in any particular applica-
tion. The researcher should check the consistency of those assump-
tions as much as possible using the available data. In many, if not
most, instances, key assumptions will remain untestable. The plau-
sibility of those assumptions needs to be assessed in light of
substantive knowledge, such as how a parent, child, teacher, or
other actor decides to engage in a treatment or not.

Of course, what constitutes credible or plausible (and how it
relates to the strength of assumptions) is not without debate.
Manski (2007), for example, argued that plausible is synonymous
with simplicity; he identified the “the law of decreasing credibil-
ity” and argued that stronger assumptions are less credible. Many
would dispute this claim, including reviewers of this article. What
seems clear is that all assumptions are best made explicit. Stronger
assumptions can (and perhaps should) generate more information.
As Manski has demonstrated, one can identify a maximum and
minimum for the estimated effect of a treatment under very weak
assumptions or features of the data (e.g., if the outcome measure
has maximum and minimum values). No doubt, however, many
would find the lack of a single point estimate rather dissatisfying.
On the other hand, complex econometric selection models can
generate estimates of the correlation between one’s outcomes
when treated (or exposed) and untreated. This information is not
available even in a randomized experiment.

This article cannot resolve these issues even for a single sub-
stantive problem; its broader purpose is to establish plausible
causal inference as the goal of empirical research in developmental
psychology. At this point, much, if not most, of developmental
psychology involves implausible causal inference. Such inference
could be improved even without dramatically changing the com-
plexity of the analysis. As the field develops, the debate over
whether complicated econometric models are required will be-
come more salient.

The article now turns to the first of two frameworks that are
useful for conducting causal inference.

Two Frameworks for Causal Inference

Two conceptual tools are especially helpful in moving from
associations to causal relationships. The first involves the directed
acyclic graph (DAG). This tool assists researchers in identifying
the implications of a set of associations for understanding causality
and the set of assumptions under which those associations imply
causality. Moving from association to causality requires ruling out
potential confounders—variables associated with both treatment
and the outcome. The DAG is particularly useful for helping the
research to identify covariates and for perhaps understanding un-
anticipated consequences of incorporating these variables.

Tool 1: DAGs

Like other scientists, computer scientists have been interested in
causality, in particular, in identifying the circumstances under
which an association can be interpreted as causal. Because they are
directional, causal relationships among sets of variables imply
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different covariance matrices. When placed in the context of their
relationship to other variables, a given pattern of covariances
(associations) can rule in or out causal relationships working in
different directions involving two variables (Spirtes, Glymour, &
Scheines, 2000).

For that reason, computer scientists have developed a symbolic
representation of dependencies among variables, the DAG (Green-
land & Pearl, 2008; Greenland, Pearl, & Robins, 1999; Pearl,
2000). A DAG comprises variables and arrows linking them. The
DAG should be grounded in one’s conceptual understanding of the
treatment or exposure of interest. In some instances, key variables
may be unobserved, unmeasured, or otherwise unavailable, but one
should still include these variables in the DAG.

The DAG is directed in the sense that the arrows represent
causal relationships. The model assumes a certain correspondence
between the arrows in the graph and the relationships between the
variables (i.e., their joint probability function). In particular, if one
cannot trace a path (or sequence of arrows) from one variable to
another, then the variables are not associated. Those paths involve
stepping from one variable to the next—no relationships skip over
another variable. This is the causal Markov assumption: The
absence of a path implies the absence of a relationship. However,
not all paths are apparent, and some are created by the analyst,
perhaps unintentionally. For that reason, the DAG does more than
represent the obvious.

A key feature of the DAG is structural stability: An intervention
on one component of the model does not alter the broader struc-
ture. Intervening on a variable may change how it relates to other
variables statistically. If one assigns children randomly to pre-
school, then enrollment may no longer reflect parents’ education.
However, the downstream consequences of preschool enrollment
are not altered. For example, the relationship between preschool
and early literacy is left unchanged (Pearl, 2000).

The DAG also assumes a preference for simplicity and proba-
bilistic stability. Simplicity means that models that represent data
with fewer linkages are preferred to the more complex. Stability
refers to the robustness of a set of relationships across a range of
possible magnitudes. For example, one might link two statistically
independent constructs using two paths representing different psy-
chological mechanisms. This model, however, would represent the
data (i.e., the lack of association) only if the two mechanisms
worked in different directions and exactly offset each other. Such
a pair of relationships would not be considered stable. Stability
strengthens one’s ability to infer that no association between
variables means no causal relationship.

A DAG looks like a path diagram or a structural equations
model. Key features distinguish DAGs. First, the DAG is not linear
or even parametric. Any discussion of conditioning on one variable
does not imply a particular statistical method, such as stratification
or regression. The DAG helps the reader to distinguish the various
steps in causal inference; the choice of covariates is a separate
decision from how to select a specific statistical method.

Second, unlike a structural equations model, the DAG contains
no bidirectional arrows implying simultaneity. This assumption is
not quite as restrictive as it seems. If one wanted to model jointly
determined outcomes, some additional assumptions are needed.
One possibility involves timing of measurement (as discussed
below). In that case, the same construct measured at different times
appears as different variables, and the DAG would incorporate a

lag structure. If two variables are simultaneously determined, the
DAG could incorporate this possibility by treating the two as
reflecting a common cause.3

Under these assumptions, the DAG can accurately represent the
joint probability function describing a set of variables. (In this
case, the DAG is said to be consistent with the probability function
[Pearl, 2000]).

The essence of the DAG can be grasped by thinking about three
variables, X, Y, and Z. These variables may be related in any of
three ways.

Z is a common cause of X and Y. The DAG in Figure 1
illustrates this possibility. In the figure Z is actually a vector, Z1

and Z2. One can see that Z1 is a common cause of X and Y, and the
effect of Z1 on the latter is mediated by Z2.

The figure reveals that treatment and the outcome will be
related, because the former causes the latter and because of their
link to the two Z variables. Even in the absence of a treatment
effect, treatment and outcome will be associated. This is classic
confounding. In causal inference, the path passing through the
confounders is known as a “backdoor path.”

Any veteran of multivariate regression knows the solution here:
One would want to adjust for the effect of Z1. It is important to
note that regression is only one way of adjusting,4 but the various
methods all have the same effect on the DAG. As apparent in the
bottom half of the figure, paths from and to the confounder are
eliminated. (In Figure 1, one conditions on Z2.) In effect, the
backdoor path is blocked; conditioning (or holding constant)
means that the confounder is no longer related to the treatment or
the outcome. Having blocked all backdoor paths, X and Y are
known as “d-separated.” The essence of the DAG is that once all
backdoor paths are blocked, one can infer that an association is a
causal relationship given the assumptions on which the DAG rests.

Z is a common effect of X and Y. The implications of
conditioning depend on how X, Y, and Z are related. Z might be
caused by both X and Y. Variables like Z are referred to as
“colliders” because the arrows from the other variables converge at
that variable (see Figure 2). The existence of a collider does not
mean that X and Y are related in any way. However, conditioning
on the collider does establish a relationship. This insight is critical.

3 This is consistent with the idea (in ordinary regression) that omitted
variable bias and simultaneity bias are essentially the same problem: Both
generate a covariance between a regressor and the model’s error term
(Greene, 2008).

4 One might use stratification, regression, matching, or a range of other
methods. The essence is as follows. Suppose the variable Z takes on one of
k possible values and that one is interested in the effect of X on the
probability distribution of Y [P(Y�X)]. When one conditions, one calculates

P�Y�X� � �
i�1

k

P�Y�X,zi�P�zi�

In other words, one calculates the relationship between Y and X
within strata defined by the values of Z and then combines across values of
z. If Z is continuous, the calculation involves an integral. The issues of how
to write the probability distribution of Y and its relationship to X and Z
(e.g., linear regression) pose a technical question rather than a conceptual
one.
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For example, suppose that S is success in first grade, P is attending
a high-quality preschool, and A has asthma. In the population,
these two (P and A) are unrelated, yet both contribute to the
likelihood of school success. Now condition on school success

(i.e., limit the sample to the successful). What is the relationship
between asthma and preschool attendance? Among the successful,
those with asthma were more likely to have attended preschool.
Conditioning on success creates dependence between the two
variables. (This relationship is easiest to see when P and A are the
only determinants of S. In that case, successful children who did
not attend preschool could not have had asthma.)

Conditioning on a collider creates a spurious relationship be-
tween X and Y: It opens a backdoor path involving the determi-
nants of the collider. Such a relationship can inflate or suppress (or
hide) a true causal effect.

Z mediates the effect of X on Y. A final relationship between
X, Y, and Z involves Z as a mediator. In that case, conditioning on
Z can have two effects, one likely familiar to readers. Consider
Figure 3. First, conditioning on Z will redefine the effect of X on
Y—that effect is now the direct effect. The indirect effect refers to
the effect of X that manifests itself through its effect on Z. When one
conditions on Z (ignoring for the moment W), one again breaks the
relationship between X and Y in this figure: There is no direct effect
of X on Y (Baron & Kenny, 1986; Judd, Kenny, & McClelland,
2001).

The usefulness of the DAG (and the complexity of causal
inference) is perhaps most apparent when more than three vari-
ables are involved, especially when one is unmeasured. Consider
W in Figure 3, an unobserved determinant of the mediator. This
problem could occur even in a clinical trial, where the treatment
has been randomly assigned and so is free of unobserved con-
founding. The mediator in this case is a collider—it is caused by

Figure 1. Conditioning on confounder.

Figure 2. Conditioning on collider. Figure 3. Conditioning on mediator.
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the treatment as well as by W. Conditioning on the mediator
creates a spurious relationship between treatment and W. This
backdoor path would bias the estimated direct effect of treatment
(Sobel, 2008).5 In that case, conditioning on Z does not properly
partition the effect of X on Y into direct and indirect components.6

With covariates chosen, the stage is now set to consider alter-
native statistical methods (such as regression, matching, and strat-
ification) for conditioning on X and Z (i.e., forming conditional
expectations of the outcome). To understand how these tools relate
to causal inference and to one another, a second set of tools is
helpful.

Tool 2: The Potential Outcomes Framework

The counterfactual lies at the heart of causal inference. What
would happen to an individual or entity if one changed its expo-
sure? This perspective defines the effect of interest: the difference
between what did happen and what would have happened had the
individual not experienced the treatment.7 Even in instances where
the treatment cannot be manipulated (a person’s race or gender),
causal inference is still possible, and it rests on the existence of a
counterfactual. To capture the effect of a child’s race, one has to
assess how that child would have fared if he or she had been born
Black instead of White. (Researchers are not in complete agree-
ment about this point. Some would argue that causal inference is
not possible if a treatment cannot be manipulated [Holland, 1986].
On the other hand, some experts [e.g., Pearl, 2000] clearly take it
as a given that one could look at the effects of gender.)

One can express the counterfactual more formally using the
potential outcomes framework (Holland, 1986; Rubin, 2005). In
that framework, one is interested in a treatment (or exposure or
characteristic; D) and some outcome (Y). D � 1 or 0 for the treated
and untreated groups, respectively. One can think of each individ-
ual as having two possible outcomes, YD � 1 and YD � 0, corre-
sponding to the individual’s outcomes if treated or not. One can
characterize each individual by three variables (Y1, Y0, D): the
outcome if treated, the outcome if not treated, and the treatment
status. The fundamental problem is that one does not observe (the
joint distribution of) all three random variables. Rather one ob-
serves D for each individual (was he or she treated or not?) and
either Y1 or Y0 for the treated (D � 1) and untreated (D � 0),
respectively. One can write that Yobs � (D � Y1) � (1 � D) � Y0,
where Yobs is the observed outcome.

The person subscript has been omitted to this point, but these
outcomes differ across individuals, because individuals differ in
the treatment they receive and because of other factors (differen-
tiating even those who receive the same treatment). What one
would like to know is the treatment effect—that is, � � Y1,i �
Y0,i—ideally for every individual i. One cannot calculate this term
for a given person.

Can one get traction on this problem if one reduces one’s goal?
What if one wanted to know only � � E[Y1,i � Y0,i], the mean of
this distribution of effects? (The E identifies the expectations
operator or the average. When one writes E[Y�X � x] or E[Y�x], this
notation refers to the average value of Y for a specific value or
range, x, of X. Following convention, random variables are de-
noted with uppercase variables, and specific values of those vari-
ables are lowercase.) Because one chose the mean and not some

other characteristic of the distribution (such as the median), one
can see that � � E[Y1,i] � E[Y0,i].

The problem is (still) that neither of the two terms is observed.
In particular, one observes not E[Y1,i] but E[Y1,i�Di � 1], and not
E[Y0,i] but E[Y0,i�Di � 0]. One sees the outcome under treatment
only for those treated and the converse for untreated individuals.
These quantities are related to the terms of interest:

E�Y1,i	 � p�Di � 1�E�Y1,i�Di � 1	 � p�Di � 0�E�Y1,i�Di � 0	.

(1)

The average outcome for all individuals were they all treated is the
weighted average of the treated outcome for those who received
treatment and those who did not. The weights are the proportions
of the sample that do and do not receive treatment. The bolded
term is unobserved—that expectation and the expression as a
whole cannot be calculated without some additional assumption.
This problem is the fundamental problem of causal inference.

Similarly,

E�Y0,i	 � p�Di � 1�E�Y0,i�Di � 1	 � p�Di � 0�E�Y0,i�Di � 0	.

(2)

The bolded term is again unobserved: One does not know the
average untreated outcome for the individuals who received treat-
ment.

Given these two terms, one can rewrite � as

� � � p�Di � 1�E �Y1,i�Di � 1	 � p�Di � 0�E�Y1,i�Di � 0	�
� � p�Di � 1�E�Y0,i�Di � 1	 � p�Di � 0�E �Y0,i�Di � 0	� (3)

One can rewrite this term as

� � p�Di � 1��E �Y1,i�Di � 1	 � E�Y0,i�Di � 1	�
� p�Di � 0��E�Y1,i�Di � 0	 � E �Y0,i�Di � 0	� . (4)

The treatment effect is the weighted sum of the treatment effect for
those treated and those not treated. One labels the first as the
average effect of treatment for the treated (ATT) and the second as

5 Methods do exist for incorporating mediators that suffer from unob-
served confounding. These include principal stratification (for details, see
Barnard et al., 2003; Frangakis & Rubin, 2002).

6 Other relationships between X, Y, and Z are possible. In another
situation, X is subject to unobserved confounding but Z is not. In that case,
one can obtain appropriate estimates of X. See the discussion of the
“front-door criterion” in Pearl (2000).

7 Researchers disagree on the origins of the potential outcomes frame-
work. Some argue that the ideas can be found early in the work of Jerzy
Neyman (1923; as cited in Splawa-Neyman, Dabrowska, & Speed, 1990)
or Roy (1951). The potential outcomes framework is generally implicit in
these early articles, and whom researchers cite generally reflects their
discipline. My assessment is that the clearest and most influential (re)state-
ment of these ideas can be found in Rubin (1974, 1975).
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the average effect of treatment on the untreated (ATU). � is labeled
the average effect of treatment (ATE).

Economists describe this problem using somewhat different lan-
guage. In particular, the ATE is not identified. Equation 4 represents
one equation but includes two unknowns; it is not possible to generate
a unique estimate of the treatment effect. This problem would exist
no matter what the sample size: It is a problem of logic rather than
an empirical problem per se. At this point, one has reached a dead
end unless one can add some additional data or assumptions of
some sort, information that would allow one to identify the model.

Before proceeding, one wants to make clear three assumptions
made implicitly so far. The first assumption is stable unit treatment
value assumption (SUTVA; Rubin, 1980).8 This assumption re-
quires that one’s counterfactual states (Y0,i and Y1,i) do not depend
on the treatment status of other individuals. One can note that in
the math above, there is no interference among individuals: An
individual’s outcome Yi does not depend on the treatment received
by person j. As discussed below, many problems in developmental
science may not fit this assumption.

The second assumption is positivity. This assumption requires
that the probability that a given individual receives each level of
treatment is positive for every combination of treatment and co-
variates. This assumption eliminates illogical possibilities, such as
men developing uterine cancer. As discussed below, this assump-
tion has an empirical counterpart.

A third assumption is consistency (Cole & Frangakis, 2008).
(Economists label this policy invariance [Heckman & Vytlacil,
2007a].) This assumption implies that the outcome of treatment
does not depend on the assignment mechanism. For example, this
assumption means that the returns to enrolling a child in day care
are the same for all regardless of the mix of incentives that led to
that choice. Some families may enroll their children because of a
government subsidy. On the other hand, others may enroll because
they perceive large benefits. Consistency means that the benefits of
early childhood education do not depend on the mix of incentives.

An Aside: The Value of Random Assignment

As noted above, one’s effort to identify the three treatment
effects is stalled. One can move forward by making assumptions
about the treatment assignment mechanism. One alternative, how-
ever, is random assignment. Because of developmentalists’ long
tradition of experimental studies, this article pauses to consider
random assignment.

Random assignment solves the identification problem (Rosen-
berger & Lachin, 2002). One can replace the unknowns above with
terms one can calculate. In particular, in the equations, one can
freely substitute E[Y0,i�Di � 0] for E[Y0,i�Di � 1] and E[Y1,i�Di �
1] for E[Y1,i�Di � 0]. The only remaining uncertainty is statistical
uncertainty stemming from sampling. The uncertainty due to the
treatment mechanism no longer exists; that mechanism can be
effectively ignored. Ignorability is not an assumption but a feature
of the design.

The essence of random assignment is “exchangeability”: One
can exchange the experiences of individuals not receiving the
treatment (which are observed) for those of individuals currently
receiving treatment were they not to receive treatment (which is
not observed). One can be confident that no confounding occurs;
no possibility exists for confusing the effect of treatment with

preexisting differences among individuals actually receiving dif-
ferent treatments. This lack of confounding is true for both the
variables one can measure and those one cannot or has not (Rosen-
berger & Lachin, 2002). The latter is unobserved confounding, and
removing it is among the principal benefits of randomization.

Moving Forward Without Random Assignment:
Ignorability

One often cannot randomize individuals to treatments of inter-
est. The solution is to make stronger assumptions about treatment
assignment.9 One such assumption is ignorability, or the ignorable
treatment assumption. Ignorability assumes that among individuals
with an equivalent profile of covariates, treatment assignment is as
if random assignment spontaneously occurred.

This assumption can be written in different ways, but the as-
sumption stipulates that

E�Y1,i�Xi � x, di � 0	 � E�Y1,i�Xi � x, di � 1	. (5)

Conditional on the set of covariates, X, the value of the outcome at
a level of treatment is unrelated to treatment chosen. In essence,
one can exchange the expectation one does not observe (the
left-hand side) with the expectation one does observe (the right-
hand side). One can see, therefore, why another name for ignor-
ability is exchangeability.

Note that the specific form of ignorability depends on the
treatment effect of interest. Equation 5 is enough to estimate the
ATU. On the other hand, an analogous equality,

E�Y0,i�Xi � x, di � 0	 � E�Y0,i�Xi � x, di � 1	, (6)

is required to estimate ATT. Both are required to estimate ATE.
In a regression context, this assumption is equivalent to the

conditional independence assumption (Angrist & Pischke, 2008).
However, the choice of a specific statistical model, like regression,
is a separate task from identifying the causal model, which should
be done first. For that reason, this article refers to the ignorability
assumption in a more general form.

Return of the DAG: Insights Into the Counterfactual

The DAG can illustrate key points about the counterfactual.
First, randomization essentially erases lines into the treatment and
eliminates backdoor paths. Randomization accomplishes this task
for both observed and unobserved correlates of treatment status.

Second, ignorability can be expressed in terms of the DAG.
Within strata defined by (or otherwise conditioning on) the ob-

8 This is yet another use of the term stability, but this use is indeed
related to the term as used in describing the DAG. If treatment effects
spilled over across individuals, then a broader change in the environment
(and the corresponding structure of relationship among variables in the
DAG) might occur.

9 There are other assumptions that are weaker but do not produce point
estimates. For outcome measures with maximum and minimum values, one
can generate a range of possible estimates for the treatment effects. (That
range is not probabilities: No estimate in the range is more or less likely
than any on estimate in that range.) A point estimate is not possible,
however (see Manski, 1997, 2007; Manski & Nagin, 1998).
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served covariates, ignorability assumes away any additional back-
door paths involving unobserved variables.

Third, the discussion above is fairly vague about how one might
chose the X variables. In that task, the value of the DAG comple-
ments the mathematical apparatus of the counterfactual. As dis-
cussed above, the DAG can help one identify variables that
should—and should not—be included in the vector of covariates,
X. One should block backdoor paths and not open others by
conditioning on colliders. One also can see that in some instances,
one need not condition on all potential confounders. In Figure 1,
for example, one could condition on either Z1 or Z2.

Linear Regression as a Tool for Causal Inference

The discussion of the counterfactual focuses on the conditional
expectation of the outcome, Y. To say more about the counterfac-
tual and how it relates to other variables, one must write this
expectation as a function of the covariates, X. There are many
ways to write such an expectation, but one way is the ubiquitous
linear regression. Ordinary linear regression is arguably the Swiss
army knife of the social sciences. However, regression has features
that need to be considered for good causal inference. To the extent
standard practice ignores these features, regression may be less
than ideal for causal inference. (Note that the use of ordinary least
squares or analysis of variance in this article includes path analysis
as well as recursive structural equations models, that is, models in
which the relationships all point in one direction.)

The Strengths and Weaknesses of Linear Regression

Linear regression provides a way to form conditional expecta-
tions. The key issue in calculating the causal effects is that one
needs the conditional expectation for an outcome in the counter-
factual state. One needs E[Y1�D � 0,X], for example. Regression
essentially provides that by estimating a slope for the variable X
using information from those who did receive treatment (D �
1)—more specifically, Y � XB, estimated using data on the treated.
In instances where one assumes the slope of X does not depend on
treatment status, one can use data from the treated and untreated
observations to form the expectation.

One should recognize that statistics provides many ways to form
such expectations. Perhaps the best way to recognize the strengths
and weaknesses of parametric, linear regression is to compare that
method with an alternative, such as locally weighted scatterplot
smoothing, or nonparametric regression. Locally weighted scatter-
plot smoothing involves estimating the expected value of a func-
tion by approximating the outcome, Y, at each possible value of X,
the covariate. In approximating the function at X, one would rely
on values of Y for observations with values of X in the neighbor-
hood of a given value, X0.

The approximation depends on three key factors. The first is the
bandwidth. How large would the neighborhood be around X0 that
would contribute to the estimation of the function at X0? Smaller
neighborhoods around X0 would mean the approximation would be
based on fewer cases, but the values of X involved would be
relatively close to X0. If X and Y are related, a smaller neighbor-
hood would mean that the values of Y included are closer to the
true value of Y0 as well. One can see the trade-off involved.
Smaller neighborhoods mean that the observations used have

values of X closer to X0; of course, as the neighborhood shrinks,
the number of observations used shrinks, and the resulting esti-
mates become less precise.

A second issue involves weighting. One could imagine placing
more importance on those cases within the neighborhood that are
closer to X0. In essence, the bandwidth implies weighting. Obser-
vations outside the bandwidth receive a zero weight. One might
specify a weighting function to weight observations within the
neighborhood differentially.

Third, one might make some assumptions about the nature of the
function in that neighborhood. For example, one might assume that
with the neighborhood around X0, the function does not make any
jumps (a finite second derivative). Or one might assume the
function is linear within that neighborhood. One might connect
the lines estimating within the neighborhoods to approximate the
function as a whole. The fitted line would consist of small linear
sections (splines), but the overall line could be quite nonlinear
(Wood, 2006).

One could use this fitted approximation for a variety of pur-
poses. For example, one might estimate the value of the function
(i.e., of Y) at points for which no data were observed. X might
range from 0 to 1, and though no datum was observed at X � .50,
one might want to generate a predicted value of Y there. If there
were closely adjacent points, one could imagine interpolating
across these points (say from .51 to .49). For the purpose of
prediction, one might generate a prediction for points outside the
observed range. For example, one might want a prediction at X0 �
1.1. One can see that generating such predictions is risky. As one
moves farther and farther from the observed range, the prediction
depends increasingly on points farther and farther away. More-
over, the extrapolation to these points would become increasingly
reliant on the presumed function at the ends of the observed range.
The resulting extrapolation would have considerable uncertainty
associated with it.

In this light, ordinary regression makes rather extreme assump-
tions. Regression uses all the data to estimate the line at every
point on the range of X. That line is assumed to have the same
linear shape at every point. Observations vary in their importance
in calculating the line: Those with greater leverage have a larger
influence on the fitted line. Leverage reflects how far a given
observation’s values for the explanatory variables are from the
mean. Some observations contribute more to the estimated slope,
but that contribution does not vary across the other observations in
the data, no matter how similar those observations are.10 As a
result, the key observations for predicting Y at a specific value of

10 To see this point clearly, think of a small data set with five observa-
tions. Both Y and the single covariate X have mean 0, so one can ignore the
intercept. Without loss of generality, one can imagine these points spread
evenly between �1 and 1 (�1, �.5, 0, .5, 1). In that case, the prediction
of Yi equals

Cov�X,Y�

Var�X�
Xi �

X1Y1 � X2Y2 � X3Y3 � X4Y4 � X5Y5

X1
2 � X2

2 � X3
2 � X4

2 � X5
2 Xi

.

The contribution of X5 to the denominator will be larger than that of X3

and, depending on the value of Y5, may be larger for the numerator as well.
The key point is that the contribution of X5 will be the same for X4 and X1

even though X4 is much closer to X5 than X1.
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X may not be those close at hand but those with extreme values
of X.

Regression has many positive features. The resulting relation-
ship will be relatively easy to describe, and the approximation at
X0 will depend on more data than in nonparametric regression. As
a result, the standard error of that approximation may be smaller.
If the functional form is correct, one can produce predicted values
for values of X0 beyond the observed range. The problem, of
course, is that the functional form may be incorrect or the esti-
mated line may reflect a few outlying cases.

Linear Regression and Estimating a Treatment Effect

To really understand regression, one needs to write the model in
mathematical form. One presents the standard regression model
below, but first one writes it in a more elaborate form to tie it to
the causal inference framework. In particular, one can write the
standard regression framework as

Y1,i � 
0
1 � 
1

1X1,i � 
2
1X2,i � εi

1

Y0,i � 
0
0 � 
1

0X1,i � 
2
0X2,i � εi

0

Yi � Y1,idi � Y0,i�1 � di�. (7)

Subtracting the second line from the first implies variation in the
difference in Y between the treated and untreated states. This
framework naturally allows for treatment moderation. As noted
above, the key issue for causal inference is that a given individual
contributes to the estimation of the equation for Y1 or Y0 but not
both.

Typically, analysts simplify Equation 7 by assuming 
j
1 � 
j

0

and by redefining the regression coefficients. Doing so results in
the standard regression model:

Yi � �0 � �di � �1X1,i � �2X2,i � �i. (8)

The � is generally interpreted as the average treatment effect or just
the treatment effect without specifying for whom. Graphically, the
model assesses the treatment effect as the distance between two
parallel planes. (If there is only one explanatory variable, two
parallel lines.) Because the model does not specify any variation in
the effect, the three effects (ATE, ATT, and ATU) are assumed
equal.

This assumption points one toward the first problem. If there is
variation in the so-called treatment effect, � does not correspond to
any of the key estimates in the causal inference. In particular, the
estimate of � does not represent the ATE, ATU, or ATT (Morgan
& Winship, 2007). This problem reflects the estimator generated
by ordinary regression or analysis of variance.

To see this, imagine strata formed by combinations of the
explanatory variables. The relationship between those strata, the
outcome, and the treatment can be completely flexible. (The model
can be saturated.) The ordinary least squares estimate is the
weighted within-strata, between-groups difference. The weights
reflect not only the distribution of cases across the strata (as they
would to estimate one of the three treatment effects of interest) but
also an added factor: the variance of the treatment within strata.
Strata where the observations are split equally between the treat-
ment and comparison groups have greater weight. This feature of

the model is useful for explaining the variance in the outcome but
not so useful for understanding the effect of treatment.

As a result, the estimated effect can differ quite a bit from the
ATE, ATT, and ATU. The regression estimate can approximate
the ATE under two circumstances. The first occurs when the
weight implied by the propensity score is similar across strata, that
is, if the likelihood of treatment does not depend on the covariates.
Of course, in that situation, adjusting for the covariate is unnec-
essary. The second occurs when there is no variation in the
treatment effect. Such an assumption is strong and unlikely.

A second problem lies in linearity. Model misspecification (such
as nonlinear relationships) creates confounding; the misspecifica-
tion of the model essentially represents an omitted variable that
creates a dependency between the treatment and the covariate
involved. That effect can also spill over to and involve the other
covariates in unknown ways.

A third problem also involves the distribution of the covariates.
Values of the covariate where both treated and untreated cases can
be found are particularly important. In some instances, the area of
overlap may be small; there may be ranges of the distribution of
the covariate where all individuals with those values of X are either
treated or untreated. The distribution of the covariates is known as
the support, and when the overlap is small, one has a support
problem.11

How regression handles those cases depends on the model
specification. In the case of a saturated model with a flexible
specification, regression recognizes that no estimate of the treat-
ment effect is possible; those observations do not contribute to the
estimated treatment effect (Angrist & Pischke, 2008). In the case
of a less flexible specification (e.g., a linear model), regression
essentially extrapolates the treatment effect from the range where
overlap exists. Perhaps even more worrisome is that these cases
may have an especially strong influence on the slope of the fitted
straight line. (These outlying cases often have high leverage [Bels-
ley, Kuh, & Welsch, 2004].)

In either case, regression provides no indication of having taken
this step. As a result, the estimated treatment effect applies to only
a portion of the sample. (Of course, one can assume this problem
away by assuming the treatment effect is constant, but that as-
sumption seems untenable given the discussion above.)

One could argue that these problems are not inherent to regres-
sion but reflect standard practice. For example, one could identify
and address the problems driving the distorted results in at least
three ways. First, one might consider whether the underlying
regression function is common across the treatment and compar-
ison groups. One can test in any of several ways, including simply
interacting treatment status with the other covariates.

Second, one could test whether within each group the relation-
ship between X and Y is linear. Such tests are relatively simple.
One could take the residuals from the linear regression model and
regress them on X itself. If the model specification is correct, then
X should explain no variation in the residuals. Third, one could
identify the disjuncture in the distribution of X between the two

11 It is striking that James Heckman, best known for his work on
handling selection on unobservables, emphasis the support problem as one
of the major sources of bias in estimating treatment effects (Heckman,
Ichimura, & Todd, 1998).
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groups. This task would involve simply comparing the distribution
of the covariates across the treated and untreated groups. Research-
ers typically present descriptive tables comparing the means and
standard deviations across the groups. Simply comparing other
percentiles would go a long way toward identifying potential
problems.

Alternatives to Regression: Matching and
Stratification

What are the alternatives to forming conditional expectations?
One option is matching. If one can find cases that have similar
values for the covariates, one can calculate the difference between
the matched cases. One then can average those effects to compute
the overall effect of treatment.

In terms of the counterfactual, in matching, one forms the
E[Y1,i � Di � 0, S(Xi � x)] (the average outcome in the treated
state for the untreated) using E[Y1,i�Di � 1, S(Xi � x)]. S refers to
the members of the sample where Xi � x, a vector of specific
values for x. (One could indicate the vector with an underscore.)
Ignorability is still the key: Once again, one is assuming E[Y1,i � Di �
0, S(Xi � x)] � E[Y1,i � Di � 1, S(Xi � x)] � E[Y1,i�S(Xi � x)].

One might condition, for example, on gender and calculate
treatment effects for boys and girls. If the sample were half boys
and half girls, one could average the estimated effects for an
overall effect. If boys were overrepresented among the treatment
effect, one could average using the gender mix among the treated
to get an ATT. Similarly, one could calculate the ATU.

When one wants to match on a single variable, matching has
several advantages, such as the absence of any presumed func-
tional form between the covariates and treatment. Problems arise,
however, when one wants to match on multiple variables. Seldom
is the sample large enough to match individuals on exact values of
a large number of variables. In that case, matching involves
finding cases that are close to one another, and the wrinkle in-
volves a definition of close. The latter involves specifying a weight
function that combines differences across variables into a measure
of closeness.

Similar issues arise with stratification. Stratification represents a
form of matching in which individuals are grouped into strata or
combinations of explanatory variables. The problem is that as the
number of variables (and their possible values) increases, the
stratum become homogeneous in terms of the treatment: Each
includes only individuals who did or not receive the treatment. In
that case, the assumption of positivity no longer holds.

The propensity score represents a means of addressing this
problem.

A Summary of the Covariates: The Propensity Score

The propensity score is a statistical convenience, no more and
no less, and its key properties are mechanical. It is the predicted
probability of receiving the treatment. One can calculate the pro-
pensity score in a variety of ways, but most common is using a
parametric model (like logistic regression). The propensity score is
a weighted sum of the covariates in which the weighting reflects
the strength of the association between the covariates and treat-
ment status, that is, the potential for the covariates to confound the
relationship between treatment. The original propensity score ar-

ticle demonstrates that when conditioning on the propensity score,
any remaining between-groups variation in the covariates included
reflects chance alone (Rosenbaum & Rubin, 1983).

Note that the propensity score addresses the behavior of the
observed covariates only. Like regression, propensity-score-based
matching assumes away unobserved confounding; it does not
eliminate it. One still needs to think carefully about which covari-
ates to include and which to omit. As the DAG illustrates, includ-
ing some covariates may make (unobserved) confounding worse.

One advantage of the propensity score is that it eliminates many
of the practical problems associated with matching or stratifica-
tion. However, its value may principally lie in its use as a diag-
nostic tool. Before considering the analysis of outcomes, one
considers what might be learned from the estimation of the pro-
pensity score itself.

The Propensity Score as a Diagnostic Tool

The first diagnostic task involves the effectiveness of the pro-
pensity score itself as a summary of the covariates (and implicitly
the adequacy of linearity in describing the relationship between the
covariates and the treatment). The second involves identifying
treatment cases that have no counterpart in the comparison group
(and vice versa).

Diagnostic 1: Assessing balance. In technical terms, the pro-
pensity score is one of several possible balancing scores. This
label refers to the fact that the distribution of the covariates—
conditional on the propensity score—no longer varies meaning-
fully between the treatment and comparison cases. In other words,
the propensity score captures all of the variation between the
treatment and comparison groups in X that is relevant for under-
standing the treatment effect. By assumption, any remaining
between-groups differences in X are noise. This property, however,
holds only as a sample grows in size to infinity. In a finite sample,
significant differences in the distribution of covariates may remain
even after cases are matched on the propensity score (Hansen,
2008). Like model misspecification in regression, this imbalance
can produce additional confounding in finite samples.

The key task, then, is to try to refine the propensity score to
eliminate this residual confounding. This task is known as assess-
ing balance. How might one do so? Simply, one needs to compare
the covariates across groups in the same way one will assess the
difference in the outcomes. For example, as discussed below, a
popular means of analyzing outcomes is to stratify the data based
on the propensity score (into, say, quintiles). For analyzing out-
comes, the key issue is to determine whether the outcome of
interest varies within these strata. Similarly, what one wants to
know about the balance of the covariates is whether the distribu-
tion of the covariates differs between the treatment and compari-
son groups within strata. To fully assess distributional differences,
one should check both the means and the variances of the explan-
atory variables.

What is one to do if such differences are statistically significant
(i.e., if the covariates are unbalanced)? The answer is to modify the
predictive model until the covariates balance. One might add
square terms to the model or interactions and recheck balance. The
specific steps required depend on the analysis. In their own work
in child development, I often find it quite helpful to estimate
separate propensity score models by race and gender.
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The educated reader, of course, will worry about overfitting the
data. Indeed, that is exactly what the analysis is doing. Note,
however, that one is estimating the model for a specific purpose:
to capture variation in the covariates relevant to estimating a
treatment effect. One is not attempting to predict treatment in-
volvement in a new sample. For that reason, one should not offer
interpretations for the coefficients of the propensity score equation.
They are simply an empirical summary of the covariates (Morgan
& Harding, 2006; Morgan & Winship, 2007).

A more general option for improving the propensity score
estimation might be to abandon parametric regression functions
such as the probit model. One could, for example, employ the tools
of data mining (Hand, Mannila, & Smyth, 2001; Hastie, Tib-
shirani, & Friedman, 2001; Sumathi & Sivanandam, 2006). Mod-
els such as neural networks can be more effective in classifying
cases into groups, such as the treatment and comparison groups.
One wrinkle, however, is that such models may find increasing
numbers of cases whose predicted probabilities are either 0 or 1 (or
very close). These cases can be classified quite effectively: The
model is suggesting that all cases with that profile of explanatory
variables are in either the treatment or the comparison group
(propensity scores equal to 1 or 0, respectively). This possibility
points the reader to a second diagnostic issue: identifying cases
that are unique to one group or the other.

Diagnostic 2: Unmatched cases. In some instances, the rela-
tionship between treatment and a covariate is strong. In such
instances, one may receive a message about “perfect prediction”
from the software package estimating logistic regression. This
message corresponds to covariates that perfectly predict treatment
status. For example, Stata screens variables for this issue and omits
them from the analysis. No propensity score is produced for the
cases involved (i.e., those with that profile of the explanatory
variables).12

What can one do with such cases? The best solution is to drop
these cases from the analysis and describe them separately, espe-
cially when few cases are involved. On the other hand, the issue is
tricky if a substantial number of cases are involved. Dropping
these cases begins to change the meaning of the estimand itself.
For example, if one ethnic group does not participate in the
treatment, then the treatment estimate will not generalize to this
group (Rosenbaum & Rubin, 1985). In many instances, the group
dropped will have a combination of characteristics, making them
difficult to describe and, by extension, difficult to describe the
group to whom the estimated effect applies.

The implications of dropping cases depend on the treatment
effect of interest (Pearl, 2000). For example, dropping cases that
are exclusively comparison cases has no implications for the ATT:
That effect captures the difference between treated and untreated
cases for the latter. Similarly, for estimating the ATU, the mis-
matched treatment cases can be dropped without generating prob-
lems. Because the ATE is a function of the ATU and the ATT,
dropping either group has potential negative implications for that
estimand.

Hopefully, the number of cases that have propensity scores
exactly equal to 0 or 1 is rather small. However, predicted prob-
abilities in the neighborhood of 1 or 0 are much more likely. Most
propensity score software packages have an arbitrary rule for
discarding such cases. For example, one might discard treatment

cases with a propensity score above the highest value in the sample
for the comparison case.

Having identified the mismatched cases and balanced the co-
variates, the analyst then selects a method for analyzing the out-
come, that is, for forming conditional expectations using the pro-
pensity score to capture the covariates.

Note that both diagnostics identify potential problems with
regression. Checking the support identifies circumstances where
ordinary regression would rely heavily on the functional form
employed in the outcome regression. Given that most analysts
generate the propensity score with logistic regression, checking
balance effectively involves checking whether an additive, linear
function describes the relationship between the covariates and (the
log-odds of) treatment. For that reason, even a researcher who
chooses to rely on a standard regression model for assessing the
treatment effect would benefit from propensity score diagnostics.

Having formed the propensity score, one can analyze treatment
and outcomes in a range of ways. The Appendix describes the
various alternatives for analyzing data using propensity scores. A
key point for the reader at this point is to recognize that there is no
single method known as “propensity score analysis.” All, however,
retain the ignorability assumption, and some would argue that
ignorability is inherently implausible.

Alternatives to Ignorability

Economists, in particular, would argue that ignorability is un-
realistic. Their models of behavior are grounded in the assumption
that economic agents (e.g., consumers) are well informed—indeed,
better informed than the researcher—and act rationally (Heckman
& Vytlacil, 2007a). For example, in determining whether to enroll
a child in preschool, an economist would work from the assump-
tion that a parent knows more about the child than a researcher
could ever hope to capture with his or her measures.

However, one cannot simply relax ignorability but must replace
it with another assumption. This trade-off reflects the fundamental
problem of causal inference and is a cost of being unable to assign
treatment status randomly.

Modeling Unobservables

One alternative to ignorability is to recognize that unobservables
do indeed affect both treatment and outcomes and make some
assumptions about those relationships. Although the unobserv-
ables are not measured (by definition), one can assume they follow
some distribution and can specify a relationship between them and
the (potential) outcomes.

12 In the standard application, the researcher is left to wonder whether
perfect prediction is a result of substantive considerations or chance. For
example, perfect prediction might result because some characteristic rules
out or rules in participation in the treatment (e.g., gender and breast
feeding). On the other hand, perfect prediction can occur by chance alone
and corresponds to sparse cells. In an analysis of breast feeding, for
example, none of the six Vietnamese women in the study may have
breast-fed their children. This distinction is important for conceptual ap-
plications, but in the case at hand—summarizing covariates—the underly-
ing motivation makes no difference.
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Perhaps best known among these models are selection models.
These models have existed for decades, and much is known about
their statistical properties. They replace ignorability with statistical
and conceptual assumptions (Heckman & Vytlacil, 2007a, 2007b).
The selection model involves a model for determining the condi-
tional expectation of the outcome, a model determining treatment
status and a specification of the relationship between the two
equations. Economists generally stipulate that the consequences of
the treatment differ across individuals, and those who benefit most
(or are harmed the least) select the treatment. (This feature is
known as essential heterogeneity [Heckman & Vytlacil, 2007a].)
Because those returns vary for reasons that are both observed and
unobserved, essential heterogeneity implies a violation of ignor-
ability.

The model of the treatment choice embodies a set of additional
assumptions. One must identify the decision makers responsible
for selecting a treatment and the basis for that choice. The latter
includes information about whether and how much the outcome
varies in each treated state and whether agents maximize well-
being in each state. (An alternative, for example, would be a
strategy in which agents rank the states according to the worst
outcome in each state.) One must also give some thought to
whether the treatment choice reflects subjective perceptions and
whether those perceptions are correct. One also needs to stipulate
a specific form linking treatment and X, and like the outcome
model, misspecification has a variety of negative effects.

Having specified the full model, one can estimate the parameters
of the two equations jointly, allowing for the interdependency of
the unobservables in each. One can see the challenge involved.
One must distinguish two processes when each is shaped by an
unobserved variable. As a result, parameter estimates can be
sensitive to the functional form of the error distributions, and slight
changes in model specification can influence estimates of the
treatment effect. Research demonstrates that the performance of
selection models is improved dramatically by an “exclusion re-
striction,” a variable that affects the treatment directly but only
influences the outcome through the treatment. The variable in-
volved is known as an instrumental variable, and by assumption,
the treatment fully mediates the effect of the instrumental variable
on the outcome. One can see the value of the instrumental variable
in the selection model: It provides added empirical leverage for
distinguishing the causes and consequences of treatment because it
generates variation in the former unrelated to the latter.

As Heckman and Vytlacil (2007a) and others describe, the
selection model performs well with a valid exclusion restriction.
When embedded in the broader selection model framework, the
instrumental variable can be used to estimate all the treatment
effects of interest as well as the full distribution of treatment
effects. (Note that the discussion here is oversimplified. It is
indeed true that the selection model can be identified without an
exclusion restriction [an instrumental variable]. However, the text
here is accurate in terms of the selection models commonly avail-
able to developmental psychologists in statistical packages such as
Stata. For a full discussion of identification, see appendices in
Heckman & Vytlacil, 2007a, as well as Abbring & Heckman,
2007. Some approaches are semiparametric, and this approach has
some advantages even in the presence of a valid exclusion restric-
tion [Abadie, 2003]. A nice introduction and overview of the

various forms of the selection model can be found in Blundell &
Dias, 2009.)

Instrumental Variables Estimation

Some statisticians and others (such as epidemiologists) remain
skeptical of the selection model and often prefer ignorability to
alternative assumptions. Still other statisticians, however, do em-
ploy instrumental variables without the full apparatus of the Heck-
man model. Known as instrumental variables estimation, this
method has a long history in statistics and econometrics and allows
one to estimate the effect of a treatment even with unobserved
confounding.

The intuition is relatively simple. Suppose one has a dichoto-
mous instrumental variable. In the case of maternal employment,
the instrumental variable might be whether the state has a higher
minimum wage than the federal requirement. In that case, instru-
mental variables estimation substitutes two indirect comparisons
for one direct one. That is, rather than compare the outcome of
children living with mothers who do and do not work, instrumental
variables estimation involves comparing children living in high-
and low-minimum-wage states and adjusting for differences in the
employment of mothers living in the two groups of states. In this
way, one avoids comparing the children of mothers who do and do
not work, which may potentially suffer from unobserved con-
founding.

How does instrumental variable estimation compare with the
selection model? First, both instrumental variables estimation and
selection models depend on the validity of the instrument. If the
instrument somehow affects the outcome directly or is correlated
with unobserved determinants of the outcome, the desirable sta-
tistical properties of instrumental variables estimation (and selec-
tion models) are lost. In the hypothetical example above, states
with more generous minimum wages might differ in other, child-
friendly ways. In essence, such a correlation would open a back-
door path from the instrument to the outcome. Another possible
problem involves a “weak instrument,” an instrumental variable
that is only weakly related to the treatment of interest. In that
situation, an instrumental variable can produce estimates with
worse statistical properties than the standard regression model
(Bound, Jaeger, & Baker, 1995).

This issue points to a key property of instrumental variables
estimation: All of its desirable statistical properties are asymptotic
(i.e., involving samples approaching infinity). In small samples,
instrumental variable estimates are biased (meaning that the con-
fidence interval for the treatment effect is not centered on the true
value). The best one can say about instrumental variables estima-
tion is that it is consistent: As the sample size grows to infinity, the
confidence interval collapses on the true value. As a practical
matter, these properties suggest that using instrumental variables
estimation with 75 cases is a bad idea.

Another disadvantage of instrumental variables estimation in-
volves the nature and interpretation of the estimated treatment
effect. In the presence of essential heterogeneity, the estimated
effect is neither the ATT, the ATE, nor the ATU. The resulting
estimate is known as the local average treatment effect. This effect
pertains to a rather difficult-to-describe group: those individuals
who would begin working if they moved from a low-wage to a
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high-wage state. This group cannot even be observed, but the
estimated treatment effect pertains to them.13

Instrumental variables estimation can be found in several forms.
Two-stage least squares is one form; regression discontinuity,
another (Hahn, Todd, & Van der Klaauw, 2001). The latter is
growing in popularity, especially among researchers in education.
The method involves a covariate that predicts both treatment status
and the outcome; that variable does not meet the requirement for
an instrumental variable. However, the distribution of the variable
is characterized by a discontinuity or jump that influences only
treatment status. That jump in the regressor is the instrumental
variable, and the method works by comparing cases on either side
of the discontinuity adjusting (typically using regression) for the
“main” effect of the covariate. For an example, see the analysis of
the effect of Head Start in Ludwig and Miller (2007).

The Natural Experiment

One source of instruments involves so-called natural experi-
ments. Such experiments involve circumstances where an event or
policy causes a shift in participation in the treatment of interest.
One example involves the effect of income and children’s devel-
opment. Poor and other families differ in a wide range of ways that
likely influence the effect of poverty on child development (e.g.,
maternal education). Researchers correctly worry that direct com-
parisons of children in poor and other families capture the effect of
poverty as well as unmeasured characteristics. In other words, the
ignorability assumption may very well not apply. The instrumental
variables estimate seems like a natural solution. The wrinkle, of
course, is finding an exclusion restriction.

The literature on the effect of income on child development
offers an illustration of a natural experiment. Costello, Compton,
Keeler, and Angold (2003) estimated the effect using the natural
experiment created by the opening of a casino in a community
where they were conducting a study. Comparisons of children’s
development before and after the casino opening represent instru-
mental variables estimation: The casino affected family income
but, by assumption, did not affect child development directly. One
could argue about the validity of this assumption. A key point is
that some assumption is necessary. The key question is whether the
assumption embedded in the natural experiment is more or less
plausible than ignorability.

Further reflection is required regarding the key assumptions
identified above. Regarding SUTVA, is it reasonable to assume
that the effect of an income increase does not depend on whether
others in that community receive that increase as well? Regarding
consistency, does the effect of an income increase not depend on
its source (a lottery vs. some other source)?

Agnosticism: Do Unobservables Even Matter?

Many readers may feel left without options. They can either
assume unobserved confounding away or can deal with the diffi-
culties involved in adjusting for it. Perhaps an instrumental vari-
able is not available for a problem of particular interest, or the
assumptions involved in selection modeling are objectionable.

A third option, however, is available. That option involves
assessing the potential effect of unobserved confounding, were
such confounding to exist. Different versions of such assessments

exist, and a full review is beyond the scope of this review.
However, one such method can be illustrated here.

Rosenbaum (2002) originally proposed a method for assessing
unobserved confounding that builds on a nonparametric test of
treatment effects when the data have been grouped into matched
pairs. Suppose one has 300 matched pairs and that a higher
outcome is preferred. In that case, in the absence of a treatment
effect, one would expect the treatment observation in each pair to
have the better outcome half the time. Suppose that in the actual
data, one observes 180 pairs in which the treatment outcome
“wins.” Can one reject the null hypothesis? If one assumes ignor-
ability, then the probability of observing this outcome is less than
.01. Such evidence would appear to strongly favor rejecting the
null hypothesis.

However, one fears that unobserved factors remain that favor
the treatment observations. Suppose those differences imply that
the chance a treatment observations wins is actually .51. How
strong is the evidence in that case? Still strong. The corresponding
p value is less than .01. As one continues toward greater levels of
imbalance, one’s statistical confidence continues to erode. If the
imbalance is such that the treatment is preferred in 55% of the
pairs (even after matching), the significance level is reduced to .05.

How large is the actual confounding? Is the probability of .55
reasonable? One has to assess how likely any remaining confound-
ing is—above and beyond the covariates included—and how large
it is likely to be based on the nature of the other covariates
included and, more generally, the outcome of interest.

A Special Word on Timing and Lagged Dependent
Variables

Finally, this article considers one other way to adjust for unob-
served confounding. One discusses this issue separately because it
frequently involves the timing with which the key variables are
measured. Many articles in developmental psychology rely on
lagging one variable in an analysis, with the lagged variable
representing the cause and the other variable representing the
effect.

Temporal ordering may be quite informative or even essential in
establishing causality (Stewart, 2003). Indeed, “temporality” is
recognized as one of the key criteria for establishing causality. An
early, influential article in epidemiology by A. B. Hill (1965)
identified having causes precede the effect as a key standard for
assessing whether a reported relationship identifies a cause-and-
effect relationship (Rothman & Greenland, 1998). A seminal fig-
ure in causal inference, Judea Pearl (2000) stated in his classic
book, Causality: Models, Reasoning, and Inference, that “temporal
precedence is normally assumed to be essential for defining cau-
sation, and it is undoubtedly one of the most important clues that
people use to distinguish causal from other types of associations”
(p. 42).

This relationship should appear to be good news for a field
much concerned with development, time, and timing. Many, if not

13 This interpretation relies on assumed “monotonicity,” which rules out
counterintuitive behavior. In particular, if a woman moved from a low-
wage to a high-wage state, her chance of working could not decrease
(Kaufman, Kaufman, MacLehose, Greenland, & Poole, 2005).
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most, articles appearing in key journals involve longitudinal data.
A key limitation for developmental psychology is that timing is
most useful when events are involved. For example, suppose one
wants to know the relationship between my losing a tennis match
and a bike accident in which I was involved. Knowing which event
preceded the other can be quite informative. If I crashed my bike
before the match, perhaps an injury impaired my ability to play
effectively. On the other hand, if the accident was after the match,
perhaps I was aggravated by the loss and riding my bike carelessly.
Because events are involved, timing plays a key role in under-
standing causality.

Unfortunately, timing in developmental psychology does not
typically involve events but, instead, measurements. Generally, the
researcher understands that two concurrent processes are at work
at any time point and simply measures one construct (e.g., parent-
ing) before the other (e.g., children’s behavior). Such timing may
tell the reader something about the researcher (that he or she
believes parenting causes bad behavior) but offers little insight into
the processes of interest.

Nonetheless, timing of measurement may play a helpful role in
understanding causal relationships and even in dealing with unob-
served confounding. Consider a common situation in developmen-
tal research. Suppose that one is interested in the effect of parent-
ing on children’s behavior and that one recognizes that parenting
may reflect children’s behavior as well. In that instance, develop-
mentalists frequently condition on a lagged value of the dependent
variable. For example, one might regress the outcome at Wave 2
on the outcome at Wave 1 and a measure of the treatment of
interest. (See the top panel of Figure 4.) Such analyses are prob-
lematic. As has long been known in economics and other fields, in
the presence of autocorrelation (a relationship between unobserv-
ables over time), the resulting estimates have poor statistical prop-
erties (Allison, 1990; Liker, Augustyniak, & Duncan, 1985). If one
considers the DAG, one can see that the correlated error terms
open a backdoor path from the treatment to the outcome.14 (In-
deed, there are more complications than commonly recognized in
developmental psychology. Generally, the models involved as-
sume “stationarity”—that the covariance of errors over time is
stable. This assumption depends on a set of initial conditions being
met, namely, that the first observation represents a steady state
observation of the developmental process [Arellano, 2003]. This
assumption merits careful consideration by developmentalists. The
nature of the initial conditions also influences the level of bias
caused by autocorrelation.)

A panel data structure, however, can be quite helpful for elim-
inating some of forms of unobserved confounding. Consider the
bottom panel of Figure 4. The model still presumes a panel data
set, but now there is no causal effect of the outcome at Wave 1 on
the outcome at Wave 2. Rather the two covary because they share
common, time-invariant, unobserved characteristics. Because that
unobserved characteristic also influences treatment status, there is
a backdoor path between, for example, treatment and outcomes at
Wave 2.

Because of the panel nature of the data set, one can effectively
condition on the unobservables by giving each unit (an individual
in this case) its own intercept (Arellano, 2003). (This model is
known as the least squares dummy variable model, and the inter-
cepts are known as fixed effects.)15 Alternatively, one can remove
the confounding by “differencing”—by subtracting one record

from the record for the preceding period. One then can regress the
change in the outcome on the change in the regressor. The key
issue is that this method relies only on within-person changes over
time: Time-invariant unobserved characteristics that confound
comparisons across individuals are effectively removed. Also re-
moved is any confounding association between time-varying un-
observables and covariates that is stable over time (Arellano,
2003).

Developmentalists have long distrusted change-score models,
but the underlying technical reasons have been addressed (Rogosa,

14 The solution is to find an instrumental variable for the lagged depen-
dent variable. One can find a discussion of this issue in any elementary
econometrics textbook, such as that by Kmenta (1971). This model has
other problems, some conceptual. Generally, developmentalists do not
believe in a state dependent, where today’s behavior (e.g., parenting)
causes future behavior. Rather they often believe merely that the forces that
cause a process at one point are stable over time. This perspective is much
more consistent with the alternative model in the bottom panel of Figure 4.

15 There are some added complexities to using this model with categor-
ical outcomes, such as logistic regression, but estimation is still possible
(for details, see Chamberlain, 1980, and for an illustration, see Hoffman et
al., 1993).

Figure 4. Lagged outcome as covariate.
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1988). The fundamental problem is that if the underlying con-
structs do not change, change scores are indeed unreliable. In that
case, however, it is not clear what longitudinal model is really
appropriate: Modeling problems run deeper than whether to use a
change score.

The fixed-effects model does have other limitations. One is that
the method depends on model specification. For example, the
procedure depends on the fact that “lagged” treatment (at Wave 1)
does not have a lingering effect on outcome at Wave 2 and that
treatment does vary over time. This approach will not work for
treatments that do not change over time, such as race, or work
poorly for those that change little, such as parental education.
Other limitations include the loss of power. Whether one adds
dummy variables or differences the data, numerous degrees of
freedom are lost. (The number lost is equal to the number of higher
order units, such as individuals.)

One reviewer mentioned the possibility of random-effects or
growth-curve models in this situation. It is important to note that
the growth curve does little if anything to improve causal infer-
ence. The reason is that the model assumes the time-invariant
unobservables are uncorrelated with observed variables, including
the treatment. Their potential as confounders, therefore, is assumed
away. One is left with the same set of assumptions as ordinary
regression for identifying causal effects. (Indeed, the ordinary
regression coefficient estimates themselves have good statistical
properties under the random-effects assumptions [Greene, 2008].)
Ignoring the nested structure of the data, however, results in
incorrect standard errors and confidence intervals. The random-
effects model remedies this problem.

Note that the fixed-effects estimation is not limited to just panel
data; any nested structure permits a form of fixed-effects estima-
tion. For example, comparisons of sisters involve girls nested
within families (Foster, 1995; Hoffman, Foster, & Furstenberg,
1993). In that case, fixed-effects estimation represents a way to
control for unobserved family-level effects.

An Illustration: Family Structure

Although a full empirical example is beyond the scope of this
article, one can outline the steps involved in the analysis of a
hypothetical question, the effect of family structure on children’s
outcomes. Table 1 provides an overview of these steps.

Step 1

The first step is to carefully define the treatment. A primary
thrust of the discussion above is to highlight the importance of
thinking carefully about the treatment before one even obtains data
or starts a software package. In the case of family structure, one
might think of treatment as “living in a two-parent family.” This
choice, however, is not obvious; there are various aspects of family
structure, such as the presence of other adults (e.g., a grand-
mother), and other aspects of the definition (e.g., are the two
parents the biological parents?). Further complicating matters is
the role of marriage and time. For example, does one want to
differentiate treatment according to whether the parents are mar-
ried or cohabiting? And does one want to add a time element?
Does one mean living together now or most of the time? Or when
the child was born? One could (and should) spend a considerable

amount of time just defining the treatment. More refined treat-
ments may indeed be more interesting (and realistic), but statistical
power is reduced as observations are spread across more catego-
ries.

Note that the definition of the treatment has important implica-
tions for everything that follows, such as the plausibility of ignor-
ability. More nuanced or distinct treatments involve more choices
by more individuals. For example, one might differentiate single-
parent families by whether a grandmother is present. However, in
that case, one needs to think carefully about how the decision to
live with one’s daughter and grandchild is made and whether that
choice reflects factors unobserved by the researcher, especially if
those factors potentially influence outcomes of interest as well.

For this discussion, suppose treatment is simply binary: cur-
rently living with two biological parents or not (regardless of
whether the parents are married). Currently, in this case, refers to
the timing of the outcome measurement. This choice also reflects
trade-offs in terms of facilitating and complicating causal infer-
ence. Lagging family structure, for example, might represent a
means of clarifying the direction of causality. However, doing so
means that the lagged value is further removed from the actual
conditions in which the child lives and is presumably less salient.

Step 2

The second step involves thinking carefully about the mecha-
nisms that determine the treatment—in this case, the reasons why
families form and dissolve. As Rubin (2008) noted, the potential
outcomes framework includes both a model of the effects of
treatment and a model of treatment “assignment.” His more recent
work emphasizes identifying the information available to those
making the decision as a key step in causal inference. As noted
above, this theme has long been emphasized in the economic
literature where “information” refers to the incentives that shape
the behavior of the decision maker. This approach reflects the
broader economic framework in which consumers, workers, or
firms optimize their behavior, and this framework may very well
not fit many or most developmental processes (Foster, 1993,

Table 1
Steps in Causal Inference

Step 1 Carefully define the treatment.
Step 2 Carefully think about the mechanism determining the treatment

(i.e., the agents, motives, incentives, costs, and information
shaping treatment choice).

Step 3 Define which treatment effect is of interest:
(a) Address whether and how positivity applies.
(b) Address whether and how stable unit treatment value

assumption applies.
Step 4 Draw a directed acyclic graph that links treatment; the

outcome and potential confounders, both observed and
unobserved; and colliders.

Step 5 Select a statistical method for estimating the treatment effect
under ignorability.

Step 6 Consider methods for relaxing or replacing the ignorability
assumption:

(a) Think carefully about possible instrumental variables.
(b) Think carefully about other means of controlling for

unobservables (such as fixed-effects estimation).
(c) Calculate Rosenbaum (2002) bounds or other forms of

sensitivity analyses.
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2002). But it surely would fit some, such as the decision to enroll
a child in preschool, and in any case, psychologists would benefit
from making it clear who makes the decisions that shape treat-
ments, their goals as decision makers, and the information they use
to make those decisions.

In many instances, developmental psychologists should look
outside their discipline to understand treatment choice. For exam-
ple, in the case of family structure, a large literature in demography
and sociology considers how and why families form. A key factor
may be the availability of marriageable men (Guzzo, 2006). Arti-
cles in developmental psychology often ignore such contextual
forces. Causal inference is inherently interdisciplinary.

Step 3

The third step involves defining the treatment effect of interest:
the ATT, the ATE, the ATU, or yet another treatment effect. This
choice should reflect the research questions of interest. For exam-
ple, if one is interested in the effect of extending preschool to more
children, the ATU is of interest.

This task should stimulate the researcher to think more generally
about whether the potential outcomes framework applies. Two
aspects of that framework—SUTVA and positivity—seem partic-
ularly salient to family structure. Both should spur the analyst to
think carefully about the population for which one is estimating the
treatment effect. One might be interested in minority children
living in poor families in very poor neighborhoods. In those
neighborhoods, virtually none of the children may be living with
two parents; at that point, it is important to recognize that positivity
may not hold, and the only way to identify the effect of family
structure would be through extrapolating from other communities.
Such an extrapolation would require that the processes shaping the
causes and consequences of family structure do not fundamentally
vary across communities.

The issue of SUTVA is also relevant. Does a child’s outcome
depend on his or her own family structure or on that of his peers
as well? Does the presence of a father in a poor neighborhood help
all children, not just his own (Wilson, 1987)? One can imagine a
multidimensional treatment defined by whether one lives in a
two-parent family and the prevalence of such families in one’s
environment. Such an analysis would have to rely on new meth-
odological tools of causal inference (discussed below). To keep
matters simple, for the purposes of this discussion, one defines the
treatment by whether a child him- or herself lives in a two-parent
family. (The discussion below considers the neighborhood preva-
lence of two-parent families as a covariate.)

With some strong limitations, therefore, the potential outcomes
framework would seem to apply to the hypothetical illustration
above. In that case, ATT represents the benefits of living in a
two-parent family for those actually living in such families; the
ATU represents the benefits for those not living in those families
(were they moved to a two-parent family). The two may not be
equivalent. Suppose, for example, that single mothers are less
educated (because education levels influence the likelihood of
giving birth out of wedlock). In that case, the presence of the
child’s father may be especially beneficial (depending on the
causal mechanism) for those women and their children. In that
case, the benefits of living in a two-parent family might be even
larger for those not currently living in those families than for those

children who are (i.e., larger than the loss the latter would suffer
were they moved to a single-parent family).16 One could argue that
all three effects are interesting and plan analyses to differentiate
the different effects. On the other hand, one might be interested in
the potential effects of a program to encourage residence by
biological fathers in poor families.17 In that case, the ATU would
seem most applicable: One would like to know what the benefits
of treatment would be for children currently living apart from their
fathers.

Step 4

The fourth step involves drawing a DAG that links treatment;
the outcome and potential confounders, both observed and unob-
served; and colliders (see Figure 5). That figure can help establish
several key features of the analysis, such as the likelihood that
ignorability applies and, if so, with which covariates. What does
ignorability mean in the context of this empirical example? Equa-
tion 5 implies that children currently living in single-parent fam-
ilies (the untreated) would fare no better or no worse if living with
two parents than would those actually living in those families (the
treated) who have the same values for the covariates (e.g., the level
of maternal education). Similarly, Equation 6 stipulates that chil-
dren currently living in two-parent families would fare no better or
no worse if living in a single-parent family than would those
actually living in those families who have the same values for the
covariates (e.g., the level of maternal education).

As discussed above, the plausibility of ignorability depends on
the choice of covariates, and those choices should reflect prior
research. Broadly put, the goal is to condition on shared determi-
nants of family structure and child outcomes. However, as the
discussion of colliders makes clear, some covariates may create
more problems than they solve.

In drawing a DAG for this exercise, one might start with an
obvious choice, maternal education. Maternal education seems like
a certain confounder. Less educated women may be more likely to
form single-parent families, and they may spend less time reading
with their children as well. One concern that arises immediately is
whether education is correlated with unobserved factors, such as
ability. More educated mothers also may be more capable, and
they may influence child outcomes as well. In this case, the DAG
reveals that as long as those unobserved factors do not influence
family structure directly, no backdoor path is opened. That edu-
cation reflects ability and is included as a covariate prevents a
relationship between ability and family structure. (Of course, if
ability affects family structure directly, apart from education, then
potential confounding remains.) An essential element of the DAG
is that the arrow runs from education to family structure and not
vice versa.

Other confounders are tricky, especially those that represent
mediators as well, such as family income. In many instances,

16 Because this variation is related to a variable one can measure, it does
not inherently violate ignorability.

17 In that case, still further reflection on the causal model would be
required. Consistency, for example, would require that the effect of a
father’s presence would not depend on whether he decided to live with his
children on his own or whether that choice was encouraged or even coerced
by a government policy.
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researchers are interested in controlling for poverty status as they
recognize that family structure covaries with poverty status for a
variety of reasons (e.g., poverty is a stressor on relationships). One
implication is that the coefficient on family structure now repre-
sents a direct effect, the effect not mediated by poverty status
(Baron & Kenny, 1986). A more serious problem is statistical: The
mediator is also a collider, and conditioning on it creates an
association between family structure and unobserved correlates of
poverty. (Baron and Kenny, 1986, implicitly assumed ignorability
applied to the mediator as well.) Most researchers do not appear to
realize this, yet ignorability as it applies to the mediator needs
equal attention to ignorability as it applies to the treatment (Sobel,
2008). Adding a sensible covariate to control for confounding can
create other potential problems.

What about the prevalence of two-parent families in the neigh-
borhood? One decided to treat that variable as a confounder and
add it as a covariate. The implications must be assessed in light of
the potential confounding of this covariate as well: Families living
in neighborhoods with few two-parent families may differ in a
range of other ways. The effect of neighborhood family structure
is likely correlated with other neighborhood characteristics (e.g.,
such as employment opportunities), some of which are unmea-
sured. As a DAG makes clear, the effects of such confounding on
a covariate likely spill over to the treatment of interest.

What are the implications for the question at hand? The key
issue involves the relationship between the structure of the child’s
own family and neighborhood family structure. If the arrow runs
from family structure to the neighborhood variable, then the latter
is a collider, and conditioning for it creates a confounding rela-
tionship between the unobserved determinants of neighborhood
residence and family structure. On the other hand, if the neigh-
borhood family structure influences the child’s own family struc-
ture, then including the neighborhood family structure as a covari-
ate makes sense.

Given a suitable set of covariates to include (and exclude), is the
ignorability assumption plausible? Assessing that assumption us-
ing the data is difficult or impossible. Ultimately, the plausibility

depends on one’s understanding of how individuals select the
treatment (i.e., on the factors that influence family structure).
Ignorability also depends on how well the data analyzed maps onto
that theory. If key determinants of family structure are not mea-
sured, then the potential for confounding remains.

Step 5

The fifth step involves selecting a statistical method for esti-
mating a treatment effect under ignorability. As discussed, one
might use any of several alternatives, including regression, strati-
fication, or matching. The literature is not especially helpful in
guiding the researcher to one method over others. The discussion
above highlights the limitations of ordinary regression, but careful
consideration of the underlying assumptions can redress many of
those problems. What may matter more than the choice of method
is the quality of implementation. Regardless of the method, for
example, one should give careful attention to covariate balance and
the amount of overlap in the support (or range) of the covariates.
As one has seen, the propensity score can facilitate the diagnostic
process.

Step 6

The sixth and final step involves analyses that relax or replace
the ignorability assumption. Two issues are key. First, one might
consider whether additional information is available that can be
used to understand the determinants of the treatment, such as an
instrumental variable. In the case of family structure, one might
consider the generosity of cash assistance that influences family
structure but not children’s outcomes directly (Foster & Hoffman,
2001). Finding instrumental variables can be difficult, but in
general, if one does not look, one is sure not to find them.

Another strategy would rely on features of the data. For exam-
ple, researchers have compared children of sisters as a means of
estimating the effect of mother’s age at first birth on children’s
outcomes (Geronimus, Korenman, & Hillemeier, 1994). Such

Figure 5. Family structure directed acyclic graph (DAG), before conditioning.
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fixed-effects analyses were made possible by the availability of a
large national database that included sisters and their children.

As a final means of addressing the role of unobserved confound-
ing, one might consider sensitivity analyses, such as those pro-
posed by Rosenbaum (1988) and others (e.g., Imbens, 2003). Such
analyses seem especially important in instances where methods for
directly dealing with unobserved confounding are not available.

Discussion and Conclusion

Recent developments offer exciting possibilities for develop-
mental psychologists to further unravel key causal processes and
their origins and consequences. To do so, however, developmen-
talists need to realize that “the days of ‘statistics can only tell us
about association, and association is not causation’ seem to be
permanently over” (Rubin, 2004, p. 161). One naturally wonders
whether this claim is overstated. A large and growing literature
considers whether observational methods can reproduce the results
of experiments (for a review, see Cook, Shadish, & Wong, 2008).
At this point, a balanced assessment of this issue is that “it
depends.” The answer largely depends on the careful checking of
data and model specification. The former have been highlighted
here, but one should not neglect the latter. In responding to a
well-known “failure” of propensity score methods (J. A. Smith &
Todd, 2005), Dehejia (2005) demonstrated that propensity score
methods can perform satisfactorily. However, as the author noted,
his findings are quite sensitive to the specification of the propen-
sity score equation (see also J. L. Hill, Reiter, & Zanutto, 2004).18

Best practice at this point likely involves presenting multiple
estimates involving alternative approaches. To the extent the al-
ternative estimates cohere, one is left reassured that his or her
findings are not spurious outcomes of arbitrary modeling choices.
To the extent they do not, the resulting uncertainty may represent
part of the costs of the inability or failure to randomly assign
individual to treatment. Consistency across alternative methods is
one standard by which analyses of observational data can be
assessed (Rosenberger & Lachin, 2002).

The discussion above touches on the benefits of experiments for
establishing the true causal effect. Of course, for one to implement
an experimental design, the characteristic or program has to be
manipulable, both conceptually and as a practical matter. How-
ever, the discussion here is not without implications for experi-
menters. Particularly salient is the framework for understanding
and naming the causal effect of interest. In many experiments, the
estimated effect (e.g., a clinical trial) may not be the ATT or ATU
for a community-based population. In that sense, the benefits of an
experimental design in terms of internal validity may be exceeded
by the costs in terms of external validity. This article is hardly the
first to make this point, but the discussion here highlights that a
strategy that blends experimental and observational approaches
may best answer important questions in developmental psychol-
ogy. Observational data, for example, might provide a way to
weight variation in causal effects obtained from the experiment to
better reflect the likely effects of the program in a broader popu-
lation. Such approaches have been used successfully in medicine
(Goldman et al., 1999; Phillips et al., 2000; Tice et al., 2001;
Weinstein et al., 1987).

Plausibility and Other Values

This article identifies plausibility as a key criterion for selecting
one’s approach to causal inference. Likely no researcher would
aim for implausible inference, yet the literature on children and
families is filled with work that makes implausible causal claims,
such as television viewing causing attention-deficit disorder
(Christakis et al., 2004). A bit of reflection could deter much of
this work (Foster & Watkins, 2010). In other situations, the choices
are more complex, and plausibility offers some guidance. For
example, adjusting for family income cannot prove whether the
association between television and attention problems is causal,
but it can make such claims more plausible.

Plausibility is not the only value, however. Model simplicity
also may be valued. Simplicity may indeed have a variety of
benefits, such as increasing the policy impact of one’s work.
Plausibility and simplicity, however, are not synonymous. Econo-
metric models are often quite complex yet may be more plausible
because they do not assume ignorability. The nature of the under-
lying problem may result in increasing plausibility at the cost of
greater complexity. A simple, plausible method may not exist for
some empirical problems. Again, this trade-off may be the true
cost of an inability to randomize.

Another value is robustness, and its importance varies across
fields. Biostatisticians place great value on getting the same an-
swer with different methods, and they are distrustful of a truth that
is only revealed by a complex model. On the other hand, econo-
mists are generally much more comfortable with complex models
if those models are grounded in economic theories of behavior.

Another value at work involves the use of and returns to the
research. As noted above, one can generate ranges for treatment
effects under very weak assumptions (Manski, 2007), and in some
instances, simply knowing that a treatment does no harm is useful.
For example, one might be interested in the effects of a low-cost
intervention that participants inherently enjoy (e.g., a mentoring
program). In that case, using an elaborate statistical model to
produce a point estimate may be unnecessary.

Economists and others employing complex models often em-
phasize that models can generate insights not available with sim-
pler methods. Selection models, for example, can generate esti-
mates not available even in experiments. Even as noneconomists
embrace instrumental variables estimation, there is some backlash
in economics against them. Some would argue that the local
average treatment effect describes a treatment effect that is just not
very useful to policymakers (Deaton, 2009). As noted, however, in
some instances, the local average treatment effect is the treatment
effect of interest.

In the end, some judgment is required to balance these consid-
erations. The particular balance for a given problem depends on
the specifics of the substantive problem. Ignorability may indeed
be implausible for understanding job training; workers may behave
rather rationally in deciding about such training and may indeed be
better informed than researchers in making those decisions. On

18 There are other practical issues as well, ones that have not been
highlighted here. Heckman, Ichimura, and Todd (1997) considered the
circumstances under which one might draw a comparison group from a
secondary data source. They highlighted the role of differences in survey
instrumentation across data sources as a source of bias.
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other hand, decisions about teenage pregnancy (and sexuality) may
be less rational, and ignorability may hold.

The final balance also will reflect disciplinary training. At this
point developmentalists may not be willing or even able to em-
brace and employ econometric tools. That individuals maximize
the returns to different choices seems natural to economists but
may seem rather alien to psychologists. (Indeed, psychologists
have produced some of the strongest criticisms of the rational
choice model [V. L. Smith, 1991].) Nonetheless, it seems essential
that psychologists give considerably more thought to why people
select the treatments they do. For example, why do parents enroll
their children in day care? How important are the benefits for
parents versus benefits for the children? If the choice is driven by
perceived benefits, how accurate are those perceptions and how are
they formed? How many of these factors are measured in the
available data? The lesson of the econometric approach is that one
cannot understand the effects of day care without understanding
these issues.

The Causal Challenge for Developmental Psychologists

If Rubin (2004) is correct that associations can produce causal
insights, then developmentalists arguably are lagging behind in
meeting the challenge posed. Causality represents a challenge for
any quantitative social scientist, and developmental psychologists
do bring strengths to the task. For example, better methods are not
a substitute for strong theory; in the best analyses, the two work in
tandem. As the DAG makes clear, selecting covariates involves
hard choices that theory can inform.

If developmental psychologists are to meet this challenge, busi-
ness as usual will need to change. For example, too often studies
in developmental science involve unrepresentative samples. Such
samples may have been necessary in studies implementing ran-
domization. However, such data are inadequate—or arguably fun-
damentally flawed—for causal inference. A prime example of this
problem is the National Institute of Child Health and Human
Development’s Study of Early Child Care and Youth Develop-
ment. Participants were an unrepresentative subsample of those
giving birth at major medical centers. Such a design may have had
benefits (such as reducing study costs), but regardless of the
reasons, such sample selection influences all analyses that follow.
Simply acknowledging the sample as a limitation on external
validity and referring readers to appendices is inadequate. Even a
decade after the Early Child Care study began, sampling weights
still have not been developed. In fairness to those investigators,
their work represents some of the best work in the field, and their
data are typical. After all, there are many strange samples in
developmental psychology, and the issue receives far too little
attention. Data from the multimillion-dollar Fast Track evaluation
were described incorrectly for more than a decade. (The study long
described the participants as from the most aggressive decile in the
population sampled; subsequent analyses revealed that the children
were drawn from the top three deciles and that the procedures
varied across the four study sites [compare Conduct Problems
Prevention Research Group, 1999, with Conduct Problems Pre-
vention Research Group, 2007].)

The point here is not to admonish a few investigators for
anomalous behavior. Rather these studies represent the norms and
values of the field. The lesson here is that sampling issues are not

secondary or peripheral: Sample representativeness is central to
the task of understanding the processes of interest. One can best
see this issue using the DAG. In effect, the sampling frame for the
Early Child Care study adds a variable to the DAG: delivering in
a major medical center. That variable would seem to reflect a
variety of factors, both observed and unobserved. For some ques-
tions, the variable may serve as a collider, and conditioning on it
has implications for all causal questions.

To respond to the challenge of causal inference, methodology in
developmental psychology will have to improve, in both depth and
breadth. Authors need to spend more time describing and justify-
ing their methods and models. Currently, authors race from a
rather lengthy theory section of their article to their results, de-
scribing their measures in great detail but pausing only briefly to
describe their model. Often that model is identified only by name
(or even an acronym) with little specificity about the assumptions
made. Describing a model in detail requires mathematical speci-
ficity. For that reason, the models need to be written in their
mathematical form. Doing so will require a substantial number of
developmentalists to achieve mathematical literacy. Understand-
ing the expectations operator well enough to assess Equations 5
and 6, for example, is not difficult, and any quantitative social
scientist should be able to do so. At this point, many developmen-
tal psychologists appear to me as lacking these skills.19

Responding to the causal challenge also will involve other
changes in practice. For example, it may appear that regression
takes a beating in the discussion above. However, good causal
inference is indeed possible with regression. (After all, regression
is a matching estimator.) But better causal inference requires
careful model checking of the sort that is seldom done in any social
science (e.g., checking for outliers). Especially when working with
large data sets, developmentalists would do well to think in terms
of a saturated model. Such models would incorporate key covari-
ates more flexibly. For example, in including parental education,
years of schooling is likely a poor choice vis-à-vis including a
series of dummy variables reflecting alternative levels of school-
ing.

Developmentalists need better method training. Currently, ad-
vanced training in methods largely focuses on a niche area of
applied statistics. Judging from the submissions to Developmental
Psychology, one would see that much of developmental psychol-
ogy centers on generalized linear latent variable models, such as
those implemented in Mplus (Muthén & Muthén, 1998). These
models are highly parameterized and assumption-laden; in many
cases, the models are fundamentally underidentified. For example,
a model with k � 1 latent classes can be represented with k latent
factors—the data offer no way to distinguish the two (Bar-
tholomew, 1987). The best case situation is that such models offer
improved description of developmental phenomena. The worst
case is that the resulting estimates are ones chosen ad hoc from a
large set of equally valid alternative estimates.

As discussed above, complex models are not bad models. What
seems clear, however, is that a necessary condition for using such
models is a full understanding of their assumptions. Such an
understanding extends beyond the options of a software package to

19 This observation also reflects my 5 years as an editor at Developmen-
tal Psychology (for further discussion, see Foster, in press).
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include a mathematical representation of the model and its statis-
tical properties. Similarly, a diagram (be it a path diagram or a
DAG) is no substitute for a mathematical model.

Finally, unobservables likely play a far greater role than devel-
opmentalists generally believe. For example, in supplemental tab-
ulations based on data from the Child Development Supplement of
the Panel Study of Income Dynamics, I determined that the cor-
relation between siblings’ scores on a well-known IQ test is .67:
Siblings share the genes of their parents and a great deal of their
home environment. The wrinkle is that standard measures of
family background explain little of the relevant factors. For exam-
ple, I generated estimates of the sibling fixed effects and regressed
them on a wide array of maternal characteristics, including moth-
er’s age at first birth, her education, her family’s income at the
time of the births, enrollment in the Medicaid program, and her
own IQ. Admittedly, the estimated fixed effects are noisy, but this
wide range of covariates explained less than 6% of the variance
sibling share. And the list of covariates included is far larger than
the list included in the standard article in developmental psychol-
ogy. Ignorability may be plausible, but the list of covariates
required is likely far greater than common practice suggests.

At the same time, one can see that including covariates may
cause unanticipated problems. The DAG may seem more useful
for ruling out covariates than validating their inclusion. Beginning
to think about the process shaping the explanatory variables does
indeed open a can of statistical and conceptual worms. A reason-
able conclusion to draw from the DAG is that the coefficients on
all the covariates need to represent causal effects or none do. In
that case, the analyst may feel rather conflicted: More covariates
are needed to block backdoor paths, yet covariates may open other
backdoor paths. The net effect may be the feeling that in picking
covariates, less is more. If so, unobserved confounding may seem
unavoidable. In that case, developmental psychologists will need
to turn to methods with which they currently have little experience
or training.

Recommendations for Further Reading

In this article I have tried to balance breadth versus depth. For
full breadth and depth, one would need to consult a range of
additional materials. A first area for further reading involves a
third framework for causal inference neglected here, the sufficient
component causal model. This perspective recognizes that cause-
and-effect relationships are often complex and combine multiple
causal mechanisms. From this perspective, no single cause is
necessary or sufficient for an effect to occur. This perspective
emphasizes that risks work in combination with one another and
makes it clear that a given cause may have different effects
depending on the presence of other risk factors. As a result, there
is no singular causal effect. Rather the effect of one construct on
another is likely to vary across individuals and with other con-
structs at work. This approach fosters a consideration of mecha-
nisms that complements both of the frameworks considered here
(Greenland & Brumback, 2002; Prince, Stewart, Ford, & Hotopf,
2003; Susser, Schwartz, Morabia, & Bromet, 2006).

Other areas for further reading involve extensions to the coun-
terfactual model. For example, the SUTVA assumption may be
untenable in some cases. One could argue that intensive interven-
tion to improve a child’s behavior might have spillover effects

onto other children in the same classroom. In those instances, one
could expand the model to include more elaborate treatment ef-
fects (Hong & Raudenbush, 2006; Hudgens & Halloran, 2008).
Other types of policy spillovers are possible, especially for
broader, large-scale treatments affecting children and families. For
example, an effort to provide better training to day care providers
in a community may influence the market for day care and affect
the return to training itself. Economists label these phenomena as
general equilibrium effects (Brock & Durlauf, 2001, 2002).

The presentation here devotes considerable attention to propen-
sity scores. As discussed, the emphasis on this method reflects its
growing popularity rather than any role it plays in revolutionizing
causal inference. The emphasis is also on propensity scores be-
cause they generalize in many ways to more complex treatments,
such as ordered and unordered categorical, continuous and dy-
namic treatments (Hirano & Imbens, 2004; Imbens, 2000). In some
instances, these newer methods allow one to assess ignorability
more effectively or to relax the specific form required. Models of
dynamic treatment, marginal structural models, assume a weaker
form of ignorability (sequential ignorability) that only the current
state of the treatment is independent of current potential outcomes.
Past values of the treatment may be confounded with unobserv-
ables (Bodnar, Davidian, Siega-Riz, & Tsiatis, 2004; Hernán,
Brumback, & Robins, 2000; Robins, Hernán, & Brumback, 2000).
Dynamic treatments have promising potential for understanding
developmental phenomena (such as the effect of family structure)
and are important in their own right (Foster & Gibson Davis,
2010). The marginal structural model is only one of several ap-
proaches for examining dynamic treatments (Abbring & van den
Berg, 2004; Heckman & Navarro, 2007; Murphy, 2003; Murphy,
van der Laan, Robins, & Conduct Problems Prevention Research
Group, 2001).

Another key area for developmentalists involves mediation. In
many instances, developmentalists are quite interested in media-
tors as a means of understanding the causal mechanism linking the
treatment to the outcomes of interest. As noted above, it appears
that much of current empirical work in this area involves a collider
and so is incorrect (Sobel, 2008). At the very least, researchers
should examine whether ignorability applies to the mediator. Fur-
ther reading, however, would reveal that new methods have been
developed for assessing the role of mediators without assuming
that individuals are effectively randomly assigned to levels of
mediation (Barnard et al., 2003; Frangakis & Rubin, 2002;
VanderWeele, 2008; Zhang, Rubin, & Mealli, 2008).

Finally, my own assessment is that the sensitivity analyses are
particularly promising, especially in circumstances where no in-
strumental variable is available. One then is left with the broader
framework of the Heckman selection model. Methodological ad-
vances continue to weaken the assumptions required for those
models. For example, semi- and nonparametric approaches have
been developed (Das, Newey, & Vella, 2003). Still, noneconomists
in particular may find that approach objectionable for conceptual
or methodological reasons. For that reason, the sensitivity analyses
seem particularly useful: If unobserved confounding is a possibil-
ity, but findings are robust to its presence, then no argument about
the selection models is necessary. In discussing sensitivity analy-
ses, I have highlighted the work of Rosenbaum (2002), but a range
of these methods are becoming available (Altonji, Elder, & Taber,
2005; Imbens, 2003).
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A Positive Note

The timing is right for developmentalists to turn to causal
inference. Arguably, their interest in public policy has never been
greater; their influence on policy issues, never stronger. In most
circumstances, those issues raise causal questions. In making de-
cisions that affect the lives of real children and families, associa-
tions are inadequate.

Many of the methods described here are finding their way
into developmental science, such as fixed-effects estimation
and propensity-score-based and instrumental variable methods
(Arnold, McWilliams, & Arnold, 1998; Boyle, 2002; Boyle et al.,
2004; Foster & Kalil, 2007; Foster & McLanahan, 1996; Genne-
tian et al., 2008; Georgiades, Boyle, & Duku, 2007; Gordon,
Chase-Lansdale, & Brooks-Gunn, 2004; Haviland, Nagin, Rosen-
baum, & Tremblay, 2008; J. L. Hill, Brooks-Gunn, & Waldfogel,
2003; J. L. Hill, Waldfogel, Brooks-Gunn, & Han, 2005; Hong &
Yu, 2008; Jenkins, Simpson, Dunn, Rasbash, & O’Connor, 2005;
Lewin-Bizan, 2006; Love et al., 2005; Stormshak, Bierman,
Bruschi, Dodge, & Coie, 1999; Yoshikawa, Magnuson, Bos, &
Hsueh, 2003). Still, the potential these methods offer will not be
reached if they are not embedded in more careful thinking about
causal inference. Conditioning on a collider with a flexible,
propensity-score-based method is hardly an improvement over
including it as a regressor in ordinary least squares. It may even
produce worse estimates.

Other developments are promising. Now, more than ever, large
data sets include developmentally relevant measures. Many of the
methods described above are data hungry; their good statistical
properties, asymptotic. Furthermore, many of these data sets in-
volve representative samples. For reasons described above, such
samples set the foundation for good causal inference.

Finally, many of the methods described may be rather unfamil-
iar to developmentalists or at least not at the top of their toolbox
(e.g., instrumental variables). However, one can be confident that
once they start thinking about using those tools, developmental
psychologists will naturally encounter applications, such as dis-
continuities in eligibility and other natural experiments. Many of
the best applications of these tools currently involve topics of
interest to developmentalists, such as the effect of Head Start, but
have been conducted by nonpsychologists (Ludwig & Miller,
2007). Without some effort to catch up to the other social sciences
on methodological issues such as causal inference, psychologists
likely will remain marginalized in debates surrounding these and
other issues affecting children and families.
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Appendix

Analyses of Causal Effects Involving Propensity Scores

Having formed the propensity score and assessed balance and
the support problem, one can analyze the data in a range of ways.
The seminal articles suggested that the propensity score might be
used as a covariate, for stratification, and for matching. One form
of matching involves using the propensity score to create proba-
bility weights. I discuss each of these in turn.

The Propensity Score as a Covariate

As noted in the original Rosenbaum and Rubin (1983) article,
the propensity score serves as a summary of the covariates, and
one might use the score as a regressor. Though not uncommon, this
practice may strike the reader as odd. After all, one motivation for
using propensity scores is to free oneself from regression. One
wonders what advantage there is to including the propensity score
as a regressor rather than just including the full set of covariates.
(It is worth noting that most analysts do not free themselves from
the linear model entirely but use it in calculating the propensity
score rather than in the analysis of the outcome itself. To some
extent, the choice is really a matter of where linearity does the least
harm.)

Nonetheless, even as a regressor, the propensity score has some
advantages. First, as noted above, the use of the propensity score
may lead the analyst to check balance and to identify cases that are
unique or nearly so in one group or the other. Second, regression
and ordinary least squares are not synonymous. One might turn to
semiparametric regression, for example, and in doing so, may
make dealing with one covariate easier. Alternatively, one might
turn to other forms of estimation. For example, one might apply
the differencing procedure outlined in Yatchew (Yatchew, 1998,
2003). This procedure involves sorting the observations by the
explanatory variable and subtracting a weighted average of pre-
ceding observations. The assumption makes very weak assump-
tions about the relationship between the covariate and the outcome,
thereby eliminating the effect of the former on the latter under a
broader array of possible models. A propensity score facilitates
this task by summarizing a group of covariates down to a single
variable.

Matching on the Propensity Score

Though regression represents a form of matching (Morgan &
Harding, 2006), matching is easier to explain to nonstatisticians,
such as policymakers. Like regression, matching forms the condi-
tional expectations of interest by treating treatment choice as
ignorable conditional on matching. As discussed, the propensity
score facilitates matching by reducing the problem to matching on
a single variable.

Choosing a matching strategy. Even with choosing to match
based on a single variable, however, a range of algorithms exist. I
highlight several dimensions of that choice. One key dimension

involves the level of similarity (or proximity) one considers “close
enough” to constitute a match (e.g., a propensity score difference
of no more than one percentage point). In terms of the formulae in
the article, this refers to how the set S(x) is defined; now, however,
the set is defined based on the propensity score.

The literature does not provide clear guidance on this issue.
What is clear is that a looser definition has both advantages and
disadvantages. Such a definition has advantages in that fewer
observations are considered unmatched. On the other hand, too
generous a definition of proximity raises issues of whether the
matches are truly matching, leaving unadjusted differences be-
tween the treatment and comparison groups. To some extent, one
can assess the alternatives empirically. One might compare the
distribution of the covariates under alternative definitions of prox-
imity. One likely has too generous a definition of proximity if the
covariate differences are statistically significant.

A second key issue involves the broader structure of the match-
ing process—namely, whether matching is “greedy.” Suppose one
is interested in average effect of treatment for the treated (ATT).
The analyst might take each treatment case and then identify the
most similar comparison case. This matching is greedy in the sense
that a comparison case once used would be removed from the pool
of eligible matches. Other algorithms might work through the data
multiple times, shuffling matches to improve the overall balance in
the sample (i.e., reduce the aggregate measure of between-groups
differences). Another possibility is to use a single comparison case
as a match for multiple treatment cases, or vice versa. In some
instances, one might create the comparison case as a weighted
average of a set of matched comparison cases. One might weight
the cases in the average according to the proximity of the propen-
sity score (see, e.g., Heckman, Ichimura, & Todd, 1998).

An extensive literature considers the best forms of matching. A
good summary can be found in Rosenbaum (2002). One result
established there is that an optimal matching has to involve so-
called full matching. (Optimal here means the smallest possible
differences between cases in the matched group.) This result
means that one might match a case in one group to multiple cases
in the other group but would never match multiple cases in one
group to multiple cases in the other group.

Incorporating matching in the analysis. With cases having
been matched in some way, a key choice is whether to incorporate
the results of the matching in the analysis. Some analysts treat the
propensity score diagnostic as a preanalytic stage where one weeds
out the mismatched cases and then proceeds to analyze the data via
an appropriate method (Ho, Imai, King, & Stuart, 2004). For
example, one might run a regression using the outcome as the
dependent variable and treatment and the covariates as explanatory
variables. The propensity score is used only in the preliminary
stage.

(Appendix continues)
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Other methods incorporate matching more formally in the actual
analyses. For example, one can form matched sets based on the
propensity score and a matching algorithm and treat the sets as the
unit of analysis. (These matching algorithms also may be used as
a supplemental means of identifying cases that are mismatched.)
One then might apply a simple nonparametric test. Such a test
would involve counting the number of times the treatment case in
the pair had the better outcome and calculating whether this figure
exceeded what one would expect based on chance alone. A range
of alternative tests are available that allow one to incorporate the
rank ordering of cases on the outcome or matched sets of varying
sizes (Wasserman, 2006).

Matching as Stratification

Another possibility for analyzing outcomes based on the pro-
pensity score is stratification. One might divide the sample into
five quintiles based on the overall distribution of the propensity
score (i.e., both the treatment and comparison observations). One
then can calculate a measure of treatment effect (e.g., the mean
difference in the outcome) for each stratum. One then can weight
these estimates by the proportion of the population that lies in each
stratum. The choice of weights is determined by the estimand of
interest. For example, if one uses the proportion of the treatment
cases in each stratum, the resulting estimate is the ATT. Weighting
by the overall sample proportions or those for the comparison
group produces the ATT and the average effect of treatment on the
untreated (ATU), respectively.

The proportion of the population that is in each stratum is
actually unknown, but one can estimate that proportion using the
full sample of both treatment and comparison cases. That com-
bined sample is assumed to represent the population as a whole. Of
course, this procedure becomes problematic if no observations in
either the treatment or the comparison group are in a given.
Obviously, it is impossible to calculate a mean between-groups
difference in a stratum when only one group is present. One can
see the problem as well in terms of the weights. If a case in one
group has a zero chance of being included in the sample, then the
weight for the weighted average is one over zero, or infinity. In
that case, one has effectively identified a group of cases that have
no match in the other group, and one can handle those as discussed
above.

How many strata are enough? Citing an article by Cochran
(1968), analysts often use five strata. But the justification for this
practice is really nothing other than convention. To know whether
five or any other number of strata is adequate, one would need to
assess the balance of covariates as described above. In abstraction,
the more strata the better, but there is some incentive to minimize
that number. The reason is that the more strata, the more likely a
stratum includes only treatment or comparison cases. One cannot
estimate a treatment effect for that stratum, so these cases would
need to be excluded (as were the other observations with no
match). Rather than assume five strata are enough, a better strategy
would be to include a large number (e.g., 20) and achieve balance.
Then one could collapse strata until balance is lost.

How does stratification relate to the analysis of matched sets? In
essence, the method is an analysis of matched sets where the
number of sets is predetermined and the definition of closeness is
potentially rather loose. My opinion is that stratification should be
used only initially to understand the data, and then one should turn
to one of the more general methods. After all, the many-to-many
nature of strata as matches disqualifies stratification as a form of
full matching.

Using the Propensity Score to Form
Probability Weights

One can think of stratification as weighting the observed data to
represent an unobserved population. To form the ATT, for exam-
ple, one reweights the comparison cases across the strata using the
distribution observed for treated cases. The counterfactual now
represents what the comparison group would look like were the
distribution of covariates in that group equal to that observed for
the treatment group.

Generalizing this idea to numerous strata, one can form proba-
bility weights. The key insight is that the observed data provide an
unrepresentative sample from the hypothetical population of inter-
est. The group actually receiving treatment, for example, repre-
sents a sample of a population in which everyone received treat-
ment. Of course, because treatment is not randomly assigned, the
sample is not representative of the population. Indeed, this is just
the situation in which sampling statisticians often find themselves.
In that case, the statistician estimates the probability an individual
will be sampled based on a list of covariates. The statistician then
forms a probability weight as one over that probability. One then
can use the probability weights to make the observed data repre-
sentative of the full population in terms of the variables used to
form the weights. The weight is one over the probability of
participation. The net result is that individuals with low probabil-
ities receive large weights: They are underrepresented in the sam-
ple, and one needs to inflate their importance in the calculations.
Similarly, individuals whose probability of participation is near
one are adequately represented, and their weight is roughly one.

Now consider the case of causal inference. To make the treated
group representative of the entire population, one can calculate the
probability of participation—in this case, the probability of receiv-
ing the treatment or the propensity score. Similarly, one can make
the comparison group representative of a full population of un-
treated individuals using the probability of participation; in this
case, the weight is one over one minus the propensity score.
Having generated those two populations, one can calculate the
average treatment effect.

Similarly, one can calculate ATT and ATU. For the former, one
need not weight the treated cases at all: Those individuals can
represent the experience of the treated individuals were they to
receive treatment. The calculation for the untreated individuals is
more tricky. The weight for these individuals is the propensity
score divided by one minus the propensity score. One can think of
the weight as involving two steps. First, one weights by one over
one minus the propensity score; as above, this weight has the effect

(Appendix continues)
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of setting the distribution of the covariates in the untreated group
to equal that for all individuals. One then multiplies the weight by
the propensity score to reproduce the distribution of the covariates
for the treated group. In other words, the weight standardizes the
untreated group using the distribution of the covariates for the
treated group.

Analogously, the weight for the untreated cases in calculating
the ATU is one. The weight for the treated cases is one minus the
propensity score divided by the propensity score. The weighting
standardizes the distribution of the covariates in the untreated
group to the distribution in the treated group.

The problem with this procedure is like that experienced by
sampling statisticians. In some instances the weights can be
very large. Highly variable weights inflate standard errors. For
that reason, sampling statisticians often trim their weights, that
is, reduce their weights in an ad hoc fashion. One could do the
same thing in an analysis of causal effects. As with the number
of strata, however, it would be important to check the balance
of the covariates as one proceeds. A reasonable strategy would
be to reduce the largest weights until the point when balance is
lost.

Mixing Methods

As noted, the analyst must check to ensure that the covariates are
balanced, but the final results may be sensitive to other issues. One
issue is model misspecification. For example, the logit model may
have limitations for estimating the propensity score: If the tails of the
distribution are thicker than the logistic regression allows, the pre-
dicted probabilities generated will have poor statistical properties.

Presumably, a poor-fitting propensity score model would result in
an imbalance of the covariates and would be detected in diagnostic
checking. However, to guard against problems with the model and the
resulting propensity scores, one might combine the strategies pre-
sented above. For example, one might use the probability weights
generated from the propensity score but also include the propensity
score or even the covariates as a group as a regressor (Robins &
Rotnitzky, 1995). If the assumptions underlying either the regression
adjustment or the propensity score weighting are correct, the resulting
estimate of the treatment effect has good statistical properties.
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