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an annual multi-ton level. This huge expan-

sion of production scale could soon reduce 

conductor costs to ~$100/kA-m. HTS use 

cost also depends strongly on the super-

conductor J
c
 and production yield. Today’s 

best laboratory samples have J
c
 exceeding 

that of commercial conductors by a factor 

of 2 or more (15), thus providing a further 

industrial improvement path. As produc-

tion technology matures, manufacturing 

yield will also increase, further reducing 

cost. This will allow HTS CCs to become 

competitive for applications in which cop-

per and iron are replaced in electric utili-

ties and wind turbines, and perhaps even 

enabling electric aircraft with hydrogen-

cooled superconducting motors. 

Overall, the present outlook for HTS 

materials and their industrial applications 

is historic, because of the opportunity for 

REBCO superconductor use to expand, 

as happened 35 years ago for the produc-

tion of Nb47Ti for MRI electromagnets. 

The development of compact nuclear fu-

sion power generation (which is still at the 

prototype stage) is the immediate stimulus 

that has driven exponential annual volume 

increases. The applied superconductivity 

community is anticipating the virtuous 

cycle of price reduction and further de-

mand from other electrotechnology appli-

cations that are not yet economic at today’s 

REBCO CC prices compared with the pres-

ent use of copper, iron, and LTSs. This pro-

spective sustainable market of HTS mate-

rials and applications promises numerous 

public benefits for much human activity in 

energy production, distribution, and use; 

medicine; transportation; and research.        j
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How AI can distort human beliefs
Models can convey biases and false information to users

By Celeste Kidd1 and Abeba Birhane2,3

I
ndividual humans form their beliefs by 

sampling a small subset of the available 

data in the world. Once those beliefs are 

formed with high certainty, they can be-

come stubborn to revise. Fabrication and 

bias in generative artificial intelligence 

(AI) models are established phenomena that 

can occur as part of regular system use, in the 

absence of any malevolent forces seeking to 

push bias or disinformation. However, trans-

mission of false information and bias from 

these models to people has been prominently 

absent from the discourse. Overhyped, unre-

alistic, and exaggerated capabilities perme-

ate how generative AI models are presented, 

which contributes to the popular misconcep-

tion that these models exceed human-level 

reasoning and exacerbates the risk of trans-

mission of false information and negative 

stereotypes to people.

Generative AI models—including OpenAI’s 

GPT variants, Google’s Bard, OpenAI’s 

DALL·E, Stable Diffusion, and Midjourney—

have captured the minds of the public and 

inspired widespread adoption. Yet, these 

models contain known racial, gender, and 

class stereotypes and biases from their train-

ing data and other structural factors, which 

downstream into model outputs (1–3). 

Marginalized groups are the most negatively 

affected by these biases. Further, these mod-

els regularly fabricate information (4). Some 

model developers have acknowledged these 

problems but suggested that people must use 

the systems to reveal trends in problematic 

outputs to remedy them. This ignores that 

distortions to human beliefs caused by gen-

erative AI models cannot be easily corrected 

after problems are discovered. Further, the 

reactive nature of this approach does not ac-

knowledge a key problem of current genera-

tive AI systems, the inability of their architec-

ture to distinguish fact from fiction (4).

Three core tenets of human psychol-

ogy can help build a bridge of understand-

ing about what is at stake when discussing 

regulation and policy options. These ideas in 

psychology can connect to machine learning 

but also those in political science, education, 

communication, and the other fields that are 

considering the impact of bias and misinfor-

mation on population-level beliefs.

People form stronger, longer-lasting beliefs 

when they receive information from agents 

that they judge to be confident and knowl-

edgeable, starting in early childhood. For 

example, children learned better when they 

learned from an agent who asserted their 

knowledgeability in the domain as compared 

with one who did not (5). That very young 

children track agents’ knowledgeability and 

use it to inform their beliefs and exploratory 

behavior supports the theory that this abil-

ity reflects an evolved capacity central to our 

species’ knowledge development.

Although humans sometimes communi-

cate false or biased information, the rate of 

human errors would be an inappropriate 

baseline for judging AI because of fundamen-

tal differences in the types of exchanges be-

tween generative AI and people versus peo-

ple and people. For example, people regularly 

communicate uncertainty through phrases 

such as “I think,” response delays, corrections, 

and speech disfluencies. By contrast, genera-

tive models unilaterally generate confident, 

fluent responses with no uncertainty repre-

sentations nor the ability to communicate 

their absence. This lack of uncertainty signals 

in generative models could cause greater dis-

tortion compared with human inputs.

Futher, people assign agency and inten-

tionality readily. In a classic study, people 

read intentionality into the movements 

of simple animated geometric shapes (6). 

Likewise, people commonly read intention-

ality—and humanlike intelligence or emer-

gent sentience—into generative models even 

though these attributes are unsubstantiated 

(7). This readiness to perceive generative 

models as knowledgeable, intentional agents 

implies a readiness to adopt the informa-

tion that they provide more rapidly and with 

greater certainty. This tendency may be fur-

ther strengthened because models support 

multimodal interactions that allow users 

to ask models to perform actions like “see,” 

“draw,” and “speak” that are associated with 

intentional agents. The potential influence of 

models’ problematic outputs on human be-

liefs thus exceeds what is typically observed 

for the influence of other forms of algorith-

mic content suggestion such as search. These 

issues are exacerbated by financial and liabil-

ity interests incentivizing companies to an-
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thropomorphize generative models as intel-

ligent, sentient, empathetic, or even childlike.

The number of exposures to fabricated in-

formation predicts how deeply ingrained the 

belief in that information becomes. Greater 

repetition predicted greater strength in a per-

son’s belief in a false statement—even when 

the statement contradicts a person’s prior 

knowledge (8). Trends that increase people’s 

exposures to fabrications consequently in-

crease the strength of people’s beliefs in false 

information. The trend of integrating genera-

tive AI models into existing technologies—

e.g., search engines and smartphones—will 

almost certainly mean greater exposure to 

the models’ fabrications and biases.

Similarly, repeated exposure to biases in 

algorithmic systems transmits the biases to 

human users over time. For example, when 

a risk-assessment system, such as used by 

court judges to determine how a defendant 

should be sentenced (9), assigns Black indi-

viduals higher risk scores than white individ-

uals with the exact same criminal histories, 

human judges learn these statistical regulari-

ties and may “change their sentencing prac-

tices in order to match the predictions of the 

algorithms” through a process likened to an-

choring [(10), p. 287]. This mechanism of sta-

tistical learning could lead a judge to believe 

Black individuals to be more likely to reof-

fend—even if use of the system is stopped by 

regulations like those adopted in California.

Generative AI models have the potential to 

further amplify the repeated exposure issues 

for both fabrications and bias because of their 

expected influence on contents of the World 

Wide Web—a primary source of training data 

for the models. For example, the rapid rise 

and accessibility of generative models, such 

as Stable Diffusion, have generated millions 

of outputs each day (11). This output in turn 

becomes part of the training data for the next 

generation of models—thus amplifying the 

impact of the systemic distortions and biases 

into the future in a continuous feedback loop.

The more rapidly such systems are used 

and adopted, and the more they are built 

into the backend of systems used across all 

sectors, the more influence the systems have 

over human beliefs. For example, marketing 

content can now be generated by generative 

AI models, then targeted at users using  psy-

chometric methods, then fine-tuned, looped, 

and fed back to users in an automatic system 

designed to induce engagement behaviors, 

irrespective of and incapable of considering 

how its content might distort human beliefs 

in general or the inclusion of either fabrica-

tions or stereotyped biases in this material.

Users of conversational generative AI 

models request information in particular 

moments—when they are uncertain and thus 

most open to learning something new. Once 

a person has received an answer, their uncer-

tainty drops, their curiosity is diminished, 

and they don’t consider or weigh subsequent 

evidence in the same way as when they were 

in the early stages of making up their minds 

(12). People’s beliefs are more influenceable 

the greater the uncertainty they have. This 

limited window in which people are open to 

changing their minds is problematic in the 

context of conversational generative AI mod-

els that purport to provide answers to users’ 

questions upon request.

This aspect of human curiosity has long-

standing implications for how these systems 

affect human beliefs. It means that informa-

tion transmitted from a large-scale language 

model to an uncertain person will be difficult 

to update after the fact—because the infor-

mation provided by the model will resolve 

the person’s uncertainty even if it is incor-

rect (13). The problems also affect the use of 

systems that generate images from users’ text 

prompts because the act of asking a model 

to translate text into visual imagery can be 

driven by curiosity that resolves once the user 

sees the visual output. Negative sterotyped 

biases in such visual outputs run similar risks 

of taking root in stubborn ways. Once a faulty 

belief is fixed within a person—and especially 

if the same fabrication or bias is passed and 

then becomes fixed in many people who use 

the same system—it can pass among people 

in the population in perpetuity (14).

Thus, transmitted biases or fabricated 

information are not easily correctable after 

the fact either within individuals or at the 

population level (15). This aspect of human 

psychology interacts with how humans treat 

agentive entities and, in particular, their ten-

dency to be more greatly swayed by agents 

that they perceive as confident and knowl-

edgeable (6). The amount of information re-

quired to reach that threshold certainty will 

be less in the context of it being delivered by 

a seemingly confident and knowledgeable 

agent—especially if it is presented in more-

humanlike ways, as in the context of a con-

versation. Thus, developers’ claims surround-

ing their generative AI system can affect how 

much faulty outputs distort human beliefs.

The nascent stage of this technology offers 

a transient opportunity to conduct interdis-

ciplinary studies that measure the impact 

of generative models on human beliefs and 

biases. This opportunity rapidly diminishes 

once these systems are more widely adopted 

and more deeply embedded into other every-

day technologies. Research on how genera-

tive AI models affect children’s beliefs is an 

especially high priority. Children are more 

vulnerable to belief distortion because of 

their increased tendencies to anthropomor-

phize technology and their more nascent, 

influenceable knowledge states.

Independent audits must include not only 

assessments of fabrication and bias but also 

measurements of how knowledgeable users 

rate systems to be and how much they trust 

the outputs. These data could be used to es-

timate both the rate of problematic model 

outputs to users and how severely these out-

puts influence human beliefs in advance of 

actual transmission. The fields of psychology 

and machine learning could unite to turn 

their attention, collaborative capacities, and 

resources to doing this work.

Studies and subsequent interventions 

would be most effectively focused on impacts 

on marginalized populations who are dis-

proportionately affected by both fabrications 

and negative stereotypes in model outputs. 

Resources are needed for the education of the 

public, policy-makers, and interdisciplinary 

scientists to give realistically informed views of 

how generative AI models work and to correct 

existing misinformation and hype surround-

ing these new technologies. Collaborative 

action requires teaching everyone how to dis-

criminate actual from imagined capabilities 

of new technologies to focus on tackling real, 

concrete challenges together.        j
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“…a faulty belief…can pass 
among people in the 

population in perpetuity…”
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