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When a computerized adaptive testing (CAT) version of a test co-exists with its
paper-and-pencil (P&P) version, it is important for scores from the CAT version to
be comparable to scores from its P&P version. The CAT version may require
multiple item pools for test security reasons, and CAT scores based on alternate
pools also need to be comparable to each other. In this paper, we review research
literature on CAT comparability issues and synthesize issues specific to these two
settings. A framework of criteria for evaluating comparability was developed that
contains the following three categories of criteria: validity criterion, psychometric
property/reliability criterion, and statistical assumption/test administration condi-
tion criterion. Methods for evaluating comparability under these criteria as well as
various algorithms for improving comparability are described and discussed.
Focusing on the psychometric property/reliability criterion, an example using an
item pool of ACT Assessment Mathematics items is provided to demonstrate a
process for developing comparable CAT versions and for evaluating comparabil-
ity. This example illustrates how simulations can be used to improve comparability
at the early stages of the development of a CAT. The effects of different specifica-
tions of practical constraints, such as content balancing and item exposure rate
control, and the effects of using alternate item pools are examined. One interesting
finding from this study is that a large part of incomparability may be-due to the
change from number-correct score-based scoring to IRT ability estimation-based
scoring. In addition, changes in components of a CAT, such as exposure rate
control, content balancing, test length, and item pool size were found to result in
different levels of comparability in test scores.

Computerized adaptive testing (CAT) research has, in recent years, emphasized
solving practical problems that arise when implementing CATSs in large scale testing
programs. In some testing programs, the CAT co-exists with a paper-and-pencil
(P&P) conventional test and the scores based on the two modes are used inter-
changeably. In these programs, examinees’ scores should be comparable so that no
examinee receives an unfair advantage by taking the test in a particular mode.
Comparability between the CAT version and the existing P&P version of the test is
an important issue in developing the test. A number of studies (e.g., Davey &
Thomas, 1996; Eignor, 1993; Eignor & Schaeffer, 1995; Eignor, Way, & Amoss,
1994; Eignor, Stocking, Way, & Steffen, 1993; Lunz & Bergstrom, 1995; Mazzeo,
Druesne, Raffeld, Checketts & Muhlstein, 1991; Mills & Stocking, 1996; Parshall
& Kromrey, 1993; Schaeffer, Reese, Steffen, McKinley & Mills, 1993; Schaeffer,
Steffen, Golub-Smith, Mills, & Durso, 1995; Segall, 1995; Segall & Carter, 1995;
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and van de Vijver & Harsveld, 1994) have examined comparability of CATs and
P&P tests.

Comparability issues may arise in two settings. The first setting is when a CAT
version of a text coexists with its P&P conventional version. In this setting, the aim
is to make the scores on both versions to be comparable to an acceptable level. The
second setting is when two or more alternative CAT item pools are used. This
set'ting includes using two or more distinct item pools or using one item pool that is
updated. For this setting, the goal is to make the different CAT versions comparable
to each other. When the CAT version is first introduced in a testing program and is
not intended to replace the P&P version immediately the first setting may be of
primary concern. As new CAT versions are developed the second setting will
eventually become more important. These two settings may share some common
comparability issues, but there also may be unique problems and challenges to be
addressed within each setting.

The first purpose of the present paper is to discuss and integrate important
comparability issues that are unique to each of these two different settings. Special
attention has been paid to the need for achieving comparability, what the desired or
acceptable level of comparability might be, what might contribute to the challenges
and threats to comparability, and what ways comparability might be improved. The
second purpose of the paper is to develop a framework of criteria for evaluating
comparability by reviewing and synthesizing the literature in these areas. In this
framework, important terms are defined, criteria for evaluating comparability are
described, various CAT algorithms that have been proposed to improve comparabil-
ity are examined, and additional ways to improve comparability are explored.
Finally, the Mathematics test of the ACT Assessment is used to illustrate the
applications of this framework and ways for assessing and improving comparabil-
ity. The example is illustrative in that it highlights a small portion of the criteria
discussed in the paper, demonstrates how to use simulation techniques to evaluate
comparability at an early stage of CAT development, and does not take the
additional efforts to improve comparability.

Comparability Issues Specific to CAT and P&P

There has been an informal discussion in the measurement community about
whether it is a sound practice to build CAT tests that are comparable to their P&P
counterparts. The main argument against this practice is that CATs are purported to
be superior to P&P tests both in terms of their administrative features and their
psychometric properties, and that to constrain them to be comparable to their P&P
counterparts would diminish the advantages of having them. Also, they think CAT
should be open to more innovative and interactive item formats to take full
advantage of testing on new generations of computers. Some researchers believe
that, given the different features of test design, such as the adaptive item selection
in CAT and the mode of testing, it is even unrealistic to expect that comparability
can be achieved even when comparability is desired. The arguments for this
practice, however, are mainly pragmatic. So long as CAT versions co-exist with
their P&P counterparts, which is often necessary for practical reasons, it would be
extremely confusing and inconvenient for users of the test scores if two separate

20



Evaluating Comparability in CAT

reporting scales are adopted for the two modes. For many large scale testing
programs the reporting score scale and the services relating to these scales have
been so well established that any small change to the report score scale would be
extremely risky for the testing program. As long as CAT scores are reported on the
same scale as the P&P scores, comparability between these two types of scores
must be established to an acceptable level. The remainder of this paper assumes
that there is a need to achieve comparability between CAT and P&P scores. A
commonly accepted level of comparability is that the CAT scores should be
comparable to the P&P scores to the extent that two typical P&P test forms are
comparable to each other. 7

Several major differences between CATs and their P&P potentially could contrib-
ute to incomparability. Kolen (1999-2000) summarized four aspects of such
differences: (1) differences in test questions, (2) differences in test scoring,
(3) differences in testing conditions, and (4) differences in examinee groups. His
discussion provides general guidelines for those aspects of test development and
administration to which CAT developers should pay attention to avoid serious
problems with comparability.

The fact that different examinees are administered different items within a CAT
version complicates the definition of test content, especially for educational tests.
Should each examinee take the same number of items from each content category
in the table of specifications for the test? Or, should the content be tailored to the
examinee’s skill level? Regardless of the answer to these questions, how can we be
sure that the content of the CAT is comparable to the content of the P&P test?
Answers to these questions are not easy but must be addressed in establishing
comparability.

The mode of testing has the potential to affect the performance of examinees on
tests and should be taken into account when addressing comparability of CATs and
P&P tests. Mode effects can be most clearly studied when P&P tests are compared
to computerized linear tests. Because both of these types of tests use the same
scoring methods and same scoring procedures, score differences are directly attrib-
utable to mode effects. Mazzeo and Harvey (1988) reviewed studies that compared
these two types of tests. Their review indicated that the computerized linear tests
tended to be more difficult than their P&P versions. Primarily, these studies
examined mean differences and correlational indices to assess the comparability of
the two modes. The studies, in general, found that the constructs being measured in
the two modes were similar for power tests but not for speeded tests. A review and
meta-analysis by Mead and Drasgow (1993) resulted in similar conclusions.

The scoring methods used with CATs typically differ from those of P&P test
because different sets of items are administered to different examinees in CAT. In
P&P testing, all examinees administered a particular form are generally adminis-
tered the same items. Also, CATs typically are scored based on item response
theory IRT ability estimates, whereas raw scores are formed in P&P tests as a sum
of the item scores. These differences in scaling and scoring make it difficult to
directly compare raw scores. Stocking (1997) proposed a method of scoring for
CAT which is based on the number-correct raw score instead of on the IRT ability
estimates.
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Test administration differences between CAT and P&P tests also can affect score
comparability. For example, in CATs, examinees often are not able to change
answers. Reading long passages on a computer screen can be a different experience
than reading them on paper. Test security, susceptibility to test preparation, com-
puter experience of examinees, testing conditions, timing of the test, and other
differences in administration conditions can all affect comparability.

Begause some of the differences described above are inevitable features of CAT,
comparability cannot simply be assumed but should be carefuily established and
evaluated. Consideration of these threats to comparability in the CAT context will
help to drive the development of the framework in the present paper.

A general approach to achieving comparability is through the design of the CAT
tests. It is typically done through a series of simulation studies at the early stages
and some real examinee studies at later stages (e.g., Eignor, 1993; Eignor &
Schaeffer, 1995; Eignor, Stocking, Way, & Steffen, 1993; Schaeffer, Reese, Steffen,
McKinley, & Mills, 1993; Schaeffer, Steffen, Golub-Smith, Mills, & Durso, 1995).
The simulation studies are useful in designing the CAT and examining the various
technical aspects of the tests. The real sample studies give feedback to the CAT
design and makes final adjustment to improve comparability. The real sample
studies involve administering P&P tests and CATs to examinees. For example,
Segall (1995) described a study in which examinees were randomly assigned to
take either a P&P or a CAT test. The CAT scores were related to the P&P scale
scores using equipercentile methods. Eignor and Schaeffer (1995) described studies
in which examinees took both a P&P and a CAT version of the GRE General Test.
They concluded that the scale scores produced by the P&P and the CAT were
sufficiently similar to one another that no further adjustment was needed for the
CAT on the Verbal and Quantitative scores. However, scores on the Analytic test
required adjustment based on the results of the study.

Comparability Issues Specific to CATs Based on Alternate CAT Pools

In high stakes standardized P&P testing, multiple test forms are needed to meet
test security requirements. Similarly, high stakes CATs cannot meet security chal-
lenges with only a single static item pool. Three approaches can be taken to address
this concern. One is to update and refresh the old item pool periodically (Stocking,
1988). A second approach is to build alternate item pools and replace the old item
pool with a new item pool, or to allow an item pool to be randomly chosen from
multiple item pools before CAT testing, as suggested by Stocking (1994). A third
approach is simultaneously to use multiple item pools and rotate them among
testing sites (Way, 1997). With any of these approaches the comparability issues
need to be resolved to ensure fairness for examinees who happen to receive CAT
administrations based on different item pools or different versions of the same pool.
As in the case of comparability between the CAT and P&P versions, a commonly
accepted level of comparability for alternate CAT pools is that the CAT scores
should be comparable to each other to the extent that two typical P&P test forms
are comparable to each other.

The approach of updating or refreshing an existing item pool seems more
appropriate for small volume low stakes CAT programs, where item exposure
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would not be a very big concern. When item pools are replaced or updated it is
important for the psychometric properties of the resulting scores to be the same for
the old and new pools. These properties can be studied through simulation and by
randomly assigning examinees to be administered items from the old and new
pools. Item pool updating is sometimes accomplished using on-line calibration
procedures. In Stocking’s (1988) procedure, the anchor items are used to rescale the
item parameter estimates of the seed items from the initial on-line calibration. She
also examined three methods of selecting candidate items and three methods of
identifying suitable new items. Levine, Thomasson, and Williams (1991) studied
several item pool replacement strategies and concluded that the replacement pro-
cess did not affect the examinee marginal score distribution too much but did affect
conditional moments when large replacement or random replacement were used.
More research, however, needs to be devoted to the issues of on-line calibration and
item pool updating.

The second and third approaches, both of which use multiple item pools, would
be more viable for large-scale standardized CAT programs because the high testing
volume would soon make a single item pool so overused that merely updating the
pool would not be sufficient to solve the problem. It is reasonable to hypothesize
that achieving comparability among CATs based on alternate item pools would be
an easier task than achieving comparability between CAT and P&P versions of the
same test. However, the complicated on-going feature of CAT has posed daunting
challenges that would likely require years of new experiences to find satisfactory
solutions.

A basic approach to achieving comparability for CAT based on alternate pools is
to create item pools parallel to each other so that CAT scores based on them will
automatically have comparable properties without further adjustment, because such
adjustment would not be feasible in a realistic testing setting. Thus, the critical
issue is how to create parallel item pools, which requires understanding the defin-
ing characteristics of item pools that most affect comparability of the CAT scores.
An ultimate criterion for pool parallelism is achieving a satisfactory level of
comparability among CAT scores based on these pools. There are a number of
factors that may affect pool parallelism and CAT score comparability. Consider-
ation of these factors often requires balancing comparability and test security
requirements. These factors include (a) item pool size, (b) the number of pools
that are used simultaneously, (c) item pool overlap rate, (d) item pool assembly
procedures and constraints used to assemble the pools, (e) item pool rotation
scheme and criteria to retire an item pool, (f) rules for item reuse, (g) item
pretesting schemes and item calibration procedures and procedures to control scale
drift, and (h) CAT item selection procedures to meet content specification, to
control item exposure rates and test overlapping rates, and so forth. These factors
interact with each other and affect comparability and other properties of the
resulting CAT test scores in a complex way.

A general characteristic of the current literature relating to these issues is that
they primarily emphasize test security rather than comparability. Although it may
be understandable that test security has been a driving force behind complicated
item pool management strategies, the subsequent comparability issues must be
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tackled in a careful and systematic manner. Given the complex nature of the present
day CAT test designs and item pool management strategies, comparability among
CATs based on alternate pools cannot simply be assumed but requires extensive
studies and must be monitored in CAT operational administrations. Following is a
brief discussion of literature relating to these factors and how they might affect
comparability.

St9cking (1994) considered extensively the issue of item pool size, the number
of pools, and the use of overlapping pools. A basic goal for developing item pools
is to contain sufficient quantities of items of different aspects to support the CAT
administrations with a desired level of properties. Stocking (1994) proposed a
simulation-based method in determining the sufficient pool size to meet the content
and statistical requirement of the CAT test. Based on her simulation results, she
concluded as a rule of thumb that a pool size of six to eight typical linear forms
should be used when the length of the CAT tests is about one-half that of the linear
forms. Stocking did not consider the comparability requirement when considering
sufficient pool size, but her approach can be adapted to decide on the sufficient
pool size not only to maintain those properties she considered, but also to achieve
desired level of comparability among CAT based on alternate item pools. It is
reasonable to assume ‘that the larger the pool size, the more likely it is that
comparability can be achieved. The question is how large is large enough.

To generate multiple item pools requires the availability of a large quantity of
items, referred to as an item “vat” by some researchers (Way, 1997; Way, Steffen,
& Anderson, 1998). From this item vat, item pools can be assembled using some
automated assembly procedures similar to those test form assembly procedures
(van der Linden, 1998). Stocking and Swanson (1996) proposed a heuristic for
constructing overlapping pools based on their weighted deviation model which was
formerly used to construct conventional test forms and select items in CAT admin-
istration to meet different constraints (Stocking & Swanson, 1993; Swanson &
Stocking, 1993). This heuristic is flexible in combining different dimensions of
constraints such as content specification and statistical considerations. Other algo-
rithms used for item pool assembly that can also accommodate a large set of
constraints include linear programming techniques (van der Linden, 1998). The
issues of how parallelism of item pools affects comparability of CAT scores has not
received much attention in the literature. There is a need to identify the most
influential characteristics of item pools that operationally defines the concept of
parallelism of pools and to study what level of parallelism is needed in order to
achieve a desired level of comparability of CAT scores.

Way (1997) considered schemes for continuously generating new pools and
rotating these pools along with a process of pretesting and calibration new items.
The calibrated new items are replenished into the item vat from which new item
pools are generated. These schemes are used to support a continuous process of
CAT adrmmstratlon without compromising test security. The sufficiency of the item
vat itself in terms of both its quantity and quality is critical to support such a
process. Way, Steffen, and Anderson (1998) used system dynamic methods to
monitor and predict the long term trend of the item vat given a complicated set of
rules for temporarily and permanently retiring items based on their usage.
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Item pretesting and on-line calibration pose yet another enormous and unique
challenge for maintaining long-term comparability for an on-going CAT adminis-
tration process. Proper item pretesting and calibration may be more crucial for CAT
than for conventional P&P testing because CAT relies heavily on the availability of
high quality item parameter estimates. In P&P testing there is usually an equating
stage after the test forms are constructed based on item pretesting statistics, which
lessens the burden of having very accurate pretest data. For that reason, item
pretesting schemes in P&P testing are often designed to have the least amount of
interference with the operational part of the test, such as including a separate
section of pretesting items. In CAT, however, calibrated item parameters based on
pretest data are used operationally without another equating stage. Any systematic
distortion in the item statistics is likely to cause the ability scale to drift away from
its original metric, and thus undermine comparability. Another unique feature of
CAT is its continuous nature. Although continuous testing lends flexibility for
designing creative pretesting schemes, it also poses challenges becanse it may be
hard to control the pretesting examinee groups and it may give less time for item
review. It is also possible that, when not promptly discovered, poorly functioning
items might disrupt examinee performance on operational items. It is sometimes
" proposed that items should be pretested with a small number of examinees in a
P&P mode before being pretested on-line.

Several methods have been proposed for on-line calibration (Wainer & Mislevy,
1990; Stocking 1988a; Levine & Krass, 1998). The relative advantages and appli-
cability of methods are still largely unknown and need to be further studied along
with the issue of scale drift. Bock, Muraki, and Pfeiffenberger (1988) found drift
for item location parameters for the College Board Physics Achievement Test but
not for the discrimination parameters. They proposed statistical procedures to
estimate and compensate for the scale drift. Stocking (1988b) compared two on-line
calibration procedures (see previous descriptions) for scale drift. She found that
linking through examinee ability estimates from the operational items had some
negative effects. She also found that scale drift was in opposite direction for the
two methods. With method A, slopes tended to be underestimated. With method B,
slopes were better estimated but were also overestimated. Stocking also made some
suggestions to improve the scale drift problem. Further research is néeded to find
the most effective procedure for detecting scale drift and to make appropriate
adjustments.

Item selection rules in a CAT test design are the engine for controlling the
properties of CAT tests and are also essential for achieving desirable level of
comparability. Item exposure rates were traditionally used as the primary index for
monitoring item security; various algorithms have been proposed to control the
maximum item exposure rates with or without conditioning on ability levels
(Sympson & Hetter, 1985; Stocking & Lewis, 1995a; Stocking & Lewis, 1995b;
Davey & Nering, 1998). Way (1997) emphasized that absolute item exposure
frequency is also important to monitor. In addition, test overlap rates, which
consider all possible pair-wise item overlap rates between examinees, also should
be controlled to ensure test security. A recent paper by Chen, Ankenmann, and
Spray (1999) found that when other conditions (such as item pool size and test
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length) are fixed, high variability of the individual item exposure rates can lead to
high test overlap rates. In other words, equalizing item exposure rate in a pool can
reduce average test overlap rate. The impact of the CAT item selection algorithms
on comparability should be studied in combination with various item pool manage-
ment strategies.

Criteria for Evaluating Comparability

A synthesis of the criteria used by previous researchers in evaluating comparabil-
ity led us to consider three general categories of criteria: The first category is the
validity criterion, which requires the CAT and P&P versions to measure the same
construct; the second is the psychometric property/reliability criterion, which re-
quires the CAT to have the same psychometric properties (e.g., reliability) as its
P&P version; the third is referred to as the statistical assumption/test administration
condition criterion, and includes whether or not the assumptions used to establish
comparability actually hold and whether or not the operational test condition
matches the comparability study testing condition. These criteria are described and
discussed in the following sections in terms of their definition, their significance,
their relationships to each other, how to evaluate comparability based on these
criteria, and how to improve comparability under specific criteria.

The Validity Criterion

Traditionally, three aspects of validity evidence have been proposed to validate
test scores. They are content-related evidence, criterion-related evidence, and
construct-related evidence. More recently, validity has been considered to be a
unitary concept with construct validity being the core of all aspects of validity
evidence. Messick (1993) also added the consequential facet to the traditional
evidential facet of the test score interpretation and use. Based on the theoretical
concepts and the special context of CAT comparability issues, our discussion on the
validity criterion for comparability will be divided into three parts: (1) content
specifications, (2) dimensionality, and (3) relationship across modes with other
variables, including subgroup differences. The three aspects are discussed sepa-
rately below.,

Content Specifications. Content specifications are vital, particularly in educa-
tional achievement testing. In P&P standardized testing, alternative test forms are
usually constructed according to a detailed table of content specifications. Recent
research and implementation of CAT tests has also incorporated such a table of
specifications (e.g., Eignor & Schaeffer, 1995; Eignor, 1993; Eignor, Stocking, Way
& Steffen, 1993). In realistic testing settings, considerations should also be given to
less explicit specification such as balancing keys, choosing passage topics and
balancing references to gender, ethnicity and other background subject. Two algo-
rithms have been proposed to achieve this task in CAT. One algorithm was
proposed by Kingsbury and Zara (1991) and gives first priority to content specifi-
cations in item selection. This algorithm is equivalent to partitioning the item pool
according to different content areas and selecting the item with maximum informa-
tion from each partition in a spiral fashion. The advantage of this algorithm is that it
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ensures that a strict table of specifications is imposed. The disadvantage is that it
sacrifices measurement precision because the balancing of the content is imposed at
every stage of item selection.

Stocking and Swanson (1993) proposed a heuristic algorithm that treats the
content specifications as a target rather than as a strict requirement. In our imple-
mentation of this weighted deviation algorithm an item’s contribution is a weighted
sum of its item information and its capacity to meet each of the content specifica-
tions. Items are selected based on their contribution values. The weights assigned to
the content constraints are based on the importance of the constraints. Because
information and content deviation are not on the same scale, the weights assigned
to information need to be determined through simulations. The main advantage of
this algorithm is that a large number of constraints besides content specifications
can be incorporated in this weighted deviation algorithm. Another advantage is that
the weights that determine the priority placed on content specifications and on
measurement precision can be assigned flexibly. The disadvantage of this algorithm
is the uncertainty in balancing the content specifications.

Van der Linden and Reese (1998) adopted the linear programming techniques in
CAT item selection to maximize test information subject to a number of constraints.

" Their algorithm guarantees that given a feasible solution to the linear programming
problem, all the constraints will always be met. Van der Linden (1998) also gave a
very good introduction to other test assembly algorithms that can potentially be
applied to CAT item selection.

Dimensionality. The dimensionality aspect of comparability of CATs refers to
whether the CAT measures the same construct dimensions as the P&P version. This
criterion is closely related to the content specification criterion. Balancing content
is important for maintaining the same construct dimensions. Although content
validity is important for ensuring validity in educational measurements, the fact that
with CAT different examinees receive different sets of items can cause complica-
tions. For some subject areas, such as mathematics, the content areas represent a
hierarchy of difficulty levels because some content areas may be the prerequisite
for learning the other content areas. CATs purport to target the measurement at
examinees’ ability levels and thus, by nature, possibly should not be restricted to
have exactly the same content specifications as the conventional tests which target
all ability levels with a single form. Moreover, as Davey and Thomas (1996)
pointed out, because CAT often uses 0 estimates as a basis for score transformation,
the contribution of different content areas to the ability estimates might not be in
the same proportion as in conventional testing, even if the same table of specifica-
tions is imposed.

The crucial issue behind this dilemma is the issue of dimensionality. If the item
pool is strictly unidimensional, then there is no need to balance the content
specifications, at least from a construct validity point of view. But, in reality,
- different content areas within a test often represent different but highly correlated
dimensions. When a unidimensional IRT model is used for calibrating the items for
a test these correlated dimensions are represented in a composite dimension.
Reckase (1979) and Folk and Green (1989) demonstrated that the composite
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dimension may not represent all the sub dimensions in a balanced way, and that the
imbalance could be worsened when a simple maximum information item selection
algorithm is used. Thus, an item selection algorithm that incorporates content
specifications might help to recover the intended dimensionality representation in
the reported scores. Evaluation of comparability in terms of dimensionality be-
tween the CAT and P&P tests can help to assess the appropriate priority or weights
that are give;n to the content specification or to the measurement precision.

There are three categories of methodologies that can be used to assess dimen-
sionality in CAT. The first category is IRT-based methodology, the second category
is structural equation modeling-based techniques, and the third category is factor
analytical methods. Different IRT-based techniques have been proposed to assess
dimensionality in fixed-item testing settings (e.g., Stout et al., 1996). Assessing
dimensionality directly for CATs has yet to be researched. Structural equation
methods and techniques can be used to assess the structural relationship among
tests. Cudeck (1985) provided an example of comparison of the structural relation-
ship of a CAT battery and a conventional battery for the ASVAB test. His results
showed that the CAT-ASVAB maintains a comparable construct structure as its
conventional versions. Henly, Klebe, McBride, and Cudeck (1989) used a factor
analytical model and multitraif-multimethod procedure and confirmed the structural
comparability of the CAT version of the Differential Aptitude Test (DAT) to its
P&P version.

Alternative approaches have been proposed and studied to enhance comparabil-
ity in terms of dimensionality representation. Davey and Thomas (1996) proposed a
criterion that forces the proportion of information contributed by each content area
to be the same for both tests. How effective this algorithm is in achieving greater
comparability needs empirical investigation. Segall (1996) and Luecht (1996) ex-
plored the use of multidimensional IRT models as the psychometric foundations for
CAT. This approach could allow for better control of the dimensionality of the
CATs and thus enhance comparability in this respect.

Relationship Across Modes and With Other Variables, Including Subgroup Differ-
ences. A useful way of assessing comparability is to evaluate the relationship
between the CAT & P&P versions of the same test. This relationship can be
assessed by simply examining the correlations adjusted for attenuation, or by more
sophisticated techniques such as structural equation modeling. Another important
criterion for the comparability in terms of validity is whether a CAT test battery
maintains the same structural relationship with other tests in the battery and the
same predictive and concurrent validity with other related measures. Cudeck (1985)
and Henly, Klebe, McBride, and Cudeck (1989) also investigated these relation-
ships in validating the CAT versions of the ASVAB and DAT.

Another aspect of this criterion pertains to subgroup differences. Subgroup
differences based on CAT scores should be compared to those of the conventional
versions. Kolen (1999-2000) pointed out that test scores from the different modes
may be comparable for one group but not for another. For example, the CAT
version might be comparable to its P&P version for examinees with considerable
computer experience, but not for examinees with little experience. The study design
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should take into account individual difference variables such as test anxiety, com-
puter anxiety, computer experience, and so forth (e.g., Wise, Roos, Plake, &
Nebelsick-Gullett, 1994, Vispoel, Rocklin, & Wang, 1994). Gender- and ethnicity-
related differences should also be studied. Eignor and Schaeffer (1995) examined
this issue in their two comparability studies involving GRE CAT and National
Council Licensure Examinations (NCLEX for registered nurses and practical/
vocational nurses) and found some differences for various ethnic groups. Segall
(1995) also examined gender and ethnic group differences with the CAT-ASVAB
and found that female examinees were slightly disadvantaged with the CAT version
on certain subtests and Black examinees were slightly advantaged with the CAT
version on certain subtests.

The Psychometric Property/Reliability Criterion

The psychometric property/reliability criterion refers to whether the two versions
of the test have the same psychometric properties such as conditional standard
errors of measurement (CSEM) and reliability. This criterion can be divided into
two components: conditional properties and overall properties. The conditional
properties are based on the equity criterion defined by Lord (1980). The overali
properties are the same score distribution criterion and the same overall reliability
criterion. The consideration of psychometric properties in the present paper is based
on scale scores, which are the scores reported to examinees. For example, with the
ACT Assessment Mathematics test, scale scores are integers that range from 1 to
36. Number-correct scores or estimated IRT abilities (8) would be converted to
scale scores. Some authors (Kolen, Hanson, & Brennan, 1992; Kolen, Zeng, &
Hanson, 1996; Wang, Kolen, & Harris, 2000) have emphasized examining psycho-
metric properties of scale scores rather than of raw scores.

The Equity Criterion. The equity criterion requires that the conditional scale score
distributions be the same for two test forms conditioned at any ability level. In
practice, equity is often assessed at two less demanding levels: first-order equity
(also called weak equity), which requires that an individual at any ability level be
expected to earn the same score on both forms, and second-order equity (also called
equal precision), which requires that examinees at a given ability level be measured
with the same precision on the two test forms.
More explicitly, first order equity can be expressed as

E(s,10) = E(s,|8), for all 6, M

where E refers to expected value of scale scores over examinees of a given ability,
0, and s, is the scale score on Test 1 and s, is the scale score on Test 2. Second
order equity can be expressed as

o(s,]8) = 0(s,|8), for all 8, @)

where o is the standard deviation of scale scores over examinees of a given ability,
0 (conditional standard error of measurement, CSEM).
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First order equity might be achieved to some extent by eliminating the bias in the
ability estimates. The maximum likelihood estimate (MLE) in CAT is relatively
unbiased over a range of ability for well-designed item pools (Wang, 1995). But the
MLE has relatively a large standard error and could also be biased if the item pool
lacks a sufficient number of items of extreme difficulty levels. Bayesian estimates
such as the expected a posteriori (EAP) estimates are usually seriously biased
toward the prior mean if a standard normal prior is given. The example in this paper
uses relatively unbiased EAP estimates with a flat beta prior distribution (Wang,
1997; Wang, Hanson, & Lau, 1999). However, eliminating the bias in 8 estimates
will not automatically guarantee first order equity of the CAT and P&P versions on
the reported score scale. This criterion must be evaluated empirically using simula-
tion methods.

The second order equity criterion requires a CAT to have the same conditional
standard error of measurement (CSEM) as its conventional counterpart. This crite-
rion can be satisfied by varying the termination rules, or changing the characteris-
tics of the item pool so that the resulting information curve will approximate that of
the conventional test. The Stocking and Swanson (1993) algorithm can be used to
achieve in part the target information curve by varying the weights in the weighted
deviation model.

One additional related equity criterion applies for tests with a passing score or
cut scores. This criterion is called equal probabilities of achieving passing scores.
That is, given passing score s,, examinees of a given true level on the construct
should have the same probability on Test 1 of meeting or exceeding score s, as they
do on Test 2, so that

Pr(s, = 5,18) = Pr(s, = 5,|8), for all 0. A3)

This property should hold for all passing scores, s. (c = 1, ..., C), that are used
with the test.

The Overall Criterion. This criterion has two components: the same score distri-
bution criterion and the same reliability criterion. The former requires that the
marginal distribution of the reported scores derived from the two test versions be
the same for the examinee population of interest. This criterion requires, for
example, that the two score distributions have the same means and standard
deviations. Mazzeo and Harvey (1988), Mead and Drasgow (1993), and Bergstrom
(1992) provided literature reviews and a meta-analysis on the equivalency of the
test scores derived from the two versions. Their major concerns were with mean
differences. Also, for tests with a passing score or cut score, it is required that the
proportion of examinees above the passing score will be the same for the two tests
or modes.

The same reliability criterion requires that both test versions have the same
overall reliability as defined in classical test theory. In theory, if the conditional
equity criterion is met perfectly, the overall criterion will be met automatically.
Because in practice the equity criterion is never achieved perfectly, this overall
criterion provides a valuable overall check on the psychometric aspect of the
comparability.
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The Statistical Assumption/Test Administration Criterion

The test administration criterion refers to whether or not the assumptions that are
used to establish comparability actually hold. The assumptions may be required for
the data collection design or for the statistical analyses of the test scores. For
instance, if a random groups design is used to collect data, then any violation of
random assignment may cause score incomparability. If a single group design is
used, then it is important to separate the order effect from other effects unless it is
safe to assume no practice effect.

The IRT assumptions that are required with the IRT analyses in CAT are also
important aspects of the criterion. Among the most important assumptions are
unidimensionality and local independence. Data-model fit statistics provide a good
way of assessing whether the assumptions hold (Hambleton & Swaminathan,
1985).

The test administrative criterion involves the equivalence of the two modes of
item presentation. Kolen (1999-2000) described five aspects of possible differences
in the presentation of test items in the two modes as follows: (a) ease of reading
lengthy passages, (b) ease of reviewing or changing answers to previous questions,
{(c) speed in taking the test, and the effects of time limits on test speededness,
(d) clarity of figures and diagrams, and (e) responding on a keyboard and/or
mouse versus responding on an answer sheet. The effects of some of these aspects
have been studied. Spray, Ackerman, Reckase, and Carlson (1989) studied item
presentation mode effect on item characteristics. Combined with previous research,
they concluded that, if there is sufficient equivalency in item-taking flexibility, such
as review and change of answers, and it is easy to move from item to item, then the
mode difference of CAT and P&P produces no real difference in item characteris-
tics. But if the test-taking flexibility was different, then the items might function
differently. Some aspects of the differences such as speededness and ease of
reading lengthy passages, and clarity of figures and diagrams have not been
thoroughly researched. Hetter, Segall, and Bloxom’s (1994) more recent study
supported the interchange in the use of item parameter estimates calibrated from
either P&P or computer administered data for CAT uses. Another factor that may
affect the functioning of the items is item location. Kingston and Dorans (1984)
studied the item location effect and concluded that some item types are more
susceptible to item location effects than other types. In practice, item parameter
estimates are often calibrated based on P&P test data and used for CAT administra-
tion. How computer administrations affect the item parameter values is thus impor-
tant to discover and control. Once the comparability study is carried out and
comparability carefully established, it is important to ensure the operational testing
conditions be as close to those in the comparability study as possible. Otherwise,
new studies are needed to re-establish comparability.

Other issues under this category include test security, test preparation, and test
disclosure. These issues are important to ensure the fairness and validity of the test.
Here, we will only discuss one important issue that is related to test security: item
exposure rate control. There are several algorithms for controlling item exposure
rate in CAT. One algorithm implemented by some early researchers used a simple
randomization method, that is, at each stage a set of optimal items was selected
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instead of a single item, and then an item was drawn randomly from this set for
actual administration. The Sympson and Hetter (1985) algorithm uses a conditional
probability of administering an item given that an item is selected as candidate to
control the marginal (actual) exposure rate. The conditional probability, which is
referred to as the exposure rate control parameter, needs to be estimated for each
item through a series of simulations. The Sympson and Hetter algorithm is statisti-
cally elegant and easy to implement. One disadvantage of this algorithm is that
there is no guarantee that a certain number of items can be administered to an
examinee unless there are at least that number of items that have exposure control
parameters equal to one, which means that an item will definitely be administered if
it is selected. Stocking and Lewis (1995a) remodeled this procedure with a multi-
nomial distribution and introduced an adjustment to the cell probabilities to ensure
that there are always enough items to be administered. Both of these algorithms
control the exposure rate for a population of examinees. An item with an exposure
rate under some level, say 20%, may still have a high exposure rate for a group of
examinees with similar ability level. To overcome this problem, Stocking and
Lewis (1995b) again proposed a conditional multinomial algorithm to control item
exposure rate conditioned at all ability levels. Davey and Parshall (1996) proposed
a variation of the Sympson and Hetter algorithm to control item exposure rate
conditioned on the administration of other items. But this algorithm is difficult to
implement in practice.

There is a general restriction in controlling the item exposure rate, that is, the
upper limit of the exposure rate multiplied by the item pool size should be greater
or equal to the CAT test length. This means that the exposure rate can not be
controlled to an arbitrarily low level for a given item pool.

An Example Using ACT Mathematics Items

In the early stages of building a CAT that is comparable to its P&P version,
psychometric analyses can be conducted that help to set various design compo-
nents, such as test length and exposure control, for the CAT. This example illus-
trates how computer simulation techniques might be used to design the features of
this CAT test, and a series of comparisons between the CAT and P&P version are
carried out. The comparison focuses on the psychometric properties/reliability
criterion, but content validity and test security criteria are also addressed. In
addition, this section also illustrates how various decisions that are made in defin-
ing the CAT can affect the comparability of the scores on the CAT to the scores on
the P&P test. A simplified situation is chosen here, in which a pool of test questions
that already exist in P&P forms are used to develop a pool of items for a CAT pool.
Only fairly simple content-balancing and exposure control procedures are used. In
addition, to examine the effects of pool size, the pools were randomly divided in
half for conyenience. Much more extensive procedures would likely be necessary if
an operational CAT ACT Mathematics test were to be developed to be comparable
to a P&P ACT Mathematics test.
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Methodology

Comparability between the CAT version and its conventional version can be
studied with simulation methods and real data methods. Simulation methods usu-
ally are used at the pilot and developmental stage that sets the basic design of the
CAT version. Real data studies provide final checks and adjustments on the CAT
version that have been developed and tested with simulations. These approaches are
exemplified by the development and implementation of the GRE General test
(Eignor, Stocking, Way, & Steffen, 1993; Eignor & Schaeffer, 1995). Simulation
studies typically are used heavily to assess the psychometric properties and content
validity, particularly the conditional properties of comparability, whereas real
sample studies are primarily used to assess the overall reliability and other validity
aspects of comparability. This illustrative study used the simulation method.

Data. ACT Assessment Mathematics forms were used a basis for the simulation.
Each P&P form contains 60 multiple-choice items. The P&P forms are scored
based on the number-correct raw scores which are converted to the scale scores that
range from 1 to 36. Response data for seven P&P forms of the ACT Assessment
Mathematics test collected using a random groups design were calibrated using the
calibration program EM1 (Zeng, 1995). This program uses the EM/MML algorithm
in estimating the item parameters. Altogether 420 items were calibrated to construct
a CAT pool. The descriptive statistics are presented in Table 1. The items belong to
six different content categories of the table of specifications. The six content
categories are Pre-Algebra, Elementary Algebra, Plane Geometry, Coordinate Ge-
ometry, Intermediate Algebra, and Trigonometry.

Raw-to-Scale Score Conversions. To make the comparisons more meaningful,
scores were translated to the ACT Assessment score scale. Raw-to-scale score
conversions exist from the process used to equate the P&P forms of the ACT
Assessment. To compute comparable ACT scale scores from a CAT test, it is
necessary to have a process in place for converting IRT abilities to ACT scale
scores. The procedure that was chosen was to conduct this mapping using a process
closely related to IRT true score equating (Kolen & Brennan, 1995). One of the
seven forms was chosen as the base form. The number-correct raw-to-scale score
conversion for this form was used.

Assuming that the IRT model holds, the true number-correct score on the base
form associated with a given 0 can be found from the test characteristics curve as
follows:

k
7(0) = 2 By(6), @)
P

where k is the number of items and P(6) is the probability of correctly answering
item g given 0. The true scale score was defined as

74(8) = s[7(6)], ®)
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TABLE 1

Descriptive Statistics for the Item Parameter Estimates in the Item Pool
a. For the 420-item pool

Parameter a b c
Mean 0.965 0.183 0.150
Median 0.955 0.261 0.152
Standard Deviation 0.289 0.966 0.047
Variance 0.083 0.933 0.002
Kurtosis —-0.334 -0.293 -0.275
Skewness 0.166 —0.361 0.050
Minimum 0.296 -3.099 0.031
Maximum 1.933 2.582 0.282
Count 420 420 420
b. For pool a

Parameter a b c
Mean 0.963 0.181 0.149
Median 0.949 0.306 0.153
Standard Deviation 0.303 0.986 0.045
Variance 0.092 0.973 0.002
Kurtosis -0.326 —0.087 —0.031
Skewness 0.177 —0.490 0.085
Minimum 0.324 -3.099 0.041
Maximum 1.933 2.582 0.282
Count 210 210 210
¢. For pool b

Parameter a b c
Mean 0.966 0.184 0.151
Median 0.958 0.246 0.151
Standard Deviation 0.275 0.947 0.048
Variance 0.076 0.897 0.002
Kurtosis -0.378 —0.524 ~-0.459
Skewness 0.155 -0.216 0.013
Minimum 0.296 —2.185 0.031
Maximum 1.681 2.199 0.256
Count 210 210 210

where s is the raw-to-scale score conversion for number-correct scores. Because
trie number-correct scores from Equation 4 are non-integer scores, linear interpo-

lation was used to find the conversion using Equation 5.

Through these equations, number-correct true scores, true scale scores, and 9 are
all mapped into one another. That is, if 6 is known, then through Equations 4 and 5
the associated number-correct true scores and number-correct true scale scores on a
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particular test form are also known. In the present study, estimated IRT abilities
were converted to ACT scale scores by substituting the estimated abilities for 6 in
Equation 5.

Simulation Procedures. A CAT simulation system was programmed in the C
language and was used in this study. The content specifications for the P&P version
were taken as the goal and were weighted against item information in the CAT item
selection algorithm. Based on the research literature on CAT and experience from
other CAT testing programs (e.g., the GRE and SAT programs, see Eignor, Stock-
ing, Way, & Steffen, 1993), it was expected that the CAT test would need to be
about half as long as the conventional form to achieve a similar level of precision.
So a fixed test length of 30 items was tentatively used at the developmental stage.
Simulations were carried out conditionally on 17 points on the 9 scale from -3.2 to
3.2 in increments of 4. A total of 400 replications were simulated at each of the 8
points for each simulation condition.

For the CAT, the EAP estimates, which use a beta prior to reduce bias (Wang,
1997), were used for both the provisional estimates and the final estimates of 6. The
0 estimates were transformed to the number-correct true scores on the base form
and scale scores using the procedures already described and associated with Equa-
tions 4 and 5.

For simulating the P&P test scores for comparison, the base form was used. The
simulation of this test was the same as that of the CAT test except that it always had
the same 60 items in their original sequence. The number-correct raw scores were
converted to scale scores using the conversion table for the base form.

The simulation procedure was conducted in several steps. First, a pure CAT test
without content balancing and item exposure rate control was simulated and com-
pared to the conventional version. Second, the Stocking and Swanson (1993)
algorithm with the weighted deviation model was used to select items based on
content specifications of six content categories. The weights between information
and content balancing were changed to achieve a satisfactory level of content
balancing while still giving information as much weight as possible. Note that in a
more realistic setting, more detailed content specifications would be required and
content experts would be called in to review the resulting CAT tests from simula-
tion. In this illustrative example, we only used the simplest content specifications.
Third, item exposure rate control was introduced with the Sympson and Hetter
(1985) algorithm. A series of simulations were carried out to estimate the exposure
rate control parameter for each item. The goal was to control the exposure rate at
under 15%; that is, no item should be administered to more than 15% of the
examinee population. Fourth, test length was varied from 30 items to 20 items to
examine the effect of this reduced test length. Fifth, the item exposure rate was
varied from 15% to 10% to examine the effect of more strict exposure rate control.
Finally, the 420-item pool was divided into two randomly equivalent item pools,
each having 210 items, to examine the effect of the reduced item pool size and to
assess the comparability between these randomly equivalent CAT pools. The simu-
lation conditions are summarized in Table 2.
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TABLE 2
Simulation Conditions
Simulation Test  Content-  Exposure Pool
Condition Administration Scoring  Length Balancing  Control Size
P&P NC based  P&P (Fixed) Number-Correct 60 N/A* N/A N/A
Pure CAT Adaptive EAP O 30 None None 420
cat30il5e Adaptive EAP 6 30 Yes 15% 420
cat20ilSe Adaptive EAP 6 20 Yes 15% 420
cat30il0e Adaptive EAP 6 30 Yes 10% 420
pool a Adaptive EAP 6 30 None None 210
pool b Adaptive EAP 6 30 None None 210

*N/A indicates not applicable

Four aspects. of comparability were examined that pertain to the psychometric
properties/reliability criterion, all based on the simulated data. First, for each
replication of the procedure, CAT and P&P EAP 0 estimates (6) were calculated.
Over the 400 replications conditional on 8, the biasy, standard error (sey), and root
mean-squared etror (rmseq) were calculated as follows:

bias, = >,(0 — 0)/400, - ®

seg = \/ (8 — 8)2/400, and @
rmsey =\ (6 — 6)%/400, (8)

where all of the summations are over the 400 replications and 8 is the mean ability
estimate over the 400 replications. For each condition, each of these indices were
calculated for the P&P and CAT estimated abilities.

Second, statistics were calculated to evaluate first and second-order equity of
scale scores. For each condition of the simulation, number-correct scores on the
P&P test, the EAP 0 estimates on the P&P test, and EAP 0 estimates on the CAT
were converted to scale scores (s). Over the 400 replications and conditional on 9,
the mean scale score for the number-correct P&P tests, designated Syp,p, Was
calculated. The mean scale score for each of the other estimation methods (e.g.,
EAP 6 estimates on the P&P test) over the 400 replications was also calculated at
each 0, and designated as §y,,,.4,4- The quantity,

Sdiffy = Somethoa — Sopar- )]

vwas calculated at each 6 for each method and was used as an index of first-order
equity. If first-order equity holds, the value of this index would be approximately
zero at each 6.
Conditional on 0, the standard deviation of the scale scores for each of the
methods (including the number-correct P&P method), which represents the condi-
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tional scale score standard error of measurement for that method, was calculated as

CSEMSS, = \/ Z(sg — 54)2/400, (10)

where the summation is over the 400 replications and §; is the mean scale score
over the 400 replications for a particular method, conditional on 0. If second
order-equity holds, then at each 0 the value of CSEMSS, would equal the value of
CSEMSS, for the P&P number-correct score method.

Third, based on standard normal population distribution of 6, the frequency
distribution and the cumulative distribution of the scale scores were compared
across methods. Finally, proportions of examinees in the standard normal popula-
tion distribution that exceed certain cut scores were examined and compared.

Results

The results are divided into sections. The first two sections provide the results of
content balancing and item exposure rate control. The third section compares the
CATs and P&P tests on the 6 metric. The fourth section examines first and second
order equity for scale scores. The fifth section compares scale score distributions.
The sixth section focuses on comparisons among the CAT variations. The seventh
section focuses on the two half-size item pools. The eighth section examines some
practical consequences of the differences among different methods by comparing
the proportions of examinees in the population that exceed certain cut scores.

Content Balancing. Table 3 presents the results from implementing the Stocking
and Swanson algorithm for content balancing. The goal for each of the six content
categories for a 30-item test according to the proportional content representation in
the table of specifications for the P&P version is 7, 5, 4.5, 4.5, 7, and 2 items,
respectively. With the weights chosen, the resulting mean numbers of items admin-
istered from each content category meet the goal quite well. The results show that
the Stocking and Swanson (1993) algorithm works well in this one-dimensional
content balancing task.

Item Exposure Rate Control. Table 4 contains results from using the Sympson and
Hetter (1985) algorithm for item exposure rate control. The goal was to limit the
item exposure rate under 15% for all the items. A series of simulations was carried
out to find the item selection rate and to estimate the item exposure control
parameter for each item. The results show that the goal was reached quite well. The
exposure rate for all the items are under 16%. It can be seen from Table 4 that
before item exposure control, more than half of the items in the pool were never
administered; after exposure control, that number dropped to 113 items.

Comparison Among the CATs and P&P Test on the 8 Metric. Figure 1 provides
plots of the indice on the §-metric that were defined in Equations 6 through 8.
Figures 1a and 1d present results for the bias, statistic. Two figures were needed to
plot the results for all of the methods and conditions. Note that the cat30il5e
condition is repeated in the two plots to aid in making comparisons across plots.
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TABLE 3
The content Proportions Conditioned on Each Theta Point
a. Before Content Balancing (pure CAT)

Content(target) 1(7) 2(5) 34.5) 4(4.5) 5(7) 6(2)
Theta Mean SD. Mean SD. Mean SD. Mean SD. Mean S.D. Mean S.D.

—-32 1397 148 633 062 275 105 1.01 021 594 113 0.00 0.00
—-28 1374 181 651 069 239 110 095 027 641 141 0.00 0.00
-24 1346 204 661 078 220 126 088 036 6.84 141 0.00 0.00
-20 1197 229 661 088 3.04 177 053 051 7.86 1.38 0.00 0.00
-1.6 980 237 655 103 460 164 017 039 8.87 1.30 0.00 0.00
-1.2 697 237 758 180 575 080 0.09 032 9.61 1.01 0.00 0.00
-0.8 427 168 956 159 577 070 052 078 9.88 1.17 001 0.09
-04 340 084 865 127 449 106 209 107 1126 1.22 0.11 0.31
0.0 227 08 744 096 346 076 323 095 13.28 1.78 033 049
04 104 061 622 098 401 082 290 104 1491 192 092 1.07
08 173 092 571 0381 392 082 491 159 1020 3.10 355 1.60
12 304 095 548 068 422 137 675 064 5.10 254 541 090
1.6 308 063 475 118 668 145 685 054 287 134 576 0.87
20 270 055 302 110 BO09 054 647 078 308 1.08 6.64 0.98
24 229 051 310 066 831 051 6.02 056 443 0.84 584 0.96
28 219 050 336 058 828 048 6.08 053 496 0.29 5.12 0.57
3.2 204 063 360 073 833 051 6.13 0.64 501 0.17 489 041

b. After Content Balancing (CAT30i15e)

Content(target) 1(7) 2(5) 3(4.5) 4(4.5) 5(7) 6(2)
Theta Mean S.D. Mean SD. Mean S.D. Mean SD. Mean S.D. Mean S.D.

-32 700 000 500 000 500 000 500 0.00 7.00 0.00 1.00 0.00
~28 700 000 500 000 500 000 500 0.0 7.00 0.00 1.00 0.00
-24 700 000 500 000 500 000 500 007 7.00 0.00 1.00 0.07
-20 700 000 500 000 500 000 500 007 7.00 0.00 1.00 0.07
-16 700 000 500 007 500 000 497 0.16 7.00 0.00 1.02 0.15
-12 700 000 501 012 49 009 493 026 7.00 0.07 1.05 023
-08 700 005 505 023 497 016 482 040 7.01 0.10 1.15 035
-04 692 027 505 022 495 023 471 047 7.01 0.10 136 048
00 655 050 502 019 489 034 482 040 7.04 0.21 1.68 047
04 621 040 498 022 484 040 497 0.17 7.05 030 195 0.28
08 612 033 494 029 485 040 5.00 0.1 6.86 0.36 223 046
12 612 032 495 026 495 027 502 014 626 044 271 053
1.6 633 047 496 023 506 026 501 0.10 6.04 0.18 2.60 0.53
20 630 046 498 018 516 038 500 0.00 6.20 0.40 235 048
24 646 050 500 000 508 027 500 000 6.28 045 2.19 039
28 662 049 500 000 502 013 500 0.0 632 047 204 021
32 668 047 500 000 500 000 500 0.00 6.31 0.46 201 0.09

The bias, statistic is mainly less than .1 over the range -2 < 8 < 2 for all of the
methods, suggesting little bias. This statistic was close to —.1 around 9 = 1 on the
CATs based on pool a, and pool b, which might occur if there were relatively few
highly discriminating items near this level. Bias is larger at more extreme values of
0, which is characteristic of EAP 0 estimates when there are few highly discrimi-
nating items that have difficulty values around these 9-levels.
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TABLE 4

The Item counts within Exposure Rate Ranges (for CAT30il5e)

Exposure Rate Range Counts Cumulative Counts
a. Before Exposure Control

(.50 to 1.00) 6 6

(.30 to .50) 35 41

(.15 to .30) 34 75

(.00 to .15) 102 177

Never Administered 243 420

b. After Exposure Control

(.15 t0 .16) 9 9
(.10 t0 .15) 180 189
(.05 t0 .10) 34 223
(.00 to .05) 84 307
Never Administered 113 420

Figures 1b and le present the se, statistic and Figures 1¢ and 1f present the rmse,
statistic. Focus is on rmse, because it is an overall index. As can be seen, the pure
CAT has the smallest index value at all values of 8. In Figure 1c, the cat30il5e has
smaller index values than the cat20il15e¢ and the cat30i10e, which is as should be
expected when test length is shortened (from 30 to 20 items) or exposure control is
made more stringent (from 15% to 10%). As expected in figure 1f, the pool a and
pool b statistic values are larger than those for the pure cat at all 8 values, which is
as expected when pool size decreases. The statistic values for pools a and b are also
larger than those for the P&P test at all score values. The differences among the
different CAT pools is discussed further in a later portion of the results section.

First and Second Order Equity for Scale Scores. The first and second order equity
indexes for scale scores are plotted in Figure 2. Figures 2a and 2d show values of
the Sdiffy statistic, which indexes the mean scale score differences between the
derived scale scores and the number-correct score-based scale score on the P&P
version. Statistic values of zero are expected if first-order equity holds. Figure 2a
shows that there was a one-half to one point mean scale score difference between
these scores and the number-correct based P&P scores at 0 values in the range of 0
to 3.

The CSEMSS, statistics for scale scores are plotted in the middle portion of
Figure 2. The same indexes are plotted against the conditional mean scale scores in
the bottom portion of Figure 2. Note that the vertical axis values are the same in
both the middle and bottom plots. The horizontal axis values differ and are just
monotonic functions of one another, which are related through Equation 5. Two sets
of plots are displayed so that the scale score standard errors can be related to both
the 6 scale and scale score scale. Outside of the middle score ranges, CSEMSS, is
larger for the P&P number correct based method than for the other methods. This
finding suggests that none of the CAT-based methods produce scores with
CSEMSS, values that are close to those for P&P number correct based method.
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FIGURE 1. Bias, SE, and RMSE of the estimated 6’s

Overall, the results provided in Figure 2 suggest that both first and second order
equity, as compared to the current P&P number correct based scale scores, has not
been achieved very closely by any of the methods. To some extent, this result is
expegted because the CAT and P&P scores used very different scoring methods.
How to minimize the differences of CSEMSS,, at the two ends of the scale remains
a question to be investigated. Possible approaches to this problem include using a
variable test length termination rule rather than fixed test length rule, and using
different estimation methods such as maximum likelihood estimation. However, it
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is not expected that these approaches would solve this problem completely. In real
testing situations, practitioners will have to relate the CAT and P&P scores without
fully satisfying the second order equity criterion.

Comparison of Scale Score Distributions. The scale score distribution and cumu-
lative distribution for a population of examinees with a standard normat 9 distribu-
tion are plotted in Figure 3. Figures 3a and 3b show that the cumulative scale score
distributions for all CATs were quite similar to one another, but they all differ from
those for the P&P number-correct-based scale scores. This finding indicates that
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FIGURE 3. The distributions and cumulative distributions of the scale scores

the difference in scoring methods might contribute to the major difference in scale
score distributions. The magnitude of these differences suggest that an equipercen-
tile adjustment would still be needed if it were desired to make the scale score
distributions nearly equal.

Variations of CATs. The figures give results for various CATs, including two
different variations of the CAT test design, with one changing the test length from
30 items to 20 items, and the other changing the exposure rate limit from 15% to
10%. Results from these comparisons are plotted in the left parts of Figures 1
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through 3. As mentioned earlier, Figures 1a, 1b, and 1c show that the two variations
consistently increased rmse, of the standard CAT by a small amount. These two
variations actually produced very similar errors. The rmse, of these two variations
were slightly larger than that of the P&P version in the middle part of the 9 scale,
but were similar at other parts of the scale. Figures 2a shows that the two variations
did not affect Sdiff, (first order equity) much, but increased the CSEMSS, in the
middle part of the scale scores. The difference in CSEMSS, between these two
variations and the P&P number-correct based scores might be greater than what
could be accepted in practice. This result indicates that for this item pool, a test
length of 30 items and item exposure rate upper limit of 15% is needed to make the
CAT comparable to the P&P version. If exposure rate is to be controlled at a lower
value, a larger item pool is needed, or the test length might need to be increased.
Figure 3b shows that the cumulative scale score distributions for all CAT variations
were quite similar to each other, although they all differ slightly from the P&P
scores.

Comparison of Two Half-Size Pools. The half-size pools were constructed by
randomly selecting items from the full pool. The results are plotted in the right side
of Figures 1 through 3. Figures 1d, le, and 1f show that reducing the item pool size
by half substantially increases estimation error. Figures 2d, 2e, and 2f show that
reducing pool size by half also had a negative effect on comparability under the
first and second equity criteria. The right side of Figure 3 shows a similar pattern to
the left side of Figure 3, except that the cumulative scale score distributions of the
pool b was very close to that of the P&P number-correct-based scale scores. One
particularly interesting finding is that there appear to be some differences between
the conditional means and standard errors for pools a and b as shown in Figure 2e
and 2f. The characteristics of the two pools appear to lead to scale scores in the
pool a that do not closely achieve the first and second order equity property with
scale scores from pool b. There are also differences in scale score distributions for
the two pools as is shown in Figure 3c and 3d. A possible explanation of these
differences is that pool b has a much narrower range of difficulty than pool b. Thus,
it could be argued that a further score adjustment would be needed before reporting
scale scores from these two pools.

Proportions Exceeding Cut Scores. One way to evaluate some of the practical
consequences of using different procedures is to compare the proportions of exam-
inees who would exceed important cut scores on a test. Table 5 contains the
proportions of examinees in the population with a standard normal distribution of 0
that are above certain cut scores on the ACT score scale. These cut scores were
chosen because they are relevant for certain important decisions. For example, a
scale score of 18 is used in deciding whether National Collegiate Athletic Associa-
tion (NCAA) athletes are eligible to participate in college sports as freshmen, and a
score of 20 is near the mean for college-bound students.

The proportions in the table suggest that there could be a 2% to 4% difference in
percentages exceeding cut scores between the CAT version and P&P number
correct based versions for scale scores of 18 and 20, but less than 1% at scores of
15 and 30. One interesting finding is that there were larger differences in propor-

43



Wang and Kolen

TABLE §

Proportions of Examinees in the Population that Were At or Above Certain Cut Scores
Versions \ Cut Scores 15 18 20 30

a. The Proportions that were at or above cut scores.

P&P NC based 0.9155 0.7122 0.5340 0.0385
CAT 30i 15¢ 0.9133 0.6758 0.5143 0.0341
CAT 30i 10e 09111 0.6656 0.5124 0.0341
CAT 20i 15e 0.9101 0.6734 0.5206 0.0352
CAT pool a 0.9362 0.7012 0.5319 0.0388
CAT pool b 09134 0.6993 0.5587 0.0353

b. The Differences in Proportions with P&P Number-Correct Based Scale Scores.

P&P NC based 0.0000 0.0000 0.0000 0.0000
CAT 30i 15¢ —0.0022 —0.0364 —0.0198 —0.0044
CAT 30i 10e —0.0044 —0.0466 —0.0216 —0.0044
CAT 20i 15¢ ' —0.0054 —0.0388 —0.0134 —0.0033
CAT pool a 0.0207 —0.0111 —0.0021 0.0003

CAT pool b —0.0021 —0.0129 0.0247 -0.0033

tions for pools a and b. For example, 53.19% exceeded the cut score of 20 with
pool a whereas 55.87% exceeded a 20 with pool b. Differences of this magnitude
might have practical consequences in test use.

Table 6 contains the overall means and standard deviations (SDs) of scale scores
for various CAT and P&P conditions. The means shows the maximum difference
among these conditions to be about .4, which is a significant mean difference. The
SDs show that the P&P score have larger SDs. These results again indicates there is
sizable incomparability among these various conditions.

Discussion and Conclusions

The ACT Mathematics example illustrates how the psychometric characteristics
of a CAT and a P&P version of a test, as well as alternate CAT pools, could be
compared and evaluated through simulation procedures This example was intended
to illustrate an approach that can be used at the early stages of CAT development.
This psychometric evaluation was presented in the context of a theoretical frame-
work that can be used to evaluate comparability issues with CATs. In CAT devel-
opment, real data comparability studies and validation studies also should be
considered, as is indicated in the theoretical framework that was provided.

The ACT Mathematics example illustrated conditions that influence the compa-
rability of scores on CATs and P&P tests. The results clearly suggest a lack of
comparability between any of the CATs that were simulated and the P&P tests. This
lack of «comparability was reflected in differences in expected scale score, scale
score error variability, and score distributions. With considerable effort, the CAT
length, pool size, and other CAT parameters might be able to be adjusted so that the
resulting scale scores from the CAT and P&P tests would be sufficiently compa-
rable for them to be used interchangeably.
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TABLE 6
Overall Means and Standard Deviations of Scale Scores

Standard
Versions Mean Deviation
P&P NC based 20.656 4.802
Pure CAT 20.405 4.625
CAT 30i 15¢ 20.334 4.609
CAT 30i 10e 20.288 4,637
CAT 20i 15e 20.374 4,634
CAT pool a 20.574 4.549
CAT pool b 20.668 4,651

Reviewers of an earlier revision of this paper made the strong case that by
focusing on making the CAT and P&P scale scores comparable, many of the
advantages of a CAT are lost. For example, one advantage of a CAT is that for a
given amount of testing time, a CAT can be made to be more reliable than a P&P
test. We agree that this increase in reliability is a significant potential benefit for a
CAT and that our approach negates this benefit. (Note that even if the CAT and
P&P tests are constructed to have the same reliability, the use of CAT could be
beneficial by leading to shorter testing time while maintaining the same level of
reliability as the P&P test.) However, if scores on a P&P and CAT test are to be
used interchangeably, then making a CAT more reliable than the P&P test can result
in some inequities. For example, a score of 18 on the ACT Assessment is used as a
cut score for collegiate sports eligibility by the NCAA. In Table 5, approximately
71% of the examinees earn P&P number-correct based scale scores of 18 or higher.
However, approximately 68% of the examinees earn CAT based scale scores above
18. If the CAT test were used, it appears that approximately 3% fewer examinees
would be eligible. In addition, many individual examinees would be more likely to
be eligible on the P&P test than on the CAT. Clearly, the P&P and CAT scores are
not strictly interchangeable in this case. Therefore, it seems to us that if scores on a
CAT and P&P test are to be used interchangeably in high stakes testing situations
like the ACT Assessment, then efforts must be made to ensure that the scores on the
two modes are comparable.

An alternative approach would be to develop a CAT with the intent that the P&P
version would be abandoned in favor of the CAT. In this case, the CAT could be
developed to maximize the benefits of the CAT and there would be no need to
ensure comparability with the P&P test.

The example also illustrates how changes in components of a CAT can lead to
scale scores from one configuration of components not being comparable to scores
from another configuration of components. For example, if a CAT that had a pool
of 200 items were changed to a CAT that had a pool of 400 items, then the scale
scores might become more reliable, but it is likely that they would not be inter-
changeable with the scale scores based on the 200-item pool. The results suggest
that scores on a CAT might not be comparable if any significant changes are made,
which could include changes in the composition of item pools (e.g., choosing more
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reliable items), changes in content balancing strategies, changes in exposure control
parameters, and changes in pool size. That is, all of the components that go into an
adaptive test, can affect the properties of the resulting scale scores, and when any of
these components are changed, the resulting scale scores might not be comparable
to scale scores earned prior to these changes.

Overall, the framework that was provided, as well as the example, is intended to
help guide the development of CATs that are comparable to P&P tests and to
produce comparable scores from alternate CAT pools. Developing comparable
scores is clearly a complex undertaking. As CAT continues to increase in its
popularity in large scale and high stakes standardized testing applications, the
search for sound design and procedures for ensuring comparability is essential.
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