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This study investigated effects of retaining test items manifesting differential item func-
tioning (DIF) on aspects of the measurement quality and validity of that test’s scores. DIF
was evaluated using the Mantel-Haenszel procedure, which allows one to detect items
that function differently in two groups of examinees at constant levels of the trait. Multi-
ple composites of DIF- and non-DIF-containing items were created to examine the
impact of DIF on the measurement, validity, and predictive relations involving those
composites. Criteria used were the American College Testing composite, the Scholastic
Aptitude Test (SAT) verbal (SATV), quantitative (SATQ), composite (SATC), and grade
point average rank percentile. Results indicate measurement quality of tests is not seri-
ously degraded when items manifesting DIF are retained, even when number of items in
the compared composites has been controlled. Implications of results are discussed
within the framework of multiple determinants of item responses.

When ability testing was first introduced in the early 20th century, its pur-
pose was to evaluate individuals objectively to distribute scarce resources on
the basis of merit, rather than social background, socioeconomic status
(SES), or other fallible credentials. Tests were used to assess academic and
job-related abilities, skills, and proficiencies to place individuals efficiently
and objectively into various educational and organizational positions. Al-
though tests were intended to lead to objective decisions about individuals,
they have been found to have adverse impacts on different groups (see Hulin,
Drasgow, & Parsons, 1983; Linn, 1982). Individuals from various social and
demographic groups tend to perform lower on average than others on certain
tests, which has led to claims of discrimination and bias. Being aware of the
ramifications of generating and using biased tests, test developers have be-
gun to examine differences found at the item level, commonly referred to as
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differential item functioning(DIF). After further analysis involving item
content is carried out and possible explanations for group differences are ex-
amined, undesirable items are considered for elimination from the test.

The assumptions underlying these analyses seem quite reasonable. That
is, DIF may have a detrimental effect on the meaning of test scores as well as
on the measurement of the underlying trait(s) of interest for various sub-
groups. However, it becomes important to investigate, in addition to item-
level analysis and detection of DIF, the impact of retaining such items on test
scores and the meaning of those test scores in terms of measurement quality.
It is important to examine group noncomparability at the item level and the
extent that lack of comparability carries through to the overall scale or test
level. These questions are important because decisions regarding individuals
are made at the test-score level and not at the item level. In particular, what are
the effects of retaining tests or scales items that function differently for differ-
ent groups on the measurement quality and correlations involving that test or
scale? How detrimental is retaining such items to indexes of measurement
quality such as reliability and validity?

Test bias and item bias are discussed frequently as separate phenomena,
the concepts rarely being mentioned in the same context (see, however, Hum-
phreys, 1986). (It should be noted at this point that bias will be used through-
out this article to indicate items manifesting DIF.) The relationship between
test and item bias often has been assumed, although there is little direct
empirical evidence to support such an assumption. Test constructors often
presume that a test with items determined to be biased by one or more of the
various methods necessarily results in a poor test. On the surface, this appears
to be a legitimate hypothesis. In fact, this assumption has appeared to be so
reasonable that it has been used in the American legal system in historic deci-
sions about educational and employment discrimination. Unfortunately,
these and related beliefs frequently have been shown to be inaccurate. There-
fore, without empirical evidence, the assumption that a composite of biased
items necessarily leads to an invalid or inferior test is largely conjecture and
requires empirical evaluation.

According to past research, such an assumption is not always substanti-
ated empirically. It is true that items sharing trait variance but differing
widely on other nontrait components of variance frequently are identified as
biased against different subgroups. Roznowski (1987) has shown that inclu-
sion in test composites of heterogeneous items, all of which contain system-
atic, nontrait variance that frequently manifests itself as DIF and/or item bias,
still can result in excellent measurement of the trait of interest (general intelli-
gence, in this case). Such results are due to the fact that the nontrait variance
may overshadow trait variance in an item, but no single source of bias pre-
dominates in the total score. Therefore, in total test score variance, contribu-
tions from trait variance are maximized and contributions from bias, or non-
random error variance, are reduced. This suggests that eliminating such items
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may, in some cases, even be detrimental to overall test score measurement.
However, these ideas need to be systematically examined in empirical
research.

Additional evidence questioning the elimination of items with a moderate
degree of bias is found in Drasgow’s (1987) research. In this study, several
items on the American College Testing (ACT) exam were identified as biased
in different directions, either against Whites, Hispanics, Blacks, females, or
males. Overall, however, the test provided equivalent measurement for each
of the subgroups. In addition, Drasgow (1987) found that statistically signifi-
cant differences in bias indexes do not necessarily translate into practically
significant differences in test scores. In a simulation study of extremely
biased in-one-direction-only items and entirely unbiased items, the differ-
ences in test scores never exceeded .40 of a standard deviation.

Recent theoretical developments also provide considerable justification
for exploring bias at the test level. Shealy and Stout (1991, 1993) showed
mathematically that what they call “nuisance” determinants can produce
item bias cancellation resulting in little or no bias at the test level. In arguing
their position, they discuss “target ability” versus “nuisance” determinants of
item response variance, the latter of which are the many nontrait correlates
and determinants of item responses in any psychological measure. Indeed,
essentially all item responses are multiply determined, and an item can never
be a pure measure of a trait. Shealy and Stout (1991) also provided a mecha-
nism for explaining how several individually biased items may or may not
combine to exhibit a biasing influence at the test-score level. Their theoreti-
cal work shows how cancellation of bias can function to produce negligible
bias at the test level. A central position in their work is that bias should be con-
ceptualized, studied, and measured at the test level rather than at the item
level.

The current study was undertaken to investigate further the relationship
between item bias and test quality. Including items defined asbiasedin a test
composite may not necessarily be detrimental to the measurement quality
and predictive validities of that test composite. Instead, when combined into
test composites, items manifesting some degree of bias actually may provide
adequate measurement of the underlying trait and thus may still result in
large and meaningful correlations and predictive relations with important cri-
teria. It must be emphasized, however, that to retain any set of such items, two
requirements must be met. First, all items must obviously contain valid, trait-
relevant variance. Second, the nontrait variance throughout the items in a
given measure should be multiply determined. When both conditions hold,
items in a composite should contain more trait variance than any single
source of bias variance. This is important at the test/composite level because
covariances among all items reflecting the underlying trait of interest will
dominate in the composite.
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The logic behind this rationale is as follows. Questionable sources of vari-
ance in item responses can never be eliminated entirely, but they can be dealt
with by systematically maximizing the heterogeneous, trait-relevant compo-
nents in the test. If items are selected to maximize such trait-relevant hetero-
geneity, the covariance of any one item with the other items will more likely
be determined by target attribute or ability components (Humphreys, 1970,
1986; Roznowski, 1987; Shealy & Stout, 1991) than by any specific, nontrait
components. When item scores are combined to form a total score, common
variance alone increases in total variance. If the only common determinant
among the items is the trait or traits of interest, then trait variance alone
increases in total score variance. When the other determinants of the item’s
variance are not shared across the set of items, the systematic, nontrait vari-
ance is spread across the multiple items, minimizing the influence of any sin-
gle nontrait contribution to test score variance. Accordingly, it is proposed
that items with both attribute variance and systematic error variance can be
combined into a composite without detrimental effects on measurement
quality and predictive validities.

Although counterintuitive, at the extreme, the scores that result from such
a composite of items may in fact better reflect the underlying trait of interest.
If all items biased in one or more directions are removed from a composite, a
set of items actually may become highly homogeneous in terms of nontrait
contributions. The nontrait variance is no longer spread across multiple item
responses, all with diverse determinants, which results in the individual
sources of nontrait bias variance having a greater impact on the overall test-
score variance relative to trait variance. The resulting correlation no longer
reflects trait variance alone, but instead may reflect the shared nontrait
sources of variance between the test and the criterion (see also Lubinski &
Dawis, 1992; Rushton, Brainerd, & Pressley, 1983). This is especially true if
the criterion is also a measure made up of a set of highly homogeneous,
nontrait-dominated components.

In this study, it is suggested that poor measures of a construct do not neces-
sarily result from the use of items containing systematic bias variance. It is
proposed that composites of items manifesting bias can indeed lead to valid
and meaningful test scores. To investigate this hypothesis, several contrived
composites of biased and unbiased items were developed to satisfy the above
requirements. Correlation coefficients and rank order correlations among
biased and unbiased composites then were computed and examined within
relevant subgroups. Sizeable correlations between composites and the crite-
ria for the various subgroups would indicate support for the idea that bias
variance does not necessarily degrade the measurement of the underlying
construct as long as valid, trait-relevant variance is present in the composite.
Coefficient alphas for the composites also will provide information as to the
measurement quality and ultimate utility of the various composites. Regres-
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sion coefficients and intercepts also will be examined to determine effects on
predictive relations involving such biased composites compared to compara-
ble unbiased composites.

Method

Samples

Examinee data from the High School and Beyond (HSB) data set pro-
duced by the National Educational Longitudinal Studies Program were used
in this study. Participants were selected randomly from a sample of 13,749
high school sophomores who participated in the HSB base year study. Sam-
pling was done for reasons of computational ease and economy and the need
to select individuals who had taken a college entrance exam. The final sample
consisted of 2,145 high school sophomores. These students were followed up
during their senior years and after high school graduation to obtain additional
data, which were used for the criterion measures.

Examinee Data

The following aptitude tests were available in the HSB data set: vocabu-
lary (21 items), reading (19 items), basic arithmetic (math1, 28 items),
geometry and algebra (math2, 10 items), science (20 items), writing (17
items), and civics (10 items), resulting in a total of 125 items. This data set
provided a unique opportunity for the study of item and test properties
because item data as well as multiple external criteria were available for a
large number of students from highly diverse backgrounds and a wide range
of talent. Criteria available were high school grade point average (GPA), high
school rank percentile (RANK PERC), ACT exam scores (the ACT compos-
ite was used), and Scholastic Aptitude Test (SAT) scores (SAT math [SATM],
SAT verbal [SATV], and a composite of both math and verbal tests [SATC]).

Techniques

An estimate of the common odds ratio ($α) determined by the Mantel-
Haenszel procedure (Holland & Thayer, 1988) was used to detect differen-
tially functioning items. As a chi-square procedure, the Mantel-Haenszel sta-
tistic examines the pattern of responses across discrete levels of the trait. For
any comparison of item performance between two groups, the level of the
trait essentially is held constant. Therefore, any difference in item perform-
ance between two groups denotes differential functioning. Many methods of
detecting bias have been proposed and studied (see Linn, Levine, Hastings, &
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Wardrop, 1981; Lord, 1980; Marascuilo & Slaughter, 1981; Scheuneman,
1979). The common odds ratio was chosen because of its ease of use, its
empirical overlap with other methods, and its acceptability as a measure of
DIF.

The common odds ratio measures the degree of performance differences
between two groups of examinees, the focal and the reference groups. An
absence of DIF is represented by$α = 1.00. An item with$α < 1.00 indicates
bias against the reference group, and an item with$α > 1.00 indicates bias
against the focal group. According to this operationalization of bias, the fur-
ther an index is from 1.00, the greater is the degree of bias present in the item.
For this study, DIF was operationalized as those items with$α < .75 or $α >
1.25. These criteria allowed for the identification of items that were biased
against the reference and focal groups to a moderate degree or greater. This
operationalization may be criticized as being too moderate. However, it was
determined that the majority of the items chosen with these criteria would
have been chosen with much stricter criteria. Furthermore, we wanted to be
able to select a pool of items containing some degree of bias to spread out the
bias correlates and determinants in the overall composites (Humphreys,
1986).

It is important to note here that the odds ratio is asymmetric because the
score metric ranges from 0 to infinity, with 1.00 indicating an absence of DIF.
For this reason, researchers also look at the negative log odds index. Accord-
ingly, both indexes were examined in these data, with the overlap in terms of
classification of items as biased or unbiased being nearly 100%.

DIF was determined for both gender and race (Black, White) analyses.
Common odds ratios were computed for the gender analysis with males (n =
1,030) as the reference group and females (n= 1,115) as the focal group. The
analysis of racial groups identified White students (n= 1,301) as the refer-
ence group and Black students (n= 264) identified as the focal group. Items
exhibiting DIF were found in all tests except for the civics test in the race
analysis.

Biased composites were created to maximize the degree of DIF. Thus, the
contrived composites would provide a fairly powerful test of the impact of
DIF on measurement quality and predictive relations. If DIF has a highly det-
rimental effect on test score measurement, then the nonbiased composites
should exhibit markedly better measurement quality and validities than the
biased composites. However, if measurement quality and prediction is not
systematically affected in the compared composites, then the practice of
wide-scale deleting of such items and test “purification” comes into question.

Using both biased and nonbiased items but keeping the number of test
items constant across composites being compared, two types of composites
were developed for both the gender and the race comparisons. The first set of
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composites will be referred to as themoderately biased compositesand were
constructed as follows.

1. All nonbiased items (no bias): Items on all tests for which .75≤ $α ≤ 1.25.
2. Items biased against the focal group (focal bias): Items for which$α > 1.25

plus randomly selected nonbiased items, so that the total number of items
equaled the number of items in the no bias composite.

3. Items biased against the reference group (referent bias): Items on tests for
which $α < .75 plus several nonbiased items, so that the total number of items
equaled the number of items in the no bias composite.

4. Items biased against both the focal and the reference groups (both bias): Items
on tests for which$α > 1.25 or $α < .75 plus randomly selected nonbiased
items, so that the total number of items equaled the number of items in the no
bias composite.

It is important to note here that the majority of items selected would have
been selected had more stringent criteria been used.

To examine the worst possible case of DIF on measurement quality, a set
of extremely biased composites containing only biased items also was devel-
oped. If item bias greatly affects the measurement quality and predictive abil-
ity of the overall test, this set of composites should reflect this phenomenon.
These tests will be referred to as thestrongly biased compositesand were
constructed as follows.

1. All items biased against the focal group (focal bias): Items for which$α > 1.25.
2. All items biased against the reference group (referent bias): Items for which

$α < .75.
3. All items biased against both the focal and the reference groups (both bias):

Items for which$α > 1.25 or $α < .75.
4. All nonbiased items (focal no bias): Items for which .75≤ $α ≤ 1.25 for the fo-

cal group so that the number of items equaled the number of items in the focal
bias composite.

5. All nonbiased items (referent no bias): Items for which .75≤ $α ≤ .25 for the
referent group so that the number of items equaled the number of items in the
referent bias composite.

6. All nonbiased items (both no bias): Items for which .75≤ $α ≤ 1.25 so that the
number of items equaled the number of items in the both bias composite.

Following the development of the composites, correlation and regression
coefficients for each composite with each criterion variable were computed
for the reference and focal groups. Validities and regression coefficients were
examined to determine the relative degree of impact retaining bias has on cor-
relations and predictive relations with various valid external criteria. Coeffi-
cient alphas were examined to investigate the internal measurement quality
of the composites. Finally, rank order correlations were computed between
scores on biased composites and scores on the unbiased composites to exam-
ine whether dramatic changes in rank orders of observed score distributions
would occur with the inclusion of biased items.
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Results

Preliminary Analyses

Identification of biased items. The number of items identified as function-
ing differently for groups was slightly greater in the race comparison than in
the gender comparison. In both comparisons, the vocabulary and science
subtests contained a large proportion of biased items (kvocabulary= 52%;kscience=
45%). In addition, in the race comparison, the writing subtest contained a
large proportion of biased items (kwriting = 47%).

Development of composites. After items were identified as unbiased,
biased against the focal group, or biased against the reference group, unit-
weighted composites of items were created. Due to the relatively small
number of items and thus limited degree of bias in the individual subtests
(e.g., reading, math, etc.), this study focused on overall test composites that
contained items from all subtests. Overall, 85 items were identified as unbi-
ased in the gender analysis (68%), and 78 items were identified as unbiased in
the race analysis (out of 125 total; 62%). The numbers of biased and nonbi-
ased items in the moderately and strongly biased sets of composites for the
gender and race analyses are shown in Tables 1 and 2, respectively. Direction
of bias refers to the composite type created (i.e., “both” refers to the compos-
ite containing items biased in both directions—39 items biased against both
sexes and 46 unbiased items). The second column in each “direction of bias”
pair in Table 1 indicates the number of nonbiased items found throughout the
various tests. These numbers were used in determining the number of nonbi-
ased items to add to each composite (both, focal, referent) because it was nec-
essary to create composites of the same size for comparison.

In the moderately biased composites for the gender analysis, the overall
both bias composite contained 39 items (46%) biased against males or
females and 46 nonbiased items. For the race analysis, the overall both bias
composite contained 45 items (58%) biased against Whites or Blacks and 33
nonbiased items.

The focal bias composite for the gender analysis consisted of 22 items
(26%) biased against females and 63 nonbiased items. For the race compari-
son, there were 26 items (33%) biased against Blacks and 52 nonbiased items
in the focal bias composite. The third bias composite, referent bias, contained
17 items (20%) identified as biased against males and 68 nonbiased items in
the sex comparison. In the race comparison, the referent bias composite con-
sisted of 20 items (26%) biased against Whites and 58 nonbiased items.

In the strongly biased composites, the overall both bias composite con-
tained 22 items biased against females and 16 items biased against males for
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the gender analysis, for a total of 38 biased items (100% bias). The both no
bias composite contained 38 items that exhibited no bias against males or
females. The both bias composite for the race comparison consisted of 25
items biased against Blacks and 20 items biased against Whites, for a total of
45 biased items (100% bias). The both no bias composite contained 45 nonbi-
ased items. All bias and no bias composites for the strongly biased compari-
sons were kept at identical lengths.

The next composites contained items biased against only the appropriate
focal group. In the gender analysis, the focal bias composite contained 22
items biased against females, and the focal no bias composite contained 22
nonbiased items. In the race analysis, the focal bias composite contained 25
items biased against Blacks (100% bias), and the focal no bias composite
consisted of 25 nonbiased items.

For the strongly biased gender analysis, the referent bias composite con-
tained 16 items biased against males, and the referent no bias composite con-
tained 16 nonbiased items for both males and females (100% bias). For the
strongly biased race analysis, the referent bias composite contained 20 items
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Table 1
Number of Biased and Unbiased Items in Moderately Biased Composites

Direction of Bias

No Both Focal Referent

Variable/ No No No No
Composite Bias Bias Bias Bias Bias Bias Bias Bias

Male/female composites
Vocabulary 0 10 10 0 5 5 6 4
Reading 0 14 5 9 3 11 2 12
Math1 0 20 8 12 4 16 3 17
Math2 0 7 3 4 2 5 1 6
Science 0 11 9 2 5 6 4 7
Writing 0 15 2 13 2 13 0 15
Civics 0 8 2 6 1 7 1 7
Composite 0 85 39 46 22 63 17 68

White/Black composites
Vocabulary 0 10 10 0 6 4 5 5
Reading 0 12 7 5 4 8 3 9
Math1 0 20 8 12 5 15 3 17
Math2 0 7 3 4 2 5 1 6
Science 0 10 9 1 5 5 4 6
Writing 0 9 8 1 4 5 4 5
Civics 0 10 0 10 0 10 0 10
Composite 0 78 45 33 26 52 20 58

Note.Referentrefers to Whites and males;focal refers to Blacks and females.
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biased against Whites, and the referent no bias composite contained 20 non-
biased items. Notice that in the strongly biased composites, the total number
of items was considerably less than that for the moderately biased compos-
ites. Also, it is important to note that for the moderately biased analysis, four
composites were created, whereas for the strongly biased analysis, six com-
posites were created. In the moderately biased analysis, the following types
of composites were created: no bias, both bias, focal bias, and reference bias.
In the strongly biased analysis, three biased composites (both, focal, refer-
ence) and three unbiased composites (both, focal, reference) were created. It
was necessary to create three separate unbiased composites instead of just
one in this latter analysis because of the desire to use as many biased items as
were available and the need to keep the corresponding biased and unbiased
composites equal in length. Thus, the number of items in the biased compos-
ites varied, which required a different unbiased composite for each
comparison.

Coefficient alphas were computed for the moderately biased composites.
These values are presented in Table 3. Overall, alphas are extremely high, all
being in the .90s (average alpha is .921). These results, in part, attest to the
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Table 2
Number of Biased and Unbiased Items in Strongly Biased Composites

Direction of Bias

Both Focal Referent

Variable/Composite Bias No Bias Bias No Bias Bias No Bias

Male/female composites
Vocabulary 10 10 5 5 5 5
Reading 5 5 3 3 2 2
Math1 7 7 4 4 3 3
Math2 3 3 2 2 1 1
Science 9 9 5 5 4 4
Writing 2 2 2 2 0 0
Civics 2 2 1 1 1 1
Composite 38 38 22 22 16 16

White/Black composites
Vocabulary 10 10 5 5 5 5
Reading 7 7 4 4 3 3
Math1 8 8 5 5 3 3
Math2 3 3 2 2 1 1
Science 9 9 5 5 4 4
Writing 8 8 4 4 4 4
Civics 0 0 0 0 0 0
Composite 45 45 25 25 20 20

Note.Referentrefers to Whites and males;focal refers to Blacks and females.
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overall high quality of the various composites constructed, both the biased
and the unbiased.

Table 3 also contains the coefficient alphas for the strongly biased com-
posites. These alphas are quite a bit lower than those for the moderately
biased composites, which reflects in part the reduced test sizes for these com-
posites. However, the majority of the values are also quite high (average
alpha is .78). The alphas are uniformly higher for the more balanced, both-
bias composites, with the average alpha being .86. There also appears to be
some tendency for the biased composites to have slightly larger coefficient
alphas.

Next, rank order correlations were computed for the various bias-no bias
pairs for both the moderately and strongly biased composites. These correla-
tions represent ordinal relationships between the rankings of scores for the
biased and unbiased tests. Table 4 presents the rank order correlations for the
moderately biased composites for both sexes and the combined sample.
These correlations are consistently very high, with most correlations being in
the high .90s (averager = .97). These results indicate a consistently high
degree of overlap for the rank orders of the biased and the unbiased observed
score distributions. Thus, individuals’ observed test scores would fall in
largely the same relative position in the distribution, regardless of which
composite was used (biased or unbiased).

Table 4 also contains the rank order correlations for the strongly biased
composites, again with the bias-no bias tests forming the correlated pairs.
These correlations are high but quite a bit lower than those for the moderately
biased composites (averager = .79). The largest rank order correlations
occurred for the more balanced both-bias composites, indicating very similar
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Table 3
Alpha Coefficients for Moderately and Strongly Biased Composites

Number of Number of
Composite Females Males Items Blacks Whites Items

Moderately biased
No bias .917 .932 85 .904 .913 78
Both bias .928 .940 85 .912 .913 78
Focal bias .928 .940 85 .920 .909 78
Referent bias .919 .934 85 .905 .909 78

Strongly biased
Both no bias .820 .855 38 .847 .865 45
Both bias .875 .895 38 .882 .869 45
Focal no bias .690 .757 22 .746 .766 25
Focal bias .792 .824 22 .833 .810 25
Referent no bias .611 .681 16 .684 .709 20
Referent bias .745 .788 16 .719 .716 20

Note.Nfemales= 1,004;Nmales= 930;NBlacks= 225;NWhites= 1,425.
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test score distributions for these more balanced, longer composites (aver-
ager = .86).

Next, to investigate the general magnitude of covariance across compos-
ites and the overlap between the various contrived composites, it is useful to
look at the zero-order correlations between the composites and different cri-
teria. Correlation coefficients were computed for each of the contrived com-
posites and the criterion variables. The criterion variables included scores on
the SATM, the SATV, the SATC (a composite of both the math and verbal
exams), the ACT, RANK PERC (rank divided by class size), and GPA. All
correlations involving GPA were nonsignificant. This being a common find-
ing,adecisionwasmadenot to investigate thecorrelations involving rawGPA.

Correlation coefficients for each composite in the moderately biased set
were computed for focal and reference groups. These scores were essentially
unit-weighted linear composites of the individual tests that would create rela-
tively long tests for analysis (Shealy & Stout, 1991). The overall composite
contained many elements typically found in measures of general ability,
although complete factorial coverage cannot be assumed here. Correlations
for the moderately biased test composites for males and females are shown in
Table 5.

The appropriate comparisons here would involve the no bias composite
with the remaining biased composites within each group (i.e., within males,
etc.). This type of comparison was viewed as appropriate because of the need
to keep extraneous or confounding influences on correlations from unduly
influencing results. Excellent validities overall were obtained, which attests
to the quality of the HSB measures (averagers for SATC = .82; ACT = .82;
RANK PERC = .53). Differences between the correlations of the no bias

ROZNOWSKI AND REITH 259

Table 4
Rank-Order Correlations for Moderately and Strongly Biased Composites

Composites

No Bias vs. No Bias vs. No Bias vs.
Sample Both Bias Focal Bias Referent Bias

Gender
Females .968/.852 .980/.745 .984/.683
Males .973/.879 .984/.795 .986/.713
Overall .970/.865 .981/.755 .984/.689

Race
Blacks .932/.831 .955/.728 .960/.704
Whites .952/.873 .971/.782 .978/.712
Overall .956/.884 .973/.797 .979/.724

Note.Nfemales= 1,004;Nmales= 930;NBlacks= 225;NWhites= 1,425. Correlations for moderately biased compos-
ites are first in pair.
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composite and the focal and reference bias composites as well as the bal-
anced both-bias composites were small. These results indicate that highly
similar orderings are occurring for the distributions of the various measures
(both the contrived and the criterion scores). Furthermore, differences
observed were in both directions, indicating no systematic benefit or detri-
ment from the removal of biased items.

Correlations for the race composites contained in the moderately biased
set for Blacks and Whites also are presented in Table 5. Again, excellent
validities were obtained overall (averagers for SATC = .84; ACT = .82;
RANK PERC = .49). The differences between the correlations of the no bias
composite and the focal and referent bias composites are mostly trivial.
Recall that all compared composites were designed to have equal numbers of
items. Results for both the gender and race comparisons indicate highly simi-
lar correlations for both the biased and unbiased tests and thus similar mean-
ing for the different composites within a given group.

Correlations for the strongly biased composites for the gender and race
comparisons are provided in Table 6. The differences between the correlation
coefficients in the strongly biased set were slightly greater than the differ-
ences in the moderately biased composites, as might be expected. However,
the validities are quite high even here (averagers for SATC = .76, ACT = .76,
RANK PERC = .47 for gender analysis; averagers for SATC = .79, ACT =
.77, RANK PERC = .43 for race analysis). Again, these tests were composed
of fewer but all biased items. However, note that in some cases, the differ-
ences were actually in favor of the biased composites, especially in the
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Table 5
Moderately Biased Overall Test Validity Coefficients: Gender and Race

Measure No Bias Both Bias Focal Bias Referent Bias

Males/females
SATM .75/.72 .74/.73 .75/.74* .75/.71
SATV .77/.76 .76/.76 .77/.76 .75*/.74
SATC .83/.81 .82/.82 .83/.82 .82/.80
ACT .83/.82 .82/.84 .83/.84 .81/.80
RANK PERC –.54/–.52 –.53/–.55* –.52*/–.53 –.54/–.53

Whites/Blacks
SATM .69/.83 .73/.86 .70/.84 .72*/.87
SATV .74/.76 .75/.76 .76/.76 .75/.73
SATC .79/.86 .82*/.88 .81/.87 .81*/.87
ACT .81/.82 .82/.85 .82/.85 .81/.82
RANK PERC –.52/–.40 –.56/–.39 –.55/–.41 –.56/–.40

Note.Referentrefers to males and Whites;focalrefers to females and Blacks. SATM, SATV, and SATC are the
Scholastic Aptitude Test, math, verbal, and composite, respectively. ACT = American College Testing exami-
nation; RANK PERC = high school rank percentile.
*Significantly different from the corresponding no bias composite atp < .01.
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gender comparison. If a large degree of DIF was impairing the measurement
quality of measures, these comparisons should have detected that impair-
ment. Overall, the differences were trivial, and highly similar validities were
obtained for the different composites. Finally, the largest correlations were ob-
served for the more balanced “both” tests (averagers for SATC = .80, ACT =
.81, RANK PERC = .50 for gender analysis; averagers for SATC = .82, ACT =
.81, RANK PERC = .45 for races).

Regression Analyses

Slopes. Regression equations were computed using each composite to
predict each criterion. Regression coefficients were compared across biased
and unbiased composites for each examinee group. This comparison was car-
ried out because of the desire to examine differences in decisions that might
be made for individuals using the different contrived composites. Regression
coefficients (weights) for the moderately biased composites for both the
gender and the race analyses are presented in Table 7. Regression weights for
the strongly biased composites are presented in Table 8 for the gender analy-
sis and the race analysis. Differences between the slopes of the regression equa-
tions across the different composites were evaluated usingt tests (Cohen &
Cohen, 1983; Pedhazur, 1982). None of the differences for the moderately
biased composite regression coefficients was statistically significant for
either the gender or the race comparisons (p < .01). Thus, the different com-
posites were yielding highly similar regression weights.
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Table 6
Strongly Biased Overall Test Validity Coefficients: Gender and Race

Both Both Focal Focal Referent Referent
Measure No Bias Bias No Bias Bias No Bias Bias

Males/females
SATM .73/.68 .72/.71 .66/.64 .68/.70 .64/.60 .64/.57
SATV .78/.76 .76/.74 .72/.70 .71/.71 .73/.68 .70/.64
SATC .82/.79 .81/.79 .75/.74 .76/.77 .75/.70 .73/.67
ACT .83/.78 .79/.83 .78/.70 .77/.79* .76/.68 .68/.71
RANK PERC –.50/–.48 –.49/–.54* –.46/–.43 –.44/–.51* –.44/–.40 –.48/.48*

Whites/Blacks
SATM .66/.83 .68/.83 .63/.81 .64/.78 .60/.75 .62/.76
SATV .74/.77 .75/.74 .70/.76 .72/.75 .67/.73 .69/.62
SATC .78/.86 .79/.85 .73/.85 .75/.83 .70/.80 .72/.75
ACT .80/.81 .79/.85 .74/.76 .76/.83 .70/.73 .71/.74
RANK PERC –.54/–.38 –.53/–.35 –.49/–.39 –.49/–.34 –.47/–.37 –.51/–.32

Note.Referentrefers to males and Whites;focalrefers to females and Blacks. SATM, SATV, and SATC are the
Scholastic Aptitude Test, math, verbal, and composite, respectively; ACT = American College Testing exami-
nation; RANK PERC = high school rank percentile.
*Significantly different than the corresponding no bias composite atp < .01.
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However, in the strongly biased composite, four of the differences in
the gender comparison and one of the differences in the race comparison
were statistically significant. Again, the relevant comparison here would
be the composites for the various bias-no bias pairs. The differences that
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Table 7
Moderately Biased Overall Test Regression Coefficients: Gender and Race

Measure No Bias Both Bias Focal Bias Referent Bias

Males/females
SATM 6.78/5.77 6.56/5.61 6.71/5.55 6.88/5.62
SATV 6.20/6.09 6.00/5.78 6.12/5.68 6.21/5.85
SATC 12.99/11.86 12.57/11.39 12.85/11.24 13.09/11.45
ACT .38/.37 .37/.35 .38/.35 .35/.35
RANK PERC –1.03/–1.09 –.97/–1.06 –.97/–1.04 –1.00/–1.06

Whites/Blacks
SATM 6.77/8.50 6.71/7.94 6.37/7.62 7.00/8.55
SATV 6.82/6.69 6.76/6.17 6.62/6.17 6.99/6.46
SATC 13.59/15.16 13.49/14.11 13.00/13.78 14.00/15.00
ACT .40/.44 .41/.40 .40/.40 .41/.42
RANK PERC –1.27/–.94 –1.27/–.85 –1.20/–.88 –1.30/–.91

Note.Referentrefers to Whites and males;focalrefers to Blacks and females. SATM, SATV, and SATC are the
Scholastic Aptitude Test, math, verbal, and composite, respectively; ACT = American College Testing exami-
nation; RANK PERC = high school rank percentile.
*Significantly different from the corresponding no bias composite atp < .01.

Table 8
Strongly Biased Overall Test Regression Coefficients: Gender and Race

Both Both Focal Focal Referent Referent
Measure No Bias Bias No Bias Bias No Bias Bias

Males/females
SATM 13.53/11.62 13.91/10.73 21.34/19.19 21.19/16.78 29.14/24.45 27.07/20.63
SATV 12.98/12.95 13.19/11.13 21.04/21.03 20.06/17.09* 29.76/27.89 26.53/22.30*
SATC 26.57/24.55 27.15/21.88 42.45/40.08 41.46/33.89* 59.23/52.06 53.69/42.82
ACT .83/.76 .75/.66 1.38/1.17 1.24/1.04 1.94/1.53 1.33*/1.28
RANK PERC –2.11/–2.15 –1.81/–2.02 –3.35/–3.43 –2.86/–3.25 –4.44/–4.33 –3.75/–3.96

Whites/Blacks
SATM 10.21/13.75 10.33/12.38 15.80/23.52 15.23/17.82 19.45/28.15 20.56/26.44
SATV 10.84/11.40 10.98/9.97 16.58/20.09 16.34/15.23 20.44/25.00 21.83/19.42
SATC 21.08/25.12 21.39/22.37 32.41/43.80 31.67/33.01* 39.91/53.29 42.57/46.11
ACT .64/.68 .66/.61 1.03/1.00 1.02/.92 1.28/1.28 1.23/1.29
RANK PERC –1.99/–1.44 –1.96/–1.21 –3.11/–2.35 –2.82/–1.87 –3.91/–2.91 –4.11/–2.55

Note.Referentrefers to males and Whites;focalrefers to females and Blacks. SATM, SATV, and SATC are the
Scholastic Aptitude Test, math, verbal, and composite, respectively; ACT = American College Testing exami-
nation; RANK PERC = high school rank percentile.
*Significantly different from the relevant no bias composite atp < .01.
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were found appeared in either the focal or the reference bias composites,
but not in the more balanced, both bias composites. It is also important to note
that the strongly biased composites were shorter in length than the moderately
biased composites. This is relevant because in longer tests, there is likely a
greater diversity of nontrait determinants, allowing maximum trait-relevant
heterogeneity and common trait variance to increase (Humphreys, 1985).

Intercepts. Last, regression intercepts were explored. Intercepts for the
moderately biased composites for both the gender and the race analyses are
presented in Table 9. Intercepts for the strongly biased composites are pre-
sented in Table 10 for the gender analysis and the race analysis. Some inter-
cept differences were found for the moderately biased tests. However, there
are considerably more differences in the gender and race comparisons for the
strongly biased test composites. These differences, however, do not appear to
be systematic. That is, the differences are not in predictable comparisons or
in consistent directions.

Discussion

The impact of differentially functioning items on test scores, test score
distributions, and measurement quality often has been assumed to be highly
detrimental. Researchers and test developers quite naturally have believed
that item-level analyses provide sufficient evidence to make decisions
regarding the retention and deletion of items. The results of this study do not
support such assumptions. Additional and perhaps simultaneous analyses at
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Table 9
Moderately Biased Overall Test Regression Intercepts: Gender and Race

Measure No Bias Both Bias Focal Bias Referent Bias

Males/females
SATM 127/149 118/142 110/148 100/132
SATV 114/113 105/113 99/122 93/99
SATC 240/262 222/254 207/269 192/231
ACT .42/–.12 –.13/.02 –.82/.30 –.13/–1.13
RANK PERC 98/92 98/93 98/91 99/95

Whites/Blacks
SATM 127/28 138/72 144/79 117/16
SATV 90/97 101/135 97/130 83/100
SATC 215/126 238/207 240/209 200/117
ACT –.26/–2.73 –.34/–.47 –.38/–.68 –.71/–2.32
RANK PERC 105/85 103/80 102/81 106/84

Note.Referentrefers to Whites and males;focalrefers to Blacks and females. SATM, SATV, and SATC are the
Scholastic Aptitude Test, math, verbal, and composite, respectively; ACT = American College Testing exami-
nation; RANK PERC = high school rank percentile.
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the overall test level are necessary for researchers interested in detecting and
controlling bias.

The purpose of this study was to evaluate the effects of item bias on two
general aspects of the overall test, the measurement quality and predictive
validities involving that test. It was proposed that the inclusion of biased
items in tests does not greatly weaken or degrade the measurement quality of
the test. Does the inclusion of biased items lead to poor measurement? Such
questions seem more critical than those at the individual-item level because
decisions regarding individuals’ future performance are made at the overall
test-score level. The results of this study largely support these premises. The
biased test composites produced measurement quality that was, in most
cases, equivalent to that of the unbiased test composites. Even with the highly
contrived, entirely biased tests, effects on different indexes of measurement
quality were not extreme.

Implications

There are several implications, both theoretical and practical, of these
results. These findings indicate that the practice of deleting items with some
relationship to group membership for the purpose of test purification is not
always necessary or beneficial. A test containing items determined to contain
some “bias” elements may still provide excellent information about individu-
als’future performance. These results can be viewed within the framework of
multiple determinants of item responses. Item responses almost always are
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Table 10
Strongly Biased Overall Test Regression Intercepts: Gender and Race

Both Both Focal Focal Referent Referent
Measure No Bias Bias No Bias Bias No Bias Bias

Males/females
SATM 166/188 95/160 194/198 150/209 190/210 169/196
SATV 134/139 70/130 154/154 123/185 138/158 130/157
SATC 298/327 162*/290 346/353 269/394 323/371 298/355
ACT 1.14/1.88 –.49/1.49 1.67/3.20 .66/4.30 .66/4.03 5.19/3.20
RANK PERC 94/84 95/89 91/82 91/82 91/80 88/85

Whites/Blacks
SATM 177/57 171/103 201/47 210/177* 211/66 223/95
SATV 123/105 116/150 153/87 156/198* 163/91 172/166*
SATC 298/163 283/252 353/130 364/376* 373/155 392/257*
ACT 1.46/.27 .63/1.50 2.50/2.10 2.10/4.50* 2.80/1.80 5.00*/1.20
RANK PERC 98/79 98/74 94/79 90/69 94/79 91/75

Note.Referentrefers to males and Whites;focalrefers to females and Blacks. SATM, SATV, and SATC are the
Scholastic Aptitude Test, math, verbal, and composite, respectively; ACT = American College Testing exami-
nation; RANK PERC = high school rank percentile.
*Significantly different from the corresponding no bias composite atp < .01.
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determined by multiple factors in addition to the underlying trait of interest.
Most well-constructed tests contain items whose responses are related to
such factors as an examinee’s race, religion, ethnicity, SES, and to a variety of
psychological, demographic, or other features of individuals. The presence
of such response determinants or correlates does not necessitate removing an
item if variance of the item responses is substantially related to the trait being
measured. Test developers often delete items identified to be functioning dif-
ferentially across subgroups so that protected groups are not discriminated
against. Frequently, between-group differences on an item or scale indicate
little about the relevance of within-group differences on the same items or
scales for the measurement of intelligence or other, more specific abilities.
Poor measures do not necessarily result from the presence of specific, non-
trait components of variance. Problems will likely arise, however, when
responses to items in a test are determined in large part by irrelevant and inap-
propriate factors.

Humphreys (1962, 1970, 1986) has long argued against high homogene-
ity in psychological tests and in favor of including in tests a heterogeneous set
of items, all with trait-relevant variance. He points out that the only reason-
able way to keep nontrait determinants from contributing substantially to test
scores is to include a diversity of items with heterogeneous determinants.
With a constant number of items, the larger the number of different, nontrait
determinants, the less any individual determinant will contribute to total test
variance. Items sharing determinants will covary with each other and conse-
quently contribute to item-item covariances. The N(N-1) covariance terms
will far outweigh the N variance terms that determine total test variance.

Such systematic diversity would serve to increase contributions from
attribute or trait sources and to decrease the contribution to total test variance
from each systematic, nontrait source and, ultimately, to improve the validity
and measurement quality of the test. Eliminating items from a test because
their content capitalizes on experiences of or knowledge more likely attained
by certain subgroups ultimately may impair a test’s predictive power. In this
study, we did not specifically create tests to maximize (or minimize) trait-
relevant heterogeneity. However, we think the notion is still relevant here
because the contrived composites contained a diversity of content types and
required a variety of intellectual and cognitive operations on the part of the
examinee.

In addition, it is likely that many items in a given test of ability or aptitude
could be identified as biased against some subgroup, either a traditionally
protected group or a contrived group. Item analysis can be performed with
regard not only to race and gender, but also to socioeconomic group, regional
location, type of school attended, number of parents and siblings present in
the home, and a potentially endless list of factors. In the current data set, for
instance, 91 items out of 125 were determined to be biased against either
males, females, minority group members, majority group members, low SES

ROZNOWSKI AND REITH 265

 at FUDAN UNIV LIB on April 30, 2015epm.sagepub.comDownloaded from 

http://epm.sagepub.com/


individuals, or high SES individuals. All of these factors, plus myriad others,
may indeed be determinants or correlates of item responses in cognitive abil-
ity tests. Removing all items that manifest any type of bias can be unnecessar-
ily limiting to test development. The results of this study provide support for
the retention of such items, thus allowing test development to be less restric-
tive. Also, discrimination by omission is less likely.

The current results yielded several “biased” composites that were essen-
tially parallel measures of the compared unbiased composite. The intercept
comparisons along with the regression coefficients and correlation compari-
sons indicate that inclusion of a diverse, heterogeneous pool of items—even
biased ones—not only leads to good measurement quality, but also, in many
cases, to parallelism. The lack of parallelism found, especially for the
extreme composites, could be corrected with adjustments to the intercepts for
the problematic test. However, it is true that the slope differences are some-
what more troublesome than intercept differences (Humphreys, 1986). For-
tunately, far fewer slope differences were observed.

Also, it is relevant to mention that the differences in measurement quality
that were observed appeared in both directions. Thus, when differences do
arise, they indicate little consistent or predictable advantage or disadvantage
for the biased composites. The question remains as to under what conditions
item level bias accumulates to a deleterious level.

Finally, the current findings suggest that test constructors may be able to
include in tests more heterogeneous sets of items. As noted in the introduc-
tion, a composite of items that share trait-relevant variance but not large
amounts of bias variance can serve as an excellent measure of a psychologi-
cal trait. Because the nontrait or bias variance is not shared among all items, it
contributes little to the overall covariance of the items in the test composite,
and therefore a better overall measure of the trait is possible. Selecting
broadly within the theoretical definitions and limits of the trait domain
remains an important and useful strategy for researchers and test constructors
working toward the goal of excellent measurement.

Caveats

It is important at this point to discuss some important caveats. We clearly
are not recommending that test constructors intentionally create biased items
or tests. Nor are we recommending that clearly biased items favoring one
group be retained without appropriate off-setting balance in the test. Indeed,
the tests created here (especially the strongly biased and biased-in-one-
direction tests) were highly contrived and artificial. These are not likely to
resemble most tests in current use, and biased items without relatively large
trait variance would not be suitable. We simply are stating that measures have
the natural and unavoidable tendency of being related to nontrait variables,
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and this fact does not necessitate the wholesale removal of the offending
items. This does not mean that investigations of bias and the characteristics of
items that may unfairly penalize members of certain subgroups be discontin-
ued. Such work is obviously important and highly beneficial from a measure-
ment perspective. Researchers need to continue carefully exploring item con-
tent for problems leading to problematic differential functioning and work to
eliminate these elements as much as possible.

This study, however, should discourage attempts to purge tests of any and
all bias, which may indeed be a troublesome and dubious pursuit. It is also
important to point out that there is little evidence in these results that indicates
that retaining items actually improves measurement quality. Furthermore,
the question of whether eliminating bias ultimately degrades measurement
has not been addressed.

Also, it bears stating that the current results were based on limited evi-
dence of bias. That is, the Mantel-Haenszel procedure was used alone to
detect DIF. The current results would be strengthened through replication
using additional operationalizations of DIF.

Conclusions

Several alternative conclusions can be given. It is possible that the indexes
of measurement quality used are not sensitive to the effects of bias. Drasgow
(1982) has discussed this possibility and has shown the problems that arise
when researchers rely on limited evidence for measurement bias. However,
an alternative explanation is that our measures are frequently very robust and
allow good measurement, even given the unfortunate and inevitable influ-
ence of differential functioning at the item level. Also, is it possible that the
same biasing factors assumed to exist in the contrived tests are present in the
criterion scores? This is obviously a possibility. However, most testing
experts agree that scores from the ACT and SAT are among the best measures
available, and considerable work has been carried out eliminating the influ-
ence of DIF on ACT and SAT scores. Thus, although we cannot rule out this
possibility, it seems unlikely given the extremely high quality of the criterion
measures used.

Ackerman (1992), Humphreys (1962, 1970, 1986), and Shealy and Stout
(1991, 1993) have discussed the related problems of dimensionality and bias
of items. These researchers pointed out that the large amount of unique vari-
ance in items is not necessarily random error. Shealy and Stout (1991) have
conceptualized bias as a sort of multidimensionality involving measurement
of a primary dimension and an additional confounding dimension or dimen-
sions. Their work showing how cancellation can function to produce negligi-
ble test bias is important and fits well in the framework described in this
study.
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Further research exploring these and the ideas presented above as well as
the issue of simultaneous item and test bias analysis is needed. Future bias
research might investigate the question of “How much is too much?” When
does item bias accumulate enough to have a clearly detrimental and predict-
able effect on measurement quality and predictive relations? Furthermore, to
build on the work presented here and that of Shealy and Stout (1991),
researchers need to address the questions of when bias does not have an off-
setting influence and when cancellation does not occur.

Finally, it is important to mention that the current article is focused on one
general aspect of testing and decision making: the measurement quality of
tests. The article did not address the more problematic and troublesome ques-
tions of what is politically fair and appropriate. As discussed by Hulin et al.
(1983), it is typically best to separate psychometric from political decisions.
Our goal as psychometricians is to create the best possible measures in terms
of validity and measurement quality. However, these measures, no matter
how meticulously constructed, may result in undesirable differences at the
total score level for various groups of interest. The burden then shifts to the
test user to make the appropriate decisions, which result in fair compositions
of examinee pools.
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