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ABSTRACT Dark Web forums are significantly exploited to trade confidential information and illicit
products by criminals. This paper addresses the problem of how to identify the cluster of discussion forums
and their characteristics on the Dark Web. Exiting methods are mostly dependent on the continuous labeled
contents, which are expensive and not feasible due to the nature of Dark Web data. Therefore, an approach
that does not need a continuous availability of labeled forum and related knowledge is required. To this end,
we propose an unsupervised model to identify and characterize Dark Web forums by combining clustering
algorithm and decision tree algorithm. The proposed method presents the characteristics in an explainable
form that can be used by the cyber threat intelligence system and law enforcement as scientific evidence
to analyze any data breach or illicit activities in the Dark Web forums. To evaluate the performance of our
model comprehensive experiments were conducted using real DarkWeb forum data. The proposed approach
achieves 98% accuracy and F1 score of 98% validating the efficacy of our proposed model to successfully
characterize Dark Web forums. The experimental results suggest that the proposed model could be useful to
the cyber threat intelligence and law enforcement community for building an intelligent source of knowledge
that can be used for detecting data breach and illicit activities happening in the Dark Web forums.

INDEX TERMS Dark web, cyber security, data breach, cluster characteristics, decision rule.

I. INTRODUCTION
The World Wide Web is consisted of three different layers
named Surface Web, Deep Web and Dark Web. The large
sections of the Web that is unindexed and hidden is known
as Deep Web which the normal search engines cannot
crawl [41]. Approximately 96 percentage of the total Web
is estimated to be made up with Deep Web [10]. A subset
of the Deep Web that allows users and website operators
to remain anonymous or untraceable, and only accessible
through special software for instance the onion router (TOR)
network is the Dark Web or Dark Net [8], [23] . The Dark
Web is mostly popular for giving platform to a wide range of
crimes. Illegal goods related to pornography, illicit finances,
weapons, drugs, exotic animals, terrorist communication,
stolen credentials and personal information are all traded on
the DarkWeb [3], [21]. There are much more things available
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on the Dark Web than the normal Web. A recent study found
that 57% of the Dark Net is occupied by illegal activities [44].
However, the exact TOR traffic usage percentage at any
particular time for sites serving the illicit markets in the Dark
Web is uncertain [10].

Online forums have become the main place for discussing
viral topics as well as illegal activities. Dark Web often
serves as marketplaces for anonymous trading of illicit items
or services. It also serves as a discussion forum for illicit
activities [1], [8], [47]. These forums are an important plat-
form for criminals looking to compromise or abuse personal
financial details. Many forums focus on discussing financial
frauds, identity thefts, data breach, stolen cards and accounts.
However, the information available in the Dark Web is frag-
mented and unstructured. The sites also keep vanishing and
disappearing. Analyzing these contents manually is almost
impossible and erroneous. Moreover, all users of the Dark
Web are anonymous. The intelligence data gathered from
such forums can benefit the cyber threat intelligence in
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decision makings while investigating the threats. This can
mitigate any breach and loss before attacks. Thus monitoring
and analysis such type of discussion forum contents to gather
the intelligence data can lead to one of the most conve-
nient solutions to the law conformance agencies to identify
financial frauds or data breach.

Despite the challenges and the rising threats, different
studies have applied particular methods to monitor the
Dark Web [8], [11], [48]. A study was proposed to detect
threats in Dark Net data using cyber threat intelligence
tool through Dark Net ecosystem network and cyber threat
breach network [4]. The system has effectiveness in analyzing
the networks yet the tool does not comply with the real
time monitoring by crawling ongoing network as the tool is
based on network analysis depending on different crawlers’
specifications which is costly and time consuming. Another
monitoring technique was proposed to identify underground
threads those are related to data breaches [51]. They have
also used different crawlers for collecting the data and the
classification is based on labeled data only. A Dark Web
monitoring tool has been developed [52]. They have used
semantic analysis and used json files to do the classification
to identify different categorizes of keywords. However, they
used json files not real datasets for the analysis. In addi-
tion, sites without semantic contents cannot be analyzed
by the tool. Although these studies have significant contri-
butions in monitoring the Dark Web contents, they are
mostly dependent on the continuous labeled contents. This
could be time consuming and expensive to some extent.
Thus, the motivation for our proposed method is identi-
fying and characterizing the Dark Web contents without
the direct dependency on labeled contents. This research
attempts to understand how data in the underground forums
traded on Dark Web forums can help in threat intelligence
sphere.

In this paper, we propose an unsupervised model to iden-
tify and characterize the Dark Web forum. The main aim
of the research is to monitor Dark Web discussion forums
data to get the discussions and find out the most discussed
topic or any data breach happening inside a particular page
of the forum. Unsupervised clustering algorithm has been
implemented to cluster the forum data. When the clusters are
obtained, they are labeledwith class names. Then a rule-based
model using decision tree has been applied combined with
unsupervised model to characterize the forum to identify a
suspected forum which can lead cyber threat intelligence
system and law enforcement to identify financial frauds or
data breach. The cluster analysis has been validated using
supervised classifications and K fold cross validation on
the labeled dataset obtained from the cluster analysis. The
significance of the proposed algorithm is that, the cyber threat
intelligence and law enforcement can use the intelligence data
for decisionmaking or planningmitigation techniques for any
data breach or illicit activities happening in the Dark Web
forums. The novelties of the proposed approaches are listed
in the following:

• Develop an unsupervised model using a combination of
clustering and decision tree for an indicative system of
data breach from Dark Web forums activities

• Develop an algorithm using a rule based and identify
each forum discussions featured keywords by applying
different feature selection algorithms

• Implementation of learning models for isolating sig-
nificant information from noise and extracting discus-
sion threads from huge amount of unstructured and raw
contents

• Implementation of several classification algorithms to
evaluate the accuracy results for the feature matrix with
obtained characterized labels

• Evaluating the model performance with different
performance metrics and K-fold cross validation

The remainder of this paper is organized as follows:
Section II provides the literature review of the related works,
Section III shows the research gaps and our research motiva-
tions, in Section IV we describe our proposed methodology
and Section V and VI are covered with the results and con-
clusion respectively.

II. LITERATURE REVIEW
Monitoring DarkWeb and SurfaceWeb forums and retrieving
data for cyber threat intelligence have been a great topic of
interest in the research fields. Monitoring these forums can
lead to some crucial findings that could be beneficial for the
cyber threat intelligence. Different methods and analysis have
been applied for mining and monitoring the Dark Web forum
data.

A. DARK WEB FORUM DATA MINING
The Dark Web offers the platform for coordination, conver-
sation and various actions through the forums. One of the
most popular places to communicate about Dark Web was
Reddit [10]. For the discussion of the Dark Net Markets,
Deep Web, or Tor on diverse aspects Raddit was utilized
by the users as a public platform. Links to different sites
within the Dark Web can be found through these forums.
Different strategies and methods have been developed to
monitor different areas in the Deep Web by researchers. For
monitoring the Internet’s hidden portions various techniques
have been discusses in a study [8]. Monitoring the Dark Net
was proposed by researchers for identifying malicious threats
and activities in the Dark Net [25], [38].

B. FOCUSED CRAWLING
Design of an application specific approach to hidden Web
crawling was proposed in [29]. They have proposed a
task-configurable hidden Web crawler that could automate
the extraction of contents from hidden Web. They argue that
human-assisted crawling of the hidden Web is feasible while
accessing the contents than other techniques. This forum
access technique was used in the study which developed a
focused crawler in order to collect Dark Web forums [11].
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They were succeeded in collecting 109 Dark Web forums
from three regions in multiple languages. However, human
assisted crawling could be less effective with the vastly
growing forums. A Dark Web crawler was proposed along
with network analysis of TOR network to identify terrorist
groups [50]. A Web crawling technique was implemented to
discover the latent topics from communities of extremists or
terrorists in Dark Web [46].

C. ANALYSIS OF FORUM DATA CONTENTS
Analysis of specific contents of the forum can lead to targeted
intelligence data. A Web mining approach was proposed for
the monitoring and collection of online forums of the US
extremist [48]. With the combination of expert knowledge
and techniques of web mining their approach consisted of
three steps including forum identification, forum collection
and parsing, and forum analysis. As a result they were able to
create storage ofU.S. domestic extremist forums that contains
110 forums with more than 640,000 documents.

Searching and analysis of international Jihadist Dark Web
forums with integrated approach was applied to develop
a Web-based multilingual Dark Web Forums Portal [47].
The Dark Web Forums Portal consisted of seven Jihadist
forums, where Arabic forums are six of them and one is
an English forum. The system developed is functional with
four options for operating. Several researches have been con-
ducted for analyzing the usage and content of the Dark Web
data by monitoring the extremist groups [1], [37], [49]. Their
approaches identify targeted extremist forums from a wide
range of resources; addresses practical issues in the extremist
forum collection procedures faced by the researchers along
with the analysis of performance in particular forums of the
Dark Web.

D. ANALYSIS OF MARKET PLACE FORUMS
Dark Web marketplaces often serve as a pathway to trade
illegally. A study on the online forum marketplace discussion
was done for the detection of doping substances and suppliers
of the online marketplaces [27]. Although the approach is
good in finding doping related instance discussions the study
is done on the surface web. In Dark Web the popularity
measurement they have used may not be valid. Many studies
analyzed the impacts of the Dark Net forums and online
chat rooms serving as a marketplace for the illicit drug pur-
chase [2], [6]. They identified that the discussion forums are
encouraging the drug markets as the users from all around
the world could get connected and share the knowledge on
drug consumptions, purchase, legislation, drug manufacture
and cultivation being totally anonymous [17], [43]. Analysis
of one of the popular marketplace in DarkWeb Evolution was
done in a study to provide a comprehensive analysis on the
illicit drug purchase process with the chemical profiling of the
products [32]. They have used python scripts and orange can-
vas to extract specific html tags of the marketplace to extract
drug listing contents. Microsoft Excel 2013 and R software
have been used to analyze and visualize the information in

a structured way. However, any clear research methodology
was not addressed in the study rather hypothetical analysis
was presented in this study.

E. TOPIC MODELING
Selecting appropriate keywords from a large volume of
data is a complicated and challenging task. Latent Dirichlet
Allocation (LDA) identifies latent topics from text corpus and
works as a generative probabilistic model [20]. To determine
the latent terms and topics in Dark Net Markets subreddit
Latent Dirichlet Allocation (SLDA) unsupervised topic mod-
eling techniques were applied [28]. Analysing the results
they observed the topics are consistent all over the year
of study. However, some topics emerged with the events
related to real world incidents. Throughout the year crypto
currency and security tools were consistent topics of con-
versation. PGP was also a popular topic that indicates the
users demand on confidential means of communication and
urge for authentication. A hybrid approach was applied to
discover key members in virtual community of the Dark Web
using topic models by Latent Dirichlet Allocation and social
network analysis [16]. However, no specific patterns were
identified as a result of their network analysis. Study and
monitoring on Dark Web forum portal with the approach of
combining network analysis and text mining technique based
on topic modeling has been applied in to detect the over-
lapping communities in Dark Web portals [33]. Despite the
wide applications of LDA, for complex datasets correlations
analysis and dynamic topic evolution is not feasible with topic
modeling.

F. MACHINE LEARNING APPROACHES TO
DARKNET FORUM ANALYSIS
For the detection of data breach and financial frauds machine
learning algorithms can have important implications. Both
classification and clustering algorithms have been widely
applied in the analysis of Dark Web data. Variations of
fraud techniques were introduced with their detection and
prevention techniques with different machine learning algo-
rithms [34]. They concluded that in financial statement fraud,
the probabilistic neural network performed the best with
the accuracy of 98.09% following by Genetic algorithm
with 95%. In credit card fraud with NSL-KDD dataset,
Naives bays and Support Vector Machines (SVM) gives
good results with 99.02% and 98.8% respectively. Discussion
forums and marketplaces on the Dark Net have been ana-
lyzed to gather information related to hacking products and
services with proposed operational system [26]. Supervised
and semi-supervised machine learning algorithms have been
implemented in the proposed study.

Anomaly detection in the Dark Web using unsupervised
approach was proposed for identifying threats [15]. A data
mining technique was developed for the anomaly detection
from unlabeled data sets of the forums. As preliminary study
they focused on Ansar1 data set. They implemented the unsu-
pervised system with robust capability for anomaly detection
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that does not require the user specification of normal and
abnormal behavior. Fraud detection algorithm using the unsu-
pervised learning has been implemented for detection finan-
cial fraud reporting [12]. Hidden information and incorrect
information filling in the financial reports of corporate annual
US Securities and Exchange Commission filings are detected
using the quantitativemethod. SASEnterpriseMiner tool was
used to develop the model. They have selected sixty-nine
companies for their analysis and after preprocessing all the
text documents were converted into singular value decom-
position vector. Then clustering was applied with expec-
tation maximization and hierarchical clustering algorithms.
The clustering result could identify potential frauds in their
dataset. The domain is limited to Management’s Discussion
and Analysis in 10-k fillings. Identification of user clusters in
theDarkWeb forumswas proposed using temporal coherence
analysis [45]. Identifying the clusters leads to analyze the
user behavior and their interactions extremist forums. The
time stamps of users messages in the Dark Web forums were
used for measuring the activeness of users. The similarity
matrix between forum users was used for the cluster discov-
ery algorithm for the identification of user clusters of similar
interests. Experimental Synthetic dataset and the Dark Web
Ansar AIJihad Network were used as the data set for their
experiment. Three clusters associated with particular theme
were identified in the Dark Web forum data. However, while
analysis only the user who is initiator of the discussion thread
is considered. The language of the data set being Arabic,
the interactions between the initiator and the users replying
were not captured which could vary the cluster identification
result.

III. RESEARCH GAPS AND INNOVATIONS
Corporate data breaches are a regular occurrence and growing
problem. TheDarkWeb is utilized as a tool for cybercriminals
to anonymously trade confidential information. Identifying
and analyzing the contents of the Dark Web forums can
play vital role for threat intelligence. Moreover, for the typi-
cal cyber security analyst using the Dark Net for gathering
intelligence is less common. These factors have motivated
us to study the contents of the Dark Web forums to gather
intelligence data. This research attempts to characterize the
Dark Web forum data to be applicable in the threat intelli-
gence sphere. Specifically, this paper aims to examine the
data on Dark Net for cyber security intelligence purposes, and
analyse large amounts of unstructured data to derive emerging
threat trends and cyber security risk factors.

From the literature studies we found that very little work
has been done on analyzing the intelligence data from the
Dark Web forums. Moreover, most of the existing moni-
toring approaches are dependent on labeled data and com-
plex configurations. Based on the gaps found, the main aim
of this research includes, monitoring and characterizing the
Dark Web forums by analysing the cluster characteristics
of the unlabeled data and find out the rules to obtain the
discussions topic in a particular page of the forum which can

lead cyber threat intelligence system and law enforcement to
identify financial frauds or data breach. To the best of our
knowledge, any model for the identification of potential data
breach using the clusters analysis of the Dark Web forums
contents has not yet been sufficiently explored. The proposed
research outcome can answer the following questions for law
enforcements:

• Can the Dark Net thread activities be indicative for
potential data breach? If yes, what are the name of the
organizations and the time of the data breach?

• What are the types of stolen data and how much infor-
mation does the hacker have?

• Who are the victims and what immediate actions can
they take to minimize the loss?

IV. METHODOLOGY
The proposed model has been presented in the Fig.1. The
proposed method has several sub steps which are described
as below.

First the system takes the unlabeled raw forum data. The
forum data consists of several file formats of which the
discussion pages are in html format. For extracting the texts
from the html files HTML parser has been used. Once the
texts are extracted regular expression is implemented to get
each text word. After getting the words from the regular
expression output filtering was applied to remove noise. The
bag of word model was implemented for getting the vector of
tokens. The word having a frequency greater than equal three
were chosen for the further processing. After that, we created
the document term matrix for our further implementation
and as a pre-processing phase. Term Frequency (TF) -Inverse
Document Frequency (IDF) (TF − IDF) has been used for

FIGURE 1. System overview of proposed model (a) Unlabeled data
analysis (above dotted line) and (b) Labeled data analysis (below
dotted line.
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converting the text to features. For selecting the best features
various feature selection algorithms have been implemented.

In the next step, we applied K-means clustering on the
processed samples which clustered the data set. The dataset
being complex, unknown and without explicit labels, cluster-
ing algorithm is needed to get the natural groupings among
the forum data. We have applied K-means clustering algo-
rithm into the processed dataset to get the clusters for each
forum data examples. Once the cluster result is obtained,
the clusters are assigned labels. These labels are class names
based on the discussion forums analysis. After re labeling
the clusters the decision tree was achieved with the most
important features. The root node divides into child nodes and
each child not iterates towards until leaf nodes are obtained.
Each leaf node represents the clusters of the trees and the way
the tree expands towards the end node or leaf node describes
the cluster characteristics. Based on each cluster rules the
characteristics are described.

For the final phase, we obtained labeled data from our
cluster analysis and grouped the clusters according to the
characteristics into binary and multiple classes for building
supervised models and applying classification algorithms.
To validate the labeling of the contents through clustering
we have implemented the dataset into different supervised
algorithms. This phase contributes in validating the obtained
labeled data and evaluating the performance of the model.
With the implementation of various classification models the
proposed algorithm learns assigning class labels to the forum
data examples. The accuracy of the model tells the model’s
performance based on the test data result. We have then
implemented K fold cross validation to generate the classifi-
cation reports with the performancemetrics.We evaluated the
model’s performance with different performance parameters
including precision, recall and f1-score. In this section we
describe the phases of the overall system and the detailed
results and outcome are discussed in section IV.

A. DATA SET
Dark Web forums are often used for anonymous trading of
illicit items or services. For this research, we have used the
scraped data collected from the Dark Net market archive
crawled and created by researcher Gwern Branwen [5]. These
dataset were scraped on a daily or weekly basis. The collec-
tions mostly contain raw HTML files, Jason files, images and
php files. This database collection contains around 1.6 TB
uncompressed Dark Net data of almost 89 marketplaces and
37 forums. Individual Dataset contains each forum dataset
for example, Agora forum data [5], Agora data, Silk Road
marketplace data and so on. The uncompressed files them-
selves are very large in size. For research purpose we have
considered analysing one of the popular Dark Net forums
named Agora forum for our experiment. For comparing our
proposed algorithm with an existing work we have also
implemented our model with Black Market Reloaded (BMR)
forum dataset. This also shows the robustness of our proposed
model in multiple datasets.

B. TEXT FILTERING AND TEXT CLEANING
Text cleaning and filtering the significant text is a pre-
required step to progress further. The forum posts contain
lots of non-meaningful words, digits, misspelling, slangs and
non-English words. Every discussions text consists of many
irrelevant words which occur only once those are not nec-
essary to further processing. Popular English prepositions
and punctuations also do not have any significance in fur-
ther processing. From the documents English stop words
and white-spaces are removed for further processing. For
the English stop words removal nltk library has been used.
Additional to these stop words some other irrelevant words
were also removed by creating a list of the unwanted
words and added by appending the new stop list in the
stop words set. The occurrence of each word after removing
stop words are counted and those occurred more than once
are taken only as a part of text cleaning and filtering. Empty
lists and all the digits in the list appear to be no significant use
further so they were removed as well. Once the list of filtered
words was achieved the next step involved the creation of
dictionary and find unique token from the dictionary.

C. DOCUMENT TERM MATRIX
The Bag of words model breaks the text documents into
statistics of individual word count. Data matrix with bag of
words vectors is known as document term matrix [22]. Using
the bag of word model the characteristics from the texts were
extracted which gave us the vector of tokens. The number
of occurrences for each unique token in the filtered dataset
is represented by bag of word method. Data points with
fixed length flat vectors represent the data matrix. To form
a document-term-matrix, we represent each document’s fea-
tured word per corpus in term of their occurrence in a matrix.
In the document term matrix each row represents a unique
document, where each column value is the featured keyword
and each cell represents the number of occurrence within that
document. Each cell of the matrix represents the frequency in
that particular document.

D. TF-IDF
Term frequency-inverse document frequency or TF − IDF
is a popular method applied in text mining and information
retrieval [30]. For our proposed algorithm TF − IDF values
are calculated for each keyword per document. TF−IDF does
the normalized count by dividing each word count in the data
set by the number of documents where the word is present.

Term Frequency or TF measures the frequency of a
term in a document. This calculation is obtained from the
proportion of number of times a particular word is present
in a document compared to the total number of words in that
document. So, the value of TF goes higher with the frequency
of that word within the document.

tf (t,d) = log (1+ freq(t,d)) (1)

Inverse term frequency or IDF is the measurement of
a term’s importance. Every term is considered equally
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important when calculating TF . To upscale the weight of
rare words in the documents of the whole text corpus IDF
is computed. Equation (2) shows the formula to calculate the
IDF value. Words occurring rarely across the corpus have.
The words that occur rarely in the corpus have more IDF
score.

idf(t,D) = log(
N

count(d¿D : t¿d
) (2)

Equation (1) (2) and (3) show the formula of calculating
TF − IDF value of the term ‘t’.

tfidf(t,d,D) = tf(t,d) ∗ idf(t,D) (3)

where t denotes the terms; d denotes each document; D
denotes the collection of documents.

E. FEATURE SELECTION
In machine learning feature selection methods automatically
select themost relevant attributes or variable to the dataset [7].
There are three different general classes for feature selection
methods named embedded method, filter based method and
wrapper method [13]. There are various feature selection
method examples for each general class. For our model two
different feature selection methods have been applied. At first
feature importancemethodwas implemented to get the scores
of the most important features from the dataset then chi
squared method has been implemented to get the ranking of
the features and find the top features of our dataset. Feature
importance of each feature of our dataset was obtained by
applying the feature importance property of the Random
Forest model applied in our dataset. This returns a score for
each feature from the dataset. So the features with higher
number of scores havemore importance and aremore relevant
towards the output. These scores highlight which features are
most relevant and least relevant to the target. The results of
feature importance scores for our dataset are discussed in
section V. We have implemented chi square method in our
dataset for the top 10 features selection with the Random
Forest classifier and getting the P value of each feature.
The Recursive Feature Elimination or RFE module has been
implemented with classifier to find the top k features. The
chi square test returns a P value which is the test result of
if a feature is significant neither of nor in our dataset. The
higher p value indicates the less relevance of that feature for
the model. The results of feature rankings and P values for
our dataset are discussed in section V.

F. K-MEANS CLUSTERING
Clustering is the process of grouping data without labels [36].
Data having similar characteristics are grouped together and
that group of similar data is called a cluster. There are many
clustering algorithms of which K-means is one of the most
popular one. We have implemented K-means algorithm as it
can scale large unknown dataset with convergence assurance,
is robust, fast and easy to understand. To define the clusters
‘k’ centroids are stored by K-means algorithm. An instance

belong to a specific cluster if that is closer to that specific
cluster’s centroid point than any other centroids [9]. Once all
the texts are processed K-means clustering is applied in our
model. The featured keyword and their TF − IDF values of
frequency count were taken as the input of K-means. Each
document is clustered with specific value for k. Clustered
forum data within a particular cluster have high similarity
among themselves than the data from the other clusters.
The outcome and analysis of the clustering results are
demonstrated in section V.

G. DECISION TREE
A decision tree is comparable to a flow chart in tree struc-
ture where an internal node denotes the attribute or fea-
ture, the branch denotes a decision rule and each leaf node
denotes the outcome [18]. Once the cluster result is obtained
with the implementation of K-means clustering, the clusters
are assigned labels based on the specific classes from the
discussion forums analysis. The results of the analysis have
been discussed in the next section. Once the data are labeled
with clusters, decision tree classifier is used to evaluate the
model and test the prediction results. For a given keyword
and its occurrence with the labeled train model predict the
label. Data slicing is done by putting all the cell values of each
featured columns and their cluster or label. There are different
selectionmeasures for the splitting criteria of the decision tree
that performs the data portioning into best possible manner.
Information Gain, Gain Ratio, and Gini Index are most pop-
ular examples [42]. We have measured our evaluation with
Information Gain and Gini Index.

H. CLUSTER CHARACTERISTICS ANALYSIS
Analysis of the cluster characteristics is acquired from the
result of the decision rules. The attributes of the generated
decision tree are the most important features in the dataset.
The leaf nodes of each branch of the tree contain the sam-
ples of forum data that belongs to a specific class those
were relabeled according to the actual class names from our
dataset analysis. These are the outcomes of the decision tee
or the decision rules for each cluster named after the classes.
Each decision rule was extracted from the characteristics of
each cluster in the tree. The extracted decision rules and
description of each cluster is explained in the result section.

I. CROSS VALIDATION WITH CLASSIFICATION MODELS
Once the cluster relabeling and characteristics have been ana-
lyzed with the decision tree, the forum data can be classified
based on the analyzed cluster characteristics in a supervised
way with classification algorithms. From the class labels
obtained with relabeling the clusters we have multiple clus-
ters against each class. To implement the supervised classifi-
cation algorithms first we prepared the label dataset. In our
proposed model, we have implemented both binary and mul-
ticlass classifications. In order to analyze the performance
based on the binary classification results we assigned each
forum data into two classes by grouping the classes into two
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subsets of clusters and labeled our binary dataset for clas-
sification. For the multiclass classification we have used all
the analyzed classes obtained from the cluster characteristics
where we have one cluster per class.

After applying the classification algorithms, to validate
and evaluate the model performance cross validation algo-
rithm [14] has been implemented and the results of four dif-
ferent classification algorithms implemented into our dataset
have been compared. Cross fold validation model is an
effective approach to validate and compare any implemented
model’s performance with other classification models. Thus
we have applied K fold cross validation in our model and
also used it to find out which classification algorithm per-
forms best. We have applied four supervised classification
algorithms including Support Vector Machine [24], Logistic
Regression [19] Naïve Bayes classification [31] and Random
Forest classification [39] in the dataset with both multiclass
and binary labels obtained from the cluster relabeling and
analysis. The results of the cross validation with classification
reports are discussed in section V.

V. EXPERIMENTAL RESULTS
In this section, the performance of our proposed model is
evaluated. The results of the obtained features with feature
selection algorithms, class labels analysis, characteristics of
the cluster analysis and performance of the proposed model
will be presented here. We have also evaluated our model per-
formance with cross fold validation algorithm and compared
the results of four different classification algorithms into our
dataset. The classification reports along with the confusion
matrix and Receiver Operating Characteristics ( ROC) curves
demonstrate that the proposed model can be effective with
monitoring the forum data to analyze the contents when the
labels of the dataset are uncertain. In addition, our model
has been compared with an existing work and the results of
each phase are shown. This comparison also demonstrates
our model’s performance with multiple dataset. Our analysis
leads to the conclusion that with the cross fold validation and
comparison results we can validate that our cluster analysis
model is effective in describing the characteristics of Dark
Web forum data which can lead to the particular discussion
page that is indicative of any illicit activity or any data
breach. We used different performance metrics which are
presented in equations (4)-(7). In equations (4) to (7) ‘‘TP’’
is the total true positive and ‘‘FP’’ is the total false positive,
‘‘TN’’ is the total True negative, ‘‘FN’’ is the total False
Negative.

Precision =
|TP|

|TP| + |FP|
(4)

Recall =
|TP|

|TP| + |FN |
(5)

F score =
2 ∗ precision ∗ recall
precision+ recall

(6)

Total Accuracy =
|TP| + |TN |

|TP| + |FP| + |TN | + |FN |
(7)

TABLE 1. Features scores.

A. EXPERIMENTAL ANALYSIS ON AGORA FORUM DATASET
The obtained results implemented on the Agora forum dataset
with our proposed model to monitor and analyze the discus-
sion forums to identify any illicit activities happening inside
the discussion pages are discussed in this sub section. The
achieved results of each phase of our proposed model imple-
mented on the Agora forum dataset are briefly described
below.

B. FEATURES
The features of our experiment are the featured key words
or tokens obtained from the processing of the data set. The
feature extraction procedures are described in section IV.

The document term matrix implementation resulted
3926 tokens/words from the pre-processing phase. These
tokens or words are filtered unique keywords from each docu-
ment presented in a matrix form in terms of their occurrences.
From the document termmatrix, to convert the text words into
feature Term Frequency- Inverse Document Frequency (TF−
IDF) conversion has been applied. 50 featured words for
3736 forum data were selected from the conversion. In order
to determine the most relevant attributes or features from
the obtained feature, feature selection algorithms of feature
importance and chi square method have been implemented.
Features having very less score were omitted in the further
processing when feeding the data to the model. In Table 1 the
scores for all important features are summarized.
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FIGURE 2. Visualization of features scorings based on feature
importance.

The top 19 important features obtained from the 50 features
of our dataset are shown in Fig.2. The colored bars show the
importance of each feature in descending order. The features
that do not show any bars have white bars and values 0 or less,
except the index and read features. These two features have
very low importance than the top 30 features but greater than
0 values than the below 18 features.

After the feature importance model applied we have imple-
mented chi square method for getting the top 10 features and
the p values of the features for ranking the features obtained.
The feature rankings are shown in Table 2.

TABLE 2. Top 10 feature rankings.

The Fig.3 shows the P values of each selected feature. The
higher value indicates the less relevance of that feature for the
model. For training the model we have discarded the features
having P values greater than 0.9. According to the scoring
index and read features have highest p values. Thuswe choose
top 30 features for the classification.

The overall summary of the final obtained features from
keywords extraction to feature selection of the experimental
Agora forum dataset is demonstrated in Table 3.

FIGURE 3. Scorings of features based on P values.

TABLE 3. Extracted features summary.

C. LABEL ANALYSIS
The Agora forum dataset consists of various forms of dis-
cussions on the forum pages. However, as mentioned earlier
there is no direct labelling regarding the classes or discussion
topics available on the dataset. For identifying the class of
the forum data, a python script was run to find the topics
on the discussions and the path of the files of that particular
discussion file. Once the discussions files are obtained the
pages were used for the analysis. Several random files were
used for this label analysis. After analysing selected files and
classifying the true labels of the files, total seven general
classes were identified. To be noted the classes are not limited
to what has been analysed in our study. The classes are
discussed below.
i. Vendor: This class is related to discussion posts based

on vendor reviews, asking on becoming vendors, discussing
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various types of vendors and ways of vendor migration. All
the posts related to this class are related to vendor issues.
ii. Breach: The most discussed topic found in Agora forum

throughout the analysis was related to breach of information
or data. Posts are mainly on scams, site links, hacking meth-
ods, security advice and issues, strategies on illicit activities,
hiding keys, encryption breaking news, public key or PGP
key discussions, sharing any old or illicit sites open, sharing
ways to escape security and so on. These kinds of information
related discussions were labeled as Breach.
iii. Financial: This class is based on discussion topics

focused on bitcoin, bitcoin exchange related posts, escrow
scams and discussions, money lost issues and so on. Posts
related to finance and transactions are categorized into this
class.
iv. Drug: Drugs are most highlighted and attractive topics

on the forum discussions. This class is categorized on any
advertisements on drugs, discussions on drug types, usage of
drugs, availability of drug and some questions posts on the
addiction and use level of the users.
v. Account: As Agora forum was a means of commu-

nication through discussions and marketplace, users must
have account for it. So many posts were related to the user
accounts. Such kinds of posts were labeled as account class.
Posts on user account settings, inbox issues, updates on
accounts, log in troubles and these related were into account
vi. Product: Posts and discussions on products and product

related issues were labeled as product. Product listings, price
issues, new products and ordering process or troubleshoot
related posts were put into this class.
vii.Other:All the unspecified and hard to categorized posts

were put into this class. Posts on personal questions and dis-
cussions such as colour or song choices, reading suggestions,
guidelines on personal paths and these kinds of posts were
there.

D. CLUSTERING AND RELABELLING
K-means clustering algorithm with 7 clusters has been
applied on processed samples which clustered the data set.
The random state was set as 1. The sample cluster outcome is
shown at Fig.4 Here each document is clustered accordingly
where each row represents each forum document, values of
the features in each document are represented in each cell and
the featured words or features of the dataset are presented in
each column.

FIGURE 4. Sample output for K-means clustering.

Once the cluster result is obtained, the clusters are assigned
labels. These labels names are based on the actual labels

discussed in section V.C which are assigned to each cluster.
We have re labeled the clustered data set with the actual
class names assigning to each cluster. Fig.5 demonstrates the
relabeled cluster output.

FIGURE 5. Sample cluster output after Re label.

E. PERFORMANCE EVALUATION AND DECISION TREE
The decision tree achieved with the important features were
generated with criterion of Gini index and Information gain
with maximum depth of 20 and random state 25. For evaluat-
ing the performance of the model 20% of the data were sent
to test data and the remaining to training data. The predictions
on test data for Decision tree on Gini index and Information
gain gave accuracy results of 89.30% and 97.5% respectively.
Minimum leaves for both were put 5 and maximum depth
of the tree as 3. The generated tree with Gini index criteria
applied is presented in Fig.6.

The decision tree is generated with 2988 samples of
training dataset. These samples are divided at the start or
root of the tree where the most important attribute for a
sample decision tree is topics. The root node divides into
child nodes and each child node iterates towards until leaf
nodes are obtained. Each leaf node represents the clus-
ter outcomes of the dataset and the way the tree expands
towards the end node or leaf node describes the cluster
characteristics.

1) DECISION RULES AND CLUSTER
CHARACTERISTICS ANALYSIS
The decision tree generates a value based on the TF − IDF
weights for the featured words used as attributes. The
TF − IDF weights of our dataset are proportional to the
frequency of a word appearing in the dataset. According to
the feature values generated from the TF − IDF weights
each cluster is generated with specific number of samples.
When the Gini impurity reaches to 0.0, corresponding class
is assigned to a specific cluster. According to the sample
decision tree featured word obtained from our model hav-
ing a specific TF − IDF weight in the dataset refers to a
class. Fig.6 visualizes the generated tree for the clusters. The
extracted seven decision rules for seven clusters based on the
sample decision tree are shown in Table 4.

Based on the extracted decision rules the characteristics of
the clusters are described below in Table 5. To be mentioned
the interpretation of each rule is not limited to the feature
words mentioned.
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FIGURE 6. Generated sample decision tree.

TABLE 4. Extracted decision rules.

2) CLASSIFICATION RESULTS AND CROSS VALIDATION
To check the model accuracy, we have implemented different
classification models into our dataset. Then K fold cross

validation has been applied to choose the best model and
generate the classification reports. The results of the classi-
fication prove that the cluster analysis model can be reliable
in monitoring the forum data by characterizing the contents
of the forums. The cross validation with classification mod-
els has been implemented for both binary classification and
multiclass classification. In the following sub sections, the
proposed model’s performance based on the classification
results and cross validation has been presented.

3) CLASS LABELING FOR CLASSIFICATION
The label dataset has been prepared for implementing the
supervised classification algorithms. From the class labels
obtained with relabeling the clusters we have seven classes
for seven clusters. For multiclass classification all classes
have been considered. In order to analyze the performance
based on the binary classification results we divided all
the classes into binary calculation to be more specific. So,
we have analyzed the model performance for both binary and
multiclass classification. Table 6 shows the class labeling and
description for each label.

4) IMPLEMENTATION OF CLASSIFICATION ALGORITHMS
The results for the classification algorithms for binary and
multiclass are presented in thus sub section. We have applied
four supervised classification algorithms including Support
Vector Machine, Logistic Regression, Naïve Bayes classifi-
cation and Random Forest classification in the dataset with
binary labels obtained from Table 6. For this task 20% dataset
were given for testing and the rest for training. The results
obtained from the models show that all four classification
models performwell with the proposedmodel for binary clas-
sification. Among the four models Random Forest classifier
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TABLE 5. Extracted cluster characteristics. TABLE 5. (Continued.) Extracted cluster characteristics.

TABLE 6. Class labeling.

gives the best accuracy of 98%. The accuracy results for the
classification models are shown in Table 7.

The same four supervised classification with the same
parameter settings of training and testing sample numbers
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TABLE 7. Accuracy of classification models (binary class).

have been implemented in the dataset with the multiclass
labels obtained from cluster labels described in Table 6. The
results obtained from the models show that Logistic Regres-
sion model performs poorly but other three classification
models perform well with the proposed model for multi-
class classification. The accuracy results for the classification
models are shown in Table 8.

TABLE 8. Accuracy of classification models (multi class).

With the comparative analysis for four different classifi-
cation models on our proposed model for both binary and
multiclass classifications the result shows that for multiclass
classification Logistic Regression model performs poorly
whereas for binary classification the all four classifiers gen-
erate good accuracy. The model accuracies for each model
results comparing for binary and multiclass are summarized
in Fig.7. It shows that for Random Forest and Support Vector
Machine, the accuracy does not change much but Logistic
Regression accuracy is reduced for multiclass and Naïve
Bayes model increases the classification results a bit for the
multiclass classification.

FIGURE 7. Model accuracy comparison of binary VS multiclass
classification.

5) K FOLD CROSS VALIDATION
We have implemented K fold cross validation (k=5) to val-
idate our model performance for both classifications. The

performance metrics and the results are discussed and shown
in this sub section. We have applied 5fold cross validation
to compare the performance of each model and find the best
model with the classification reports generated. The results of
median accuracy for all models are shown in Table 9 and 10.
From the tables we can see that, Logistic Regression per-
forms poor on multiclass classification whereas for binary
classification its performance average. The other three algo-
rithms perform better with both binary and multi class.
However, Random Forest classifier performs best for both
cases followed by Support Vector Machine.

TABLE 9. Median accuracy of each classifier (binary class).

TABLE 10. Median accuracy of each classifier (multi class).

From the results obtained, we can find that Random Forest
classifier gives the best results for our proposed model in
predicting the classes for both multiclass and binary clas-
sification. Classification Reports of Performance Metrics
for binary class labeling and multiclass labeling are shown
in Table 11 and 12 respectively.

TABLE 11. Classification report of performance metrics (binary class).

From the above Tables, it can be seen that the overall classi-
fication report is better for binary classification. In multiclass
classification Product class is giving poor prediction results
and affecting the overall performance result.

6) CONFUSION MATRIX
We have evaluated the performance for both binary and
multiclass classification with the generated confusion matrix
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TABLE 12. Classification report of performance metrics (multi class).

FIGURE 8. Normalized confusion matrix (binary classification).

FIGURE 9. Normalized confusion matrix (multi class classification).

using Random Forest classifier as it performs best for both
cases. Confusion matrix is a matrix form of table of errors
used to evaluate the performance of classifier. The correct
number of classified samples are presented in a diagonal
way whereas the other cell values of the matrix represent
misclassification [35]. The normalized confusion matrix
of the classification results for binary classification and
multiclass classification are presented in Fig.8 and Fig.9
respectively.

From the confusion matrix shown in Fig.8, it can be said
the classification result of predicting the true labels for binary

class is very accurate compared to misclassified labels. The
diagonal values are representing the number of samples that
predict the labels correctly against the true labels of the
dataset.

The confusion matrix generated for the multiclass classi-
fication shows that the model performs very well classifying
each class but performs badly at classifying the product class.
The number of misclassified classes is very less for the rest
of the classes. The reason behind this could be less number
of instances in of the product class selected by the learning
model. However, six classes out of seven classes are classified
with high classification results as shown in the Fig.9.

7) AUC ROC CURVE
We have also evaluated the performance for both binary and
multiclass classification with AUC ROC curves. ROC curve
stands for a receiver operating characteristic curve which is a
probabilistic curve defined by plotting the true positive and
false positive rates at different thresholds. AUC stands for
area under cover. The AUCROC curve is useful in the perfor-
mance measurement for multiclass classification where the
AUC is the measurement of distinctions among the classes.
The higher value of AUC represents the model can perform
better in separating positive and negative classes [53]. The
ROCAUC curves generated for four classification algorithms
applied in our model for multiclass classification are pre-
sented in Fig.10.

From the curves shown in Fig.10, the results of ROC AUC
scores for each classificationmodels for multiclass classifica-
tion are achieved. For all the four curves it can be visible that
the models achieve poor score for product class with AUC
score of 0.50. For RandomForest classifier except the product
class other six classes achieve AUC score of 1 which is the
best score thus all the lines of the curves are overlapped and
only the last curve is visible. For Gaussian Naïve Bayes most
of the AUC scores for all the classes expect product class are
near 1. For SVM and

Logistic Regression models there are slight variations for
each class but most of the classes have satisfactory AUC
scores except the product and drug classes

a: COMPARISON WITH EXISTING ALGORITHM
We have compared our work with an existing work [40] on
Dark Web forum dataset which revealed that our proposed
model gives better accuracy than the comparing algorithm.
We have compared our proposed model with the same dataset
of the existing algorithm. This also demonstrates the robust-
ness of our proposed model to perform on multiple datasets
with great accuracy. The existing algorithm has implemented
the classification with SVM and achieved 88% accuracy.
With the implementation of SVM in our proposed model, our
model gives 98% accuracy. From the cross-validation results
in our proposed model the Random Forest classifier gives
99% accuracy. Beside this the precision and recall results
have also higher accuracies for our model. With small dataset
the comparing algorithm improves the accuracy but the recall
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FIGURE 10. Illustration of AUC ROC curves for multiclass classification for a) Gaussian Naïve Bayes classifier b) SVM c) Random forest
classifier and d) Logistic regression model.

is poor. However, with the huge Dark Web dataset the model
must perform with great accuracy for large dataset. We have
presented the comparison table in Table 13 that shows the
dataset, features and methods used for our and the comparing
article with their corresponding results.

From the table, we can see that for our proposed model,
the overall accuracy including the precision recall results are
higher than the existing algorithm for the same Dark Web
forum dataset. With our proposed model, we have applied
different feature selection algorithms in addition to TF−IDF
which ensures only the most relevant features are used in
the model and also ranks the top keywords identified in
the forum activities. Our cluster analysis model combined
with classification algorithms can characterize the unlabeled

forum data into meaningful clusters without the continuous
availability of labeled forums and related knowledge. The
achieved results of each phase of our model obtained from the
Black-Market Reloaded forum dataset are briefly described
in the below subsections.

b: PROCESSED FEATURES OF BMR DATASET
The Black Market Reloaded (BMR) forum [40] was another
large marketplace forum in the Dark Net. The forum data
contains thousands of documents, images, files and scripts
and multi lingual discussion posts. The existing work [40]
has proposed an authorship analysis technique as an de-
anonymization process on the BMR forum dataset. They have
used the discussion forums with
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TABLE 13. Comparison with related research works.

English languages for their proposed algorithm and parsed
the English forum posts of BMR dataset to analyze the con-
tents. As features of their model they have used stylometric,
character level n grams and time based features. For the clas-
sification results of alias and authorship attribution Support
Vector Machine (SVM) has been implemented. For the alias
classification using SVM they randomly created pseudo users
of twowith single user data and computed themean of feature
vectors using the similarity measurement of cosine angle.
The classification result was obtained based on their given
threshold value. The alias classification results for 177 users
returned 91% precision and 25% recall. However, the recall
increases to 45% with less number of users of 25. For the
authorship attribution they achieved 88% classification accu-
racy. Table 13 summarizes the features, methods and results
obtained from the existing work on BMR dataset. Although
the existing work has utilized the unlabeled BMR forum data
for authorship analysis, the proposed work has used character
n gram features which cannot handle out of vocabularywords.
Moreover, the stylometric and time based features can be
intentionally altered and subject to uncertainty.

For our proposed algorithm we have processed the
forum data containing discussions. The steps for extracting
and processing the data were implemented following the
section IV to obtain the features from the dataset. From the

TABLE 14. Important features scores of BMR dataset.

dataset the document term matrix implementation resulted
7429 tokens/words from the pre-processing phase. Term
Frequency-Inverse Document Frequency (TF − IDF) have
been implemented to convert the tokens into features which
resulted 90 featured keywords for the dataset. Then the most
important features and the top 10 features have been selected
using feature selection algorithms. The results of the impor-
tant features with scores and the summary of all the features
of the targeted dataset have been presented in Table 14 and
Table 15 respectively.

c: LABEL ANALYSIS FOR BMR DATASET
The BlackMarket Reloaded (BMR) forum dataset consists of
various discussions on the forum pages. The classes identified
are discussed below in brief.

i. Vendor: This class is related to discussion posts based
on specific vendor reviews and asking on how a specific
vendor dealt with them. These are common types of
discussions related to vendor and this vendor class has
been identified as a label.

ii. Drug: The most discussed topics in BMR forum
throughout the analysis found, was related to informa-
tion regarding drugs. Due to the popularity of the BMR
marketplace being drug dealing, most posts found were
related to drugs. The posts and discussions identified
for this class are asking for suggestions on particular
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TABLE 15. Extracted features summary of BMR dataset.

drugs, details of side effects of drugs, prescribed and
non-prescribed drugs, facing troubles with drug deal-
ing, escaping from police for dealing drugs and reviews
on drugs.

iii. Breach: This class is based on discussion topics
focused on creating illicit passports from different
countries, credit card account selling, different ids
information, TOR addresses, and vouchers of unusual
titles. These kinds of information related discussions
were classified as Breach. Unlike Agora forum this
class is not the most popular one.

iv. Financial: Another popular discussion found in BMR
forums from our analysis is discussion regarding
finance and mostly on bitcoin. The posts of labeled
into the financial class are about escrowmodels, bitcoin
prices, bitcoin exchange sites, mediums and payment
procedures through bitcoins.

v. Account: Users of the BMR forum must have accounts
to post and reply for the discussions on the forum. As a
result various account related queries and issues are
posted for discussions in the forum. These posts are put
into the account class throughput are analysis.

vi. Product: Posts and discussions on selling products and
product related issues were classified as product. Vari-
ous product listings, price issues, new products reviews
and ordering process or shipping posts were put into
this class.

vii. Other: BMR forum is multilingual and there are some
posts on different languages such as Spanish. Both the
comparing algorithm and our proposed model focus on
English language only and thus all non-English posts
have been classified as other class. In addition to that
discussions posts those are hard to categorize were put
into this class.

8) DECISION TREE OF BMR DATASET
With the obtained important features of the dataset and
labeled clusters decision tree has been implemented with both
Information gain and Gini index criterion. Decision tree clas-
sifier on Gini index and Information gain, the predictions on
test data gave accuracy results of 98% and 95% respectively.
A sample generated decision tree with Gini index criteria
applied in the processed BMR dataset is presented in Fig.11.
The decision tree is generated with 3997 samples of train-
ing dataset and the most populated cluster is the drug class
following by breach class.

a: CLUSTER CHARACTERISTICS ANALYSIS
OF DECISION TREE
We have extracted the decision rules from the generated
decision tree of the BMR dataset that consists of featured key-
words as attributes with values generated from their TF-IDF
weights. Each cluster has specific number of samples in a tree
based on the feature values of TF-IDF weights Fig. 14 visual-
izes the generated tree for the clusters. The extracted decision
rules for clusters based on the sample decision tree are shown
in Table 16.

b: CLASSIFICATION AND CROSS VALIDATION
RESULTS OF BMR DATASET
The comparing algorithm has implemented the Support
VectorMachine (SVM) for the binary classification results on
the BMR dataset. Along with the SVMwe have implemented
the other three classification models used in our proposed
model to check the accuracy of the model on the BMR dataset
for both binary and multiclass classifications. The overall
accuracy of our proposedmodel is 98% for the SVMclassifier
whereas the comparing algorithm has achieved an accuracy
of 88%. Moreover, the classification reports, cross validation
results of our proposed model demonstrate that our model
performs superiorly than the existing algorithm for the same
dataset. Our proposed model’s performance based on the
classification results and cross validation on BMR dataset has
been presented below.

9) CLASS LABELING FOR CLASSIFICATION
According to the cluster characteristics analysis on the BMR
dataset we have prepared the label dataset to implement the
supervised classification algorithms. To analyze the perfor-
mance of our model based on the multiclass classification we
have implemented all the seven clusters as seven classes and
thus there have been one cluster per class classification. For
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FIGURE 11. Sample decision tree of BMR dataset.

the binary classification we have grouped the classes into two
subsets of clusters and labeled for binary classification based
on the cluster characteristics. Table 17 represents the class
labeling and description for each label.

10) CLASSIFICATION RESULTS
The classification results for both binary and multiclass clas-
sification implemented on the BMR dataset gives great per-
formance based on our model. The results obtained for the
classification algorithms including Support Vector Machine,
Logistic Regression, Naïve Bayes classification and Ran-
dom Forest classification in the dataset with binary and
multiclass labels obtained from Table 17 are presented in
Table 18 and Table 19 respectively.

From the above tables we can see that, for both binary
and multiclass classifications our model performs very well
(98%) for the SVM classifier compared to the existing algo-
rithm on this dataset. Similar to our proposedmodel on Agora
forum dataset, Random Forest classifier performs best on
the BMR dataset as well. The other classifiers also present
satisfactory results with our proposed model in the dataset.
The model accuracies for each model results comparing for
binary and multiclass are summarized in Fig.12. From the
Figure, it can be seen that, the accuracy results do not vary
much for Random Forest, Support Vector Machine and Naïve
Bayes models but the accuracy of the Logistic Regression
model is reduced for binary classification.

11) PERFORMANCE METRICS RESULTS
Comparing to the existing algorithm on BMR dataset our
model also achieves great precision, recall and f scores. The
performance metrics of all models have been evaluated with
5-fold cross validation for both binary and multiclass classi-
fication. The results of median accuracy for all models are
shown in Table 20 and Table 21 for binary and multiclass
classification respectively. RandomForest classifier performs
best for both cases followed by Support Vector Machine.
In the comparing article they have achieved 91% precision
and 25% recall for binary classification with SVM classifier
whereas for binary classification with SVM our proposed
model shows 98% precision with 99% recall.

The classification reports from the generated cross vali-
dation results also show that our proposed model achieves
great accuracy for both binary and multiclass classification.
Classification reports of performance metrics for binary class
labeling and multiclass labeling are shown in Table 22 and 23
respectively.

12) CONFUSION MATRIX
To evaluate our model performance for both binary andmulti-
class classification on the BMR dataset we have also the gen-
erated confusion matrix. The normalized confusion matrix
of the classification results for binary classification and
multiclass classification are presented in Fig.13 and Fig.14
respectively. The confusion matrix also shows that the
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TABLE 16. Extracted cluster characteristics for BMR dataset.

classification result of predicting the true labels for both
binary and multiclass on BMR dataset are very accurate
compared to misclassified labels.

TABLE 17. Class labeling for BMR dataset.

TABLE 18. Accuracy of classification models on BMR dataset (binary
class).

TABLE 19. Accuracy of classification models on BMR dataset (multi class).

FIGURE 12. Comparison of binary VS multiclass classification on BMR
dataset.

13) AUC ROC CURVE
To visualize the performances of each classifier with our pro-
posed model the AUC ROC curves for all four classification
algorithms for multiclass classification is presented in Fig.15.
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TABLE 20. Median accuracy of each classifier on BMR dataset (binary
class).

TABLE 21. Median accuracy of each classifier on BMR dataset (multi
class).

TABLE 22. Classification report of performance metrics on BMR dataset
(binary class).

TABLE 23. Classification report of performance metrics on BMR dataset
(multi class).

For all the four ROC curves it can be visible that the models
achieve good AUC score for the majority of the classes. For
Random Forest classifier all classes achieve AUC score of 1
which is the best score thus all the lines of the curves are
overlapped and only the last curve is visible. For Gaussian
Naïve Bayes most of the AUC scores for all the classes are 1

FIGURE 13. Normalized confusion matrix on BMR dataset (binary
classification).

FIGURE 14. Normalized confusion matrix on BMR dataset (multiclass
classification).

or near 1. For SVM and Logistic Regression models there
are slight variations for each class but most of the classes
have satisfactory AUC scores except the drug and other
classes

F. DISCUSSION
We have evaluated the performance of our proposed model
to characterize and understand the contents of the Dark Web
forum data using cluster characteristics analysis. To validate
the analysis of the model we have implemented and com-
pared four different classification models into our dataset
which gives the prediction results based on the class labels
analyzed from the cluster characteristics. The analysis has
been conducted in two ways one for binary and the other for
multiclass classification.We have appliedK fold cross valida-
tion to generate the classification reports and choose the best
classification algorithm that performs best with our model.
With the results obtained from the cross validation, it is
proved that our model can effectively characterize the clusters
with high classification accuracy. We have also demonstrated
confusion matrix and ROC curve implementation and the
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FIGURE 15. Illustration of AUC ROC curves for multiclass classification on BMR dataset for a) Gaussian Naïve Bayes classifier b) SVM c) random forest
classifier and d) Logistic regression model.

results obtained for both classifications. Moreover, our pro-
posed model has been compared with an existing algorithm
on a different Dark Web forum dataset. This represents the
robustness of our proposed model on multiple datasets. The
experimental results also demonstrate the effectiveness of our
model than the existing model on the same dataset.

VI. CONCLUSION
The proposed approach develops an unsupervised model to
monitor and characterize the Dark Web forums. We proposed
a rule discovery model by implementing unsupervised and
supervised algorithms for the analysis of the cluster charac-
teristics for each cluster obtained from the generated decision
tree with most important featured keywords for multiple Dark

Web datasets. The clustered samples and rules obtained from
our experiment show that leaked information or breach is one
of the most populated clusters for the Agora forum dataset
whereas drug is the most populated one for the BMR dataset.
The generated intelligent data can be utilized as scientific
evidence of the crimes happening inside the Dark Web.
Our implementation and analysis are limited to particular
pre scrapped Agora forums dataset and BMR forum dataset
which can be applied on any Dark Net forums. A possible
enhancement of the paper can be analyzing the dataset by
implementing deep learning with unstructured data. In future
we also would like to propose a framework for semi-
supervised approach by integrating unsupervised approach
with supervised techniques. The overall performance of our
proposed approach proves that our model could be effectively
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implemented to characterize the Dark Web forums data to
generate the intelligent data which can advantage the cyber
security specialist and law enforcement.
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