
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 1

Towards Generated Image Provenance Analysis via

Conceptual-Similar-guided-SLIP Retrieval
Xiaojie Xia, Liuan Wang, Jun Sun, Member, IEEE, Akira Nakagawa

Abstract—With the prevalence of state-of-the-art generative
models, photorealistic synthetic images can now be easily gen-
erated. However, the generated images may replicate contents
from the original training images, which can lead to potential
legal issues. In this paper, we propose a novel method called
Conceptual-Similar-guided Self-supervised Language-Image Pre-
training (CS-SLIP) that leverages both image and text modalities
for the generated image provenance. Besides the self-supervised
learning branch and contrastive learning branch, a conceptual-
similar branch is designed to guide the model to learn a better
feature representation of image-text-pairs. We also adopt the
re-ranking method to refine the initial matching candidates via
the cross-modal bi-directional retrieval. Extensive qualitative and
quantitative experiments are conducted, which demonstrate that
the replication indeed exists in the generated images, and our
proposed method can effectively retrieve the most similar images
from the training corpus to achieve the goal of generated image
provenance analysis.

Index Terms—Generated image provenance, image retrieval,
cross-modal

I. INTRODUCTION

Recently, generative AI has become a prominent research

area [1], [2]. Image generation models can synthesize realistic

images that are indistinguishable from natural ones. However,

since these models are trained on existing image datasets, they

may learn to reproduce some content of the images from the

training datasets [3], [4]. This may cause copyright issues.

Engineering a methodology to ascertain the provenance of

generated images is of critical importance.

Image retrieval techniques could potentially offer a viable

mechanism towards the solution of generated image prove-

nance. It is a fundamental task that aims to find the most

similar images from a collection of images given a query

image [5], which could plausibly be the sources that the gen-

erated image replicates. There are many applications, such as

pedestrian tracking [6], remote sensing landmark recognition

[7], and product searching [8], etc.

Current image retrieval methods mainly rely on analyzing

the visual features of the query image and comparing them

with the image database [9]. Benefiting from the rapid devel-

opment of deep learning, numerous methods on image feature

extraction have been proposed for image retrieval [10], [11].

Cross-modal retrieval studies have emerged in recent years,

such as text-to-image retrieval [12], [13] and image-to-text

retrieval [14], [15]. The basis idea of them is to establish
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the connection between image features and text semantics,

and implicitly use the information from different modalities.

The development of large visual models has provided strong

support for multi-modal research, such as CLIP [16], using

a large amount of image-text data to build the association

between images and texts. However, existing research either

retrieves images by image feature only or performs cross-

modal retrieval that searches for samples in one modality

given a query in another modality. Additionally, several studies

have focused on achieving better cross-modal features. For

example, [17] proposes a joint embedding in a manifold

learning framework to enhance image retrieval performance.

We aim to develop a method that identifies potential repli-

cation and analyze the provenance of generated images via the

image retrieval method. Our proposed approach deviates from

the image-only methods by using image-text-pairs as input

to improve the feature learning in image retrieval. Beyond

conventional self-supervised learning and contrastive learning,

we introduce a conceptual-similar branch to guide a better

joint representation by integrating the textual information.

The enriched image representations forms the basis for initial

retrieval results through feature matching. Additionally, we

design a re-ranking method that refines the results of initial

coarse matching results by considering the retrieval scores

of bi-directions, image-to-text and text-to-image. The final

retrieval results may reveal that whether the replication occurs

in the generated image and what source it imitates.

II. RELATED WORK

A. Image retrieval and cross-modal retrieval

The main steps of image retrieval are feature extraction

and similarity measurement. Many researchers have proposed

many methods on feature extraction [18], [19], [20], which

is the process of extracting features from an image that can

represent its content. Recent approaches adopt strong deep

learning methods as architectural backbones for retrieval [21],

[22], [23]. Similarity measurement is the process of comparing

the features between a query image and the database images

and ranking them according to their similarity [5].

Cross-modal retrieval involves retrieving relevant informa-

tion from different modalities [24], and learn new representa-

tions for different modalities in a shared subspace [25], [26].

Recent research explores more state-of-the-art techniques for

retrieval, such as large-scale pretraining [16], [27] and domain

adaptation [28], [29].

B. Re-ranking methods

Re-ranking is a technique that leverages high-confidence

retrieved samples to refine the initial retrieval results, which
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is widely used for various image retrieval tasks, such as

person re-identification [30] and vehicle re-identification [31].

Recently, there are more studies on cross-modal retrieval. For

example, [32] introduced re-ranking for improved cross-modal

retrieval and [33] proposed a method by re-ranking the results

based on modality-driven clues.

C. Generated image provenance

Generated image provenance is still an under-explored area

of research. A few existing studies [3], [34] have found evi-

dence that generative image models can memorize individual

images from the training data. Copy detection is a relevant

task of finding unauthorized copies of copyright media [35].

Self-supervised methods [23], [36], [37] learn strong feature

representations to enhance the copy detection. Particularly

relevant literature on image copy detection task are DINO [38]

and SSCD [39], which are built on previous self-supervised

methods and optimized on the specific task.

III. METHOD

In this section, we present our Conceptual-Similar-

guided Self-supervised Language-Image Pre-training (CS-

SLIP) method as a fundamental technique towards the gen-

erated image provenance analysis. We also describe our initial

image retrieval method that focuses on image features. Finally,

we introduce our cross-modal re-ranking method that refines

the retrieval results.

A. CS-SLIP: Conceptual-Similar-guided SLIP

We illustrate the CS-SLIP method for image-text-pair train-

ing in Fig. 1. Our method consists of three branches: self-

supervised learning (SSL) branch, contrastive learning branch

and conceptual-similar-guided branch.

Fig. 1. Overview of proposed Conceptual-Similar-guided Self-supervised
Language-Image Pre-training (CS-SLIP).

The pretraining method SLIP [27] combines language su-

pervision and self-supervision together, which demonstrates

that self-supervised learning with language supervision signal

enables more effective visual representation learning. In our

proposed method, the self-supervised learning branch and

contrastive learning branch follow the same setting with SLIP.

We design a conceptual-similar-guided branch containing a

weight-sharing image encoder and integrate it with other

branches to form a new framework.

The main idea of the conceptual-similar-guided branch is to

search the conceptually similar image from the training dataset

and enhance the feature learning. The typical self-supervised

learning methods learn the image features from different

augments of the same image or instance, which depend heavily

on the visual similarity. However, many images with similar

concepts, such as expressions, actions and backgrounds, may

differ in visual appearance but have similar captions. In this

branch, we leverage the text modality to learn more diverse and

implicit image features by the guidance of the most conceptual

similar images with the input images.

We firstly encode the text using the pre-trained CLIP text

encoder, which is frozen during model training. The text vector

is then matched with all the embeddings of the original texts in

the training corpus to find the most conceptually similar one.

The corresponding image associated with the most similar text

is fed into the image encoder along with the original image as

a contrastive image pair. It enables us to learn a better visual

representation that accounts for the visual variances as well as

the information from textual modality.

We compute three objectives on the different branches

and sum them with appropriate weights to balance their

contributions. For the self-supervised learning branch and

contrastive learning branch, we followed the settings in [27].

For conceptual-similar-guided learning branch, we use the

same objective with the self-supervised learning. We assign

weighted value as the objective scales to balance the total loss.

It is worth mentioning that our proposed training process

receives image-text pairs as input, however, the ground truth

of images may not always be available. With the aid of

state-of-the-art image-to-text models, such as BLIP [40], we

can automatically generate the captions of the images. Then

the images and corresponding captions can be fed into the

proposed CS-SLIP for training as well to learn the cross-modal

representations.

B. Initial image retrieval by concentrating image features

In this subsection, we design an initial image retrieval to

obtain a small set of candidates for further searching. The

image encoder takes the query image as input and extracts

its CS-SLIP image feature. To enhance the image feature and

increase the discriminability, we introduce the pretrained CLIP

image feature to concatenate with the CS-SLIP image feature

for a better representation.

Fig. 2. Illustration of initial image retrieval by concentrating image features.

Fig. 2 illustrates the initial image retrieval process. We

firstly extract the concatenated image features of all the images

to build an image feature dictionary by faiss1, an effective tool

that enables efficient similarity search and clustering of dense

vectors. Then the query image feature is obtained in a same

1https://github.com/facebookresearch/faiss
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way. Feature matching can be performed by comparing the

distances between query image feature and the image feature

dictionary to return the top-ranked candidates, which are

passed into the next step. For the generated image provenance

analysis, we treat the generated image as a query and compare

it with a gallery of authorized images.

C. Retrieval refining via cross-modal re-ranking

The initial image retrieval may not produce satisfactory

results, because the image features are extracted from the

visual modality, even though the model was trained in a

multi-modal fashion. We design our re-ranking method to

incorporate cross-modal information based on the assumption

in [41]. That is, the image and text pairs can be mutually

retrieved forwardly and reversely. Moreover, we fully consider

the similarity scores from the initial retrieval rather than just

ranking positions.

The re-ranking method is illustrated in Fig. 3. Suppose

there are N candidates from the initial retrieval and their

corresponding texts are extracted from the original dataset.

The scores between the query image and candidates have

been computed as S. If there are no available descriptions

of the images, we can generate the corresponding captions

using a pre-trained image-to-text model, such as BLIP [40]

and DeepDanbooru2, forming N + 1 image-text pairs.

Fig. 3. Retrieval refining via cross-modal re-ranking.

To explain our re-ranking method in detail, we use the

image query Q as an example. Let Qt be the caption of Q,

and (I1 − T1, I2 − T2, . . . , IN − TN ) be candidate image-text

pairs. First, we compute the image-text scores between Q and

Ti ∈ (T1, T2, . . . , TN ) and rank them to obtain the position

list (P1, P2, . . . , PN ) ∈ (0, 1, . . . , N). To assign higher values

to top-ranked texts, we define the image-text refining score as

r(Q, Ti) = e−βPi (1)

where β is the refining coefficient. Next, we rank Qt with Ii ∈
(I1, I2, . . . , IN ) to get the position list (P ′

1
, P ′

2
, . . . , P ′

N ) ∈

(0, 1, . . . , N). Similarly, we define the text-image refining

score as
r(Qt, Ii) = e−βP ′

i (2)

Then, we fuse the base similarity and the refining score to
obtain the refined similarity as

2https://github.com/KichangKim/DeepDanbooru

S′ = S + w1r(Q, Ti) + w2r(Qt, Ii) (3)

where S is the base similarity computed from concatenated
features, w1 and w2 are the refining factors. This score in-

corporates both visual similarity and cross-modal information

comprehensively. Finally, we re-rank the candidates according

to this score and return the most relevant retrieval results.

IV. EXPERIMENTS

This section reports extensive experiments that validate

the effectiveness of our approach. We execute quantitative

evaluations on image retrieval tasks and compare our method

with state-of-the-art baselines. Furthermore, we perform some

qualitative analysis on the generated image provenance.

A. Quantitative evaluation

Dataset: There is no ideally suitable datasets with image-

text-pairs on image retrieval task. Alternatively, we can gener-

ate the captions of the images. To quantitatively evaluate the

model performance, we made a hand-crafted-similar image

dataset based on the anime dataset Danbooru20173, which

provides over 300,000 images in normalized 512px×512px

form together with the full tags of each image. Following

the introduction of the 2021 Image Similarity Dataset and

Challenge [35], we created a dataset for our experiment in

a similar manner. We refer the readers to the appendix for

more details on the dataset.

Evaluation: We used recall@k for the evaluation, which

measures the proportion of correct matches among the top k.

Higher is better for this metric. We consider two kinds of

evaluation conditions: comparison with different methods and

different settings or representations in our models.

We evaluated the self-supervised model SimCLR [37] and

the state-of-the-art methods on image retrieval and copy de-

tection, i.e., DINO [38], and SSCD [39]. We followed the

original setting and trained them on Danbooru2017 dataset.

The evaluation was performed on the hand-crafted-similar

dataset and the result is shown in Table I. Our method

outperformed others significantly on the recall from k = 1
to k = 100. The results showed that the introduction of

text information could be of great help to the image retrieval

accuracy.

TABLE I
EVALUATION RESULT FOR IMAGE RETRIEVAL ON THE

HAND-CRAFTED-SIMILAR DATASET.

Methods R@1 R@5 R@10 R@50 R@100

SimCLR[37] 66.80% 70.45% 72.50% 78.15% 80.95%

DINO[38] 78.00% 83.20% 84.90% 89.25% 91.20%

SSCD[39] 84.15% 91.10% 94.05% 95.35% 97.00%

Ours 90.10% 96.00% 97.35% 99.25% 100.00%

Fig. 4 presents several examples of retrieval results using

transformed images as queries, comparing the performance

of different methods. It is evident that our proposed method

consistently demonstrates superior performance in most cases

when juxtaposed against other approaches.

We also compared the performance of adopting different

settings or representations from our model as an ablation study

shown in Table II. The results show that using only CLIP-

pretrained or SLIP features leads to poor performance. The

3https://www.gwern.net/Danbooru2017
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Fig. 4. Retrieval results under different methods.

combination of these two features enables the image feature

to capture both the image information learned by the training

dataset and large-scale dataset. Thus, the final image feature

has a better vision representation to achieve a better per-

formance. The conceptual-similar-guided training exploits the

text information effectively. The re-ranking method improves

the retrieval ranking when a small retrieval k value is required.

TABLE II
ABLATION STUDY ON PROPOSED CONCEPTUAL-SIMILAR-GUIDED-SLIP

METHOD VIA RE-RANKING.

Methods CS SLIP
CLIP-

pretrained

Re-

ranking
R@1 R@5 R@10 R@50 R@100

SLIP
√

55.50% 66.30% 68.50% 76.30% 79.45%

CLIP
√

63.35% 73.90% 75.90% 83.45% 85.25%

CS-SLIP
√ √

61.30% 70.75% 74.15% 81.50% 83.75%

SLIP-CLIP
√ √

88.51% 94.26% 96.01% 98.51% 99.41%

CS-SLIP-CLIP
√ √ √

89.75% 95.70% 97.00% 99.05% 100.00%

CS-SLIP-CLIP-ReRank
√ √ √ √

90.10% 96.00% 97.35% 99.25% 100.00%

* CS: conceptual-similarity-guided training; SLIP: adopting the image feature extracted from the image encoder

in our proposed method. CLIP-pretrained: the image feature is pretrained on a large-scale dataset; SLIP and

CLIP-pretrained are eligible stand for that the two image features are concatenated. Re-ranking: using the re-

ranking processing to refines the retrieval results based on the similarity scores.

B. Qualitative evaluation on generated image provenance

In this part, we present a qualitative experiment of the

proposed method on generated image provenance analysis.

Current synthesized images by the state-of-the-art generation

model are already creative to some degree. In other words,

they are not just simple copies of the original images but are

more similar in style or object-level. These similar images are

difficult to retrieve via traditional image matching methods.

Our method combines semantic and vision features, and uses

conceptual-similar contrastive pairs to guide training, which

can be more suitable for retrieving generated images. As there

is no ground truth available for the source of generated images,

we provide some illustrative examples to show the utility of

our method.

We conducted our experiment on stable diffusion and used

diffusers4 in PyTorch as the tool to realize all the functions.

The weights5 trained on the public LAION-5b [42] dataset was

adopted as the initialization parameters during our stable dif-

fusion model training. Since the LAION dataset is very large,

the proposed retrieval may be difficult due to computational

and storage limitations. For a relatively narrow retrieval, we

fine-tuned the generative model on Danbooru2017 dataset with

20 epochs to fully learn the distribution. The model was saved

for the text-to-image generation.

4https://github.com/huggingface/diffusers/
5https://huggingface.co/runwayml/stable-diffusion-v1-5

For the prompts to generate images by the trained stable

diffusion model, we random selected some captions from

Danbooru2017 dataset. We called the generated images in-

caption generated images. We also synthesized images by

random prompts and the analysis can be found in appendix.

To our knowledge, the generated image may be more likely

similar to the source image with the same caption, but not

absolutely. There is no distinct evidence that the replication

definitely exists. The ground truths of query and source image

pairs are extremely hard to obtain. We just visualize some

samples to prove that our proposed method has the ability to

retrieve the similar images of the generated images.

Fig. 5. Obvious similar retrieval results found in the generated images.

Fig. 5 shows the obvious similar retrieval found of the

generated images. The visualizations here were selected from

images with a similarity score above 0.8. The generated

images are listed in the first column as the query to be

analyzed the provenance. The second and third column present

the prompts from the Danbooru2017 dataset and the corre-

sponding original images that match them. The rightmost three

columns display the images with the highest similarity scores

retrieved by our proposed method.

We observed that there were some distinct replications

from the source dataset. The displayed generated samples

exhibit similitude with the source retrieved images, both in

visual appearance and semantic meaning. Not all generations

were likely to match the reference image sharing the same

generation caption. The reason may be that: 1) the trained

image generation model is not perfect enough to describe all

the tags from the caption; 2) the caption is not representative

for the source image sometimes. Our method can successfully

retrieve the most analogous source images by fully utilizing

the vision modality and the cross-modal information.

V. CONCLUSION

In this work, we proposed a novel method that leverages

both image and text modalities towards the generated image

provenance analysis. Our method consists of self-supervised

learning branch, contrastive learning branch and a designed

conceptual-similar branch, incorporating image and textual

features. We also proposed a re-ranking technique to refine

the initial coarse retrieval results. We performed extensive

qualitative and quantitative experiments to show that our

approach can reliably achieve detection of duplicated content

across generated images. As future work, we plan to explore

more reasonable method on generated image provenance by

fully integrating the principle of generative models.
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