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 SUMMARY. The exact distribution of extremes in a sample and its limiting forms are well
 known in the univariate case. The limiting form for the largest observation in a sample was derived by
 Fisher and Tippet (1928) as early as 1927 by a functional equation, and that for the smallest was studied
 by Smimov (1952). Though the joint distribution of two extremes has not been fully studied yet Sibuya
 (1960) gave a necessary and sufficient condition for the asymptotic independence of two largest extremes
 in a bivariate distribution. In this paper a necessary and sufficient condition for the asymptotic indepen
 dence of two smallest observations in a bivariate sample has been derived, and the result has been used to
 find the condition for the asymptotic independence of any pair of extreme order statistics, one in each com
 ponent of the bivariate sample. This result is further extended to find the condition for asymptotic in
 dependence of the pair of distances between two order statistics, arising from each component.

 1. Introduction and notations

 Let F(x, y) be a continuous distribution function of (X, Y) with marginal distri

 bution functions Fx(x) and F2(y). Let the observations of a random sample (Xi9 Yi)
 i = 1, 2, ..., n be ordered component-wise so that

 ?ln)< Z?n>< ...Z and
 wf}< wp^... wp

 are the ordered values of X? and Yi9 i = 1, 2, ..., n respectively. Further, let

 G%](x,y) = P[Z^^x, W\n)^y]
 afcXx) = Fiztp < x]
 Giin)(y) = P[W\n) < y]

 where k and I are positive integers such that

 lim k\n = lim l\n ? 0.
 n?>oc n?>oo

 Finkelshtein (1953) in the particular case (k = 1,1 = 1) proved that for suitable choice
 of constants an, bn, cn and dn(an>0, cn> 0), the covergence of the sequence of distribu

 tion functions Gn(anx-{-bn, cny-\-dn) to a distribution fimction Gxx(x, y) is a necessary
 and sufficient condition for the simultaneous convergence of each of the functions:

 Un(x) - nFx(anx+bn)

 Vn(y) = nF2(cny+dn) ... (1)
 Wn(x, y) = nF(anx+bn, cny+dn)

 to U(x)9 V(y) and W(x, y) respectively where the functions U(x), V(y) and W(x, y)
 are nondecreasing, non-negative functions of x and y such that U(?oo) = V(?co) = 0,
 U(+oo) = F(+oo) = oo.

 Now with Punjab Agricultural University, Ludhiana.
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 Throughout the paper Gkil(x, y), Gk{x) and G?(y) are used for the asymptotic
 distribution functions of (Zkn), W\n)), Zkn) and W\n) respectively. More explicitly

 Oi%x, y) = lim P[Z^ < anx+bn, W^ < W+dJ

 Gk(x) = lim P[Zfr> < V+&J

 and G?(y) = lim P[W?n) < cny+dn] n??oc

 where an, bn, cn and dn are constants as mentioned above. Further, for the sake of
 brevity we define

 ?

 fn(nx, n29 nd, n? = i

 -T^? [F(x, y)] x [Fx(x)-F(x, y)] 2 [F2(y)-F(x, y)] 3
 n nA

 i-i ... (2)
 [l^F1(x)-F2(y)+F(x, y)]H for 0 < n{ < n

 I 0 otherwise.

 2. Lemmas and theorems

 Lemma 1 : // G$(anx+bn, cny+dn) converges then

 Gx(x) = l-e-uw ... (3)
 and

 Gi(y) = l-e~ ... (4)

 Proof : Gf\anx+bn) = P[Z?> < a^+ftj = 1- [l-i? j".
 Since convergence of Gi^(an #+&n, cw y+dn) assures the convergence of Un(x), to
 U(x) the result (3) follows.

 Proof for (4) is similar.

 Theorem 1 : // the sequence G1r{)(anx-{-bn, cny-\-dn) converges, then

 <?>

 Proof :

 Ghl(x, y) = lim P[Zi?> < ??*+&?, 1F?*> < cny+dn] n??oo

 = 1- Hm [{i_J'1(asa:+&n)}?+{l-J'a(cwy+rfB)}?-{l-f1(alla:-|-6J n?>oo

 = !_ lim \i-M?I"- um |l-Ml"

 + Um fi VM+VM-Wn(x,y)\* ?->* I ? J
 - l-exp(-?(a;))-exp(-F(^))-|-exp?-l7(a!)-F(y)+?r(a!, y))
 = ?1(*)+?i(y)-H-[l-?'x(a;)][l-?i(y)]exp(iF(a!,y)). ... (6)
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 Also,

 lim [l-F(anx+bn, cny+dn)T = "m fl- ^?l?. 1"= exj>(-W(x, y)). n?>oo n?>oo L n J

 ... (7)
 From (6) and (7), (5) follows immediately.

 Theorem 2 : A necessary and sufficient condition for asymptotic independence
 of Z?n> and W[n) is that

 F(anx+bn9 cny+dn) = o(l?n). ... (8)
 Proof : Since the left hand expression of (5) is equal to 1 if and only if

 F(anx+bn, cny-\-dn) = o(ljn), the result follows.

 At the end of the paper it has been shown that for a bivariate normal distri
 bution condition (8) is satisfied and so the smallest observations in the two components

 of a sample from a bivariate normal population are asymptotically independent.

 Lemma 3 :

 r\n-~lc

 GtU,i{x, y) = ot\{x, y)-(l) [WJ*[i--*?]"
 l-l n

 + 2 Itfn(/i)k?fi,m?/i,n?m?k+/i). ... (9)

 n n n n n n

 Proof : Since Q%](%, y) = 2 2 S fn(?i9 r??i9 m??i9 n?r?m+fi) r=k m=l p=>o

 n n

 = 2 2 fn(fi, k?/i9 m??i, n?k?m+/i)

 n n l-l n

 = 2 2 /n(/?, k?fi9 m??i9 n?k?m+fi)? 2 2 fn(/i, k??Jb9 m??i, n?k?m+fi)

 (ai \ , ?""i w
 V Wll-W4- S S /?(/*, i-/t, m-/?, n-k-m+p). fC I nt=*0 A=0

 Lemma 4 :

 Proof :
 G'iiy) = P[W?n) < 2/3 = i-P[W?> > 2/]

 = 1- S1 ( n )[Fz(y)T[l-F2(y)T~m. m=o \m I
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 so that taking the limit,

 z-i V(v)m p~v(v) G(y)=l= 2 LM*-.

 Theorem 3 : // Z[n) and W[n) are asymptotically independent, then for any
 k > 1, I > 1, Z[n) and W?n) are asymptotically independent.

 Proof : From Theorem 2, if Z{xn) and W\n) are asymptotically independent,
 then

 F(anx+bn, cny+dn) = o(n^).

 The theorem will be proved by induction.

 Let Zhn) and W\n) be asymptotically independent, i.e.

 Gk)l = lim G%\(anx+bn, cny+dn) n??oc

 = ?m Gkn>(anx+bn) lim $'<?> (c^,+d?) W??oc /i??oo

 = Q?z)QH!l).
 From Lemma 2 we have

 -( * )F1(anx+bny ll-F^x+bJf-"

 + 2 S /?(/?, &??i, m?fi, n?m?k+/?) m=o /?=o

 where a prime on / denotes that x and y are replaced by anx+bn and cny+dn res
 pectively. It can be easily proved that

 lim ( * )F1(anx+bJ [l-FJfi^+bjr* = W?^ . ... (11)
 Also,

 l-l m l-l m
 2 S f'n(?jb, k?/i, m??i, n?m?k+/i)= 2 2 ?n=o /i=l wi=0 /i=l

 l~l m l-l m
 2 S fn(ft, k?/i, m??i, n?m?k+jLi)= 2 2 /?(/?, ??/?, m?/?, n?m?k-\-?i) *v>_a ?_i ?*i_n <i_i

 + 2 fn(o,k,m,n?m?k). ... (12)

 The first expression on the right can be expressed as

 ? g _ni_r Wn(x,y)i r
 lo /*?i /&!(&?/O! (m?/?)! (w?m?k+ju,)\ [ n J [

 \Vn(y)-Wn(x,y) i?-^r l/^+F^-y^y)-? [ J L w J

 ^

 n-m-k+?
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 which under the condition F(anx+bn, cny+dn) = ? Wn(x, y) = o(n~x), approaches
 zero as /i? oo.

 The second expression on the right of (12) can be expressed as

 1 r Un(x)- Wn(x, y)-\*\VM- WJx, y) i ?
 t-1
 2
 M=0 k\ ml (n ? m?k)l L n

 1_ Un(x)+Vn(y)-Wn(X,y)

 n

 n-m-k

 which after simplification and taking the limit as n approaches infinity reduces to

 U(x)*e-Uw ^ V(y)m c~vm kl m=0 ml

 Hence from (9) and (10) it can be easily shown that

 Um G^hl(anx+bn, cny+dn) = [Gk(x)~ JM^1 j G? (y),
 which proves that if Z%l) and W\n) are asymptotically independent, so are Z($x and W[n)

 Similarly it can be shown that Z(j!l) and W?+\ are also asymptotically inde
 pendent. Thus, by induction the proof of the theorem is complete.

 An immediate consequence of the above theorem is that if F(anx-\-bn, cny-\-dn)

 = o(n~x) then Z(kn) and W\n) are asymptotically independent.

 In the following the asymptotic independence of distances d{^\ = Z?$x ?Z[n)
 and d[y = Wi?x? W\l\ under the same condition will be proved by the following
 two lemmas.

 Lemma 5 :

 lim P[Zi?> > anx+bn, Zt> > ajs'+bj = *S e~^ Wz^Ml ... (i3) 71? op i=0 * '

 Proof : Since Z{x] > anx+bn, it follows that all the X/s are greater than
 anx-\-bn. Letting A{ be the event such that i be the number of X/s which are less than

 anx' + bn :

 P(Ai) = ( "^(??s'+ftj^
 Thus it is obvious that

 i=o \ i I I n } i n ]

 and taking the limit as n?> oo,

 lim P[Z{*> > anx+bn; Z^ > anx'+bJ = *S e-*<"> WW)-VW? .
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 Lemma 6 : //
 F{anx+bn, c^+dn) = o^"1),

 then lim P?[Z[n) > x, Zkn) > x'; W^ > y, W\n) > y']
 n??oo

 = lim P?[Z[n) > x, Z?"> > x'] lim Pn[W^ > y, W(?> > y'] n??oo n??oo

 where subscript non P means that x, x', y and y' have been replaced by anx^-bn, anx'+bn,
 cny+dn, cny'+dn respectively.

 Proof : Let A?va be the set defined as follows :

 A ?va = {<o : /? of oo/s e Bx, v of co/s e R2, cr of oo/s e i?3and n?/?? v?cr of co's e R?

 where
 R1 = [X> x', y < 7,< y']

 R2 = [x < X < x', y < Y < y']

 R3 = [x<X^x', Y>y']
 Bi = [X> x', Y > y'],

 so that

 P{A^ = ^,\a\(n-^-<r)\P^" * P? ?]? ... (14)
 Thus

 k-l l-l min (k, i)?l
 PSW > x, 2<?> > x'; W[n) > y, Wp > y'] = S S S P?A,-*.?_?, ?). ?>=0 At=0 ct=0

 Expressing P^RJ, Pn(R2), Pn(R3) and Pn(Bt) in terms of Un(x), Vn(y) and if ?(?, y)
 and taking the limit, it follows immediately that

 *-l l-l miu(M)-l i
 lim P?[2<B> > x, Zp > x'; W[n) > y, Ww > y] = S S S ?=o m=o <>=o (r!(/i-<r)!(v?<r)!

 X lim {[V(y')- V(y)~ W(x', y')+ W(x', y)f~' [W(x', y')- W(x', y)- W(x, y')+ W(x, y)]" ???00

 X[U(x')-U(x)-W(x', y')+W(x, y)]-? exp(-U(x)-V(y)+W(x', y')}.

 Since W{x, y), W(%', y), W(x, y') and W(x', y') are o(\?n) by the condition of lemma,
 the expression within the summation sign will be zero unless cr = 0. Therefore

 lim Pn[Z^ > x, Zp> > x'\ W[n) > y, W > y']

 = S1 S1 -Arexp(- U(x')- V(y'))(U(x')-U(x)Y(V(y')-V(y)r ?=0 /?=a ft* VI
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 Comparing the right hand expression with Lemma 5, Lemma 6 follows immediately.

 ?Z\n)\
 In view of the above lemma the random vector Z{n) = f l | is asympto

 /w[n)\
 tically independent of W{n) = I ^n) J *

 Theorem 4 : If F(anx+bn, cn+dn)=o(l?n) then the distance 4?l-i= Z^-Z^
 is asymptotically independent of d^]_x= W[n)? W^.

 Proof : Under the condition of the theorem since the random vectors Zin)
 and W{n) are asymptotically independent, the Borel functions Z^?Z{n) and TT(zn)? Wp
 are also asymptotically independent.

 3. Application

 In this section we apply the result of Theorem 2 to a bivariate normal distri
 bution. Without loss of generality we can take the variance-covariance matrix of
 the form

 i p\
 0 <p<l,

 so that f{x, y) = ---?.~v- exp [ - 2(1_p2) (x2-2pxy+y*)]

 x y

 and F(x, y) = J J f(u9 v) dv du.
 ? 00 ?00

 I X
 For marginal distribution F(x) = ?== J exp(?\u2)du it is known (Cramer, V 27T -co

 1946, p. 374) that the distribution of nF(x) converges to a proper distribution. This
 result after algebraic manipulation reduces to the fact that if

 a? = (2 loS nf = C'n

 and bn = ?2 log n+%(log log n+\og 4=n) = dn,

 .F(aw +&n) converges* to a proper distribution function. Using the result (Cramer,
 1946, p. 290) we can write

 F(anx+bn,cny+dn) = = ? WQgMy

 where x' = anx+bn, y' = cny+dn ... (15)
 and where/1' (x) is v-th derivative off(x).
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 It is immediate that lim n <f>n(x, y) ? n exp[??(2 log n)(x2+y2)+p] = 0, hence n??oo

 in order to prove that F(anx+bn, cny-\-dn) = o(l/n) it is sufficient to prove that infinite

 series (15) and

 <f>n(x,y) = exV[-?(2logn)(x*+y*)]? ? ... (16)

 are of the same order when n approaches co.

 Noting that f{r)(x) = ?xf{r~1)(x)?(r?l)f{r~2)(x) the term by term ratio of the
 two series approaches 1 as n approaches oo, and thus the result is proved. Thus two
 extreme order statistics one in each component of a bivariate normal distribution
 are asymptotically independent.
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