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Publication Decisions Revisited: The Effect of the Outcome of 
Statistical Tests on the Decision to Publish and Vice Versa 
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This article presents evidence that published results of sci- 
entific investigations are not a representative sample of 
results of all scientific studies. Research studies from 11 
major journals demonstrate the existence of biases that 
favor studies that observe effects that, on statistical eval- 
uation, have a low probability of erroneously rejecting 
the so-called null hypothesis (Ho). This practice makes 
the probability of erroneously rejecting Ho different for 
the reader than for the investigator. It introduces two bi- 
ases in the interpretation of the scientific literature: one 
due to multiple repetition of studies with false hypoth- 
esis, and one due to failure to publish smaller and less 
significant outcomes of tests of a true hypotheses. These 
practices distort the results of literature surveys and of 
meta-analyses. These results also indicate that practice 
leading to publication bias have not changed over a period 
of 30 years. 

KEY WORDS: Bias; Null results; Publication bias; Tests 
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1. INTRODUCTION 

Scientific investigators are faced with the problem of 
interpreting consistent or contradictory findings of inde- 
pendent studies designed to test the same scientific hy- 
pothesis but usually conducted under different conditions. 
[Throughout this discussion we use the term scientific hy- 
pothesis to refer to the test of questions concerning the 
effect or lack of effect of a set of antecedent conditions 
to distinguish it from the corresponding statistical test of 
a null hypothesis (Kruskal and Tanur 1978).] Clinical in- 
vestigators seek to determine from similar clinical trials 
if results of repeated applications of a therapeutic agent 
differ from chance. More recently, meta-analytic meth- 
ods for summarizing the results of several studies have 
been developed that proceed under the (often implicit) as- 
sumption that all (or at least a representative sample) of 
relevant studies are available for analysis. Because access 

to study results is typically limited to published studies, 
the question of whether or not published studies constitute 
a representative sample of relevant studies is of concern. 

The suggestion that published results of scientific inves- 
tigations are not a representative sample of results from all 
scientific studies was first made in 1959 (Sterling 1959). 
Sterling found that 97.3% of papers published in four ma- 
jor psychology journals reported statistically significant 
outcomes for their major scientific hypotheses. Simi- 
lar results (94%) were obtained by Bozarth and Roberts 
(1972). The possibility that results of published clinical 
trials may not be representative of all observed results was 
demonstrated by Simes (1986a; 1986b). They found that 
when only published trials were considered, the use of 
combined chemotherapeutic regimens for ovarian cancer 
was statistically significantly superior to the use of a sin- 
gle alkylating agent. However, when all registered trials 
(published and unpublished) were considered, the statisti- 
cally significant advantage of combining chemotherapies 
disappeared. Dickersin et al. reported that 55% of pub- 
lished trials, compared with 15% of unpublished trials, 
had statistically significant results favoring a new therapy 
(Dickersin 1990; Dickersin, Chan, Chalmers, Sacks, and 
Smith 1987). Begg and Berlin (1988) give an example 
in which a positive result published in a prestigious jour- 
nal continued to influence clinical practice even after the 
results were shown to be unreliable in publications that 
appeared subsequently in less prestigious journals. In an 
investigation of 11 meta-analyses of psychological topics, 
Glass, McGaw, and Smith (1981) found the average ex- 
perimental effect from studies published in journals to be 
larger than the corresponding effect estimated from the- 
ses and dissertations. Coursol and Wagner (1986) found 
that researchers were less likely to submit-and journal 
editors less likely to publish studies-that were negative 
or neutral in outcome, resulting in different proportions of 
positive outcomes among published as compared to un- 
published sources. Mahoney (1977) found that reviewers 
were highly influenced by the direction and strength of 
a submitted study's results. Sommer (1987) found that 
among studies conducted by members of the Society for 
Menstrual Research, proportionately more published stud- 
ies reported statistically significant results than did un- 
published studies. (Similar results have been reported by 
Dickersin 1992; Dickersin and Min 1993; Easterbrook, 
Berlin, Gopalan, and Matthews 1991.) Berlin, Begg, and 
Louis (1989) reported a substantial tendency for studies 
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with small sample sizes to report greater treatment effects 
than studies with larger samples. 

These observations illustrate how the criteria used in 
the selection of papers for publication may operate as a 
filter preferring positive to negative results and thereby 
introduce a bias in their interpretation by readers. This 
may be because investigators may decide not to submit 
negative results or because journal referees and editors 
may be more likely to reject a submitted article if its results 
are negative. 

(We cannot resist including a telling example. A let- 
ter from an editor of a major environmental/toxicological 
journal rejecting a manuscript because of its negative find- 
ings included the statement: 

Unfortunately, we are not able to publish this manuscript. The 
manuscript is very well written and the study was well documented. 
Unfortunately, the negative results translates into a minimal contribu- 
tion to the field. We encourage you to continue your work in this area 
and we will be glad to consider additional manuscripts that you may 
prepare in the future. 

A copy of this letter was submitted in confidence to the 
editor of The American Statistician.) 

Moreover, publication bias makes the probabilities of 
Type I and Type II errors for a single study different for 
the reader than for the original investigator (Denton 1990). 
This bias is exacerbated when meta-analytic techniques 
are applied only to published studies because the analyses 
are likely to produce biased summary estimates that are 
apparently precise and accurate, leading to conclusions 
that may not only be wrong but at the same time may 
appear convincing (Begg and Berlin 1988). Furthermore, 
the publication criteria operate to include more than the 
true proportion of studies with nonnull results and less 
than the true proportion with null results. Such serious 
consequences have led to considerable concern. Chalmers 
(1991) has gone so far as to consider the system that results 
in publication bias a form of scientific misconduct. 

In this report we update and expand Sterling's 1959 
study in order to address the following questions: First, are 
present publication patterns consistent with publication 
bias? Second, have there been any changes in publication 
bias since its recognition about 30 years ago? 

2. METHOD 

The same four fields in psychology were reviewed as in 
1958. However, the field of experimental psychology is 
now covered by the journals General Psychology; Learn- 
ing, Memory and Cognition; Hmnan Perception and Per- 
formance; and Animal Behavior Processes. The field of 
comparative and physiological psychology is now covered 
by the journals Behavioral Neuroscience and Comparative 
Psychology. The fields of clinical and social psychology 
are still covered by The Journal of Consulting and Clin- 
ical Psychology and the Journal of Personality and So- 
cial Psychology, respectively. All studies reviewed were 
published in 1987, except for those in Animal Behavior 
Processes, which were published in 1986. 

The 1986 volumes of three medical journals were also 
reviewed. These were The American Journal of Epidemi- 
ology, The American Journal of Public Health, and The 
New England Journal of Medicine. 

Only research papers that investigated a scientific hy- 
pothesis and actively collected data were included in this 
review. The criteria used for classifying the studies were 
the same as those used 35 years ago and were described 
in Sterling (1959). All eligible papers published during a 
calendar year were classified by a single reviewer accord- 
ing to whether or not the author of the published study 
decided that its major antecedent variables had resulted in 
an effect that was unlikely to be a chance result. What the 
author judged to be the major hypotheses and results were 
extracted from the paper's abstract or summary without 
taking strength of statistical significance into account. In 
the case of multiple tests the reviewer used his best judg- 
ment to select that test that appeared to be crucial to the 
final conclusion. 

3. RESULTS 

Table 1 summarizes the outcomes of tests of signifi- 
cance for the four fields of psychology (eight journals) and 
the three medical research journals. The table shows the 
number of research articles reviewed in 1986-1987; the 
percent of articles reviewed that used statistical tests of sig- 
nificance; the percent of articles using tests of significance 

Table 1. Outcomes of Tests of Significance for Four Psychology and Three Medical Research Journals 

No. of 
No. of % articles articles 

articles reviewed that % articles using reviewed that % articles using 
reviewed in use tests in tests that reject used tests in tests that 

Joumals 1986-87 1986-87 Ho in 1986-1987 1958 reject Ho in 1958 

Experimental Psychology 
(four journals) 165 92.73 93.46 106 99.06 

Comparative & Physiological 
Psychology (two journals) 119 88.24 97.14 94 96.81 

Consulting & Clinical Psychology 83 96.39 97.50 62 95.16 
Personality & Social Psychology 230 97.83 95.56 32 96.88 

Psychology Journals Total 597 94.30 95.56 294 97.28 
American Journal of Epidemiology 141 81.56 80.87 N/A N/A 
American Journal of Public Health 97 43.30 88.10 N/A N/A 
New England Journal of Medicine 218 75.69 87.88 N/A N/A 

Medical Journals Total 456 69.25 85.40 N/A N/A 
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that rejected Ho for their major hypotheses with av < .05, 
and for comparison, the percent of articles using statistical 
tests that rejected Ho in the 1958 study. For example, of 
the 165 articles reviewed in the 4 experimental psychol- 
ogy journals, 92.7% used tests of significance. Of those 
using tests of significance, 93.5% rejected Ho for their 
principal hypothesis with av < .05. The same decision 
was made in 1958 by 99.1% of research reports that used 
a test of significance. Overall, the publication practices of 
psychology journals appear to have remained unchanged 
since 1958 (with the possible exception of The Journal of 
Experimental Psychology). There were some differences 
between psychological and medical journal practices. In 
general, 94.3% of articles in the psychology joumals used 
tests of significance, but only 69.2% of articles in the med- 
ical joumals did. Of the medical journals, the investiga- 
tors publishing in the American Journal of Public Health 
made least use of tests of significance. However, if medi- 
cal investigators used tests of significance, Ho was usually 
rejected, although not as often as in psychology joumals. 

It is interesting that we did not find any authors who 
expressly pointed out that they had rejected Ho for their 
major hypotheses when obtained significance was larger 
than but still close enough to the conventional .05 (e.g., 
.07 or .08). There is also evidence that the use of the 
5% significance level as a decision criterion is quite com- 
mon among social scientists in general (McNemar 1960; 
Rosenthal 1979; Rosenthal and Gaito 1963; Smart 1964). 
It appears from sampling scientific journals in different 
subjects, especially in astronomy and chemistry, that sta- 
tistical hypothesis testing is used in these sciences and that 
the practice of using av = .05 as the dividing line between 
effect and no effect is practically universal. 

4. DISCUSSION 

The true situation is that scientific papers usually report 
the outcome of a number of scientific observations and 
include multiple statistical tests. Offhand it seems impos- 
sible to select objectively the major hypothesis and test 
of significance. Our analysis is based on having chosen 
from each published paper a single test of significance of 
the major hypothesis. While our data therefore are some- 
what subjective, we feel that the strength of the results 
warrants the conclusions. 

Suppose that several investigators have all performed 
experiments. Let av be the significance level of the tests, 
for example, the probability of Type I error, usually set at 
.05. Let 3 be the probability of Type II error. Because 
3 in general is different for each experiment and depends 
on sample size and other factors, we shall use B as the 
average probability of Type II error for the experiments in 
question. Finally, let ay be the proportion of all scientific 
hypotheses tested for which the null hypothesis is really 
false (the collective batting average of the investigators). 

The expected proportion of studies accepting H0 will be 

If the set of published studies is a representative sample 
of the set of all conducted studies, then the proportion 
of published studies rejecting H0 will be the same as the 
proportion of all conducted studies rejecting H0. 

Now av is usually .05 or less, and ,3, while unknown 
and variable, is frequently .15-.75 (Hedges 1984). For 
example, if av = .05 and we take B = .2 as a conservative 
estimate, then the proportion of studies that should accept 
Ho is .95-.75-y. Thus even if -y = 1, we would expect 
about 20% of published studies to be unable to reject Ho. 
Certainly -y < 1. In complex cases in which there are 
competing theories, there may well be as many (or more) 
false hypotheses as true ones. 

In fact, the true value of -y is considerably smaller than i 
and the true value of B is undoubtedly considerably larger 
than .2. Consequently, the true proportion of experiments 
that should accept Ho is considerably larger than .2. 

The fact that in the literature the proportion of studies 
accepting Ho is in general less than .2 casts serious doubt 
on the representativeness of the published studies as a sam- 
ple of all studies. If we take this formula at face value, it 
suggests that only studies with high power are performed 
and that the investigators formulate only true hypothesis. 
Common experience tells us that such is unlikely. 

From the perspective of a consumer of the scientific 
literature, especially for practitioners of meta-analysis, 
there are two basically different situations depending on 
whether or not the scientific hypothesis is true: the false 
hypothesis bias and the true hypothesis bias. 

4.1 The False Hypothesis Bias 

Because negative results are seldom published, either 
because they are not submitted for publication or because 
they are rejected in the reviewing process, there is nothing 
to prevent numerous replications of an experiment that 
in the long run should yield a negative result. Eventu- 
ally, one of these replications will yield a significant re- 
sult by chance, which will then have a higher probability 
of being published than replications terminating in neg- 
ative results. Some safeguards exist to lessen the effect 
of false hypothesis bias. The publication of such results 
might elicit comments by others who had negative results 
in prior replications. Such comments however, usually 
appear in print long after the original article has been 
published. Another, probably more effective, safeguard 
is that investigators interested in the same sets of hypothe- 
ses might know each other and thus be able to compare 
differing results. These factors might decrease the pos- 
sibility of false hypothesis bias remaining undetected but 
would not eliminate it entirely. In some cases of repeated 
clinical trials, registers are used to centralize information 
about replication to eliminate the effect of false hypoth- 
esis bias (Begg and Berlin 1988, 1989; Chalmers et al. 
1986; Easterbrook 1987; Simes 1986a, 1986b). If enough 
replications are performed, some of the false positives will 
yield results greater than the null value, and these results 
may be published. Thus the point estimate produced by 
a meta-analysis will be biased and its confidence interval 
will be lengthened (unless the investigators were all influ- 
enced by what we might call a preconceived notion bias 
to perform one-sided tests in the same direction). 

4.2 A True Hypothesis Bias 

On the other hand, if the scientific hypothesis is true, 
most experiments testing that hypothesis will yield posi- 
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tive results, and many of them may be published. Some 
experiments, however, will yield negative or weak results, 
and will be relatively less likely to appear in print. Thus 
the point estimate obtained from a meta-analysis will be 
biased away from the null (Denton 1990), and its confi- 
dence interval will be shortened. 

In practice, there are no firm standards regarding the 
quality necessary for a study to be included in the pool 
being meta-analyzed, or how different experimental or ob- 
servational conditions can be before studies are rendered 
ineligible for inclusion. A number of techniques have been 
devised to overcome the serious limitation of any meta- 
analysis based solely on published or disseminated litera- 
ture (Hetherington et al. 1989; Light and Pillemer, 1984; 
Smart 1964). None of these available methods is en- 
tirely satisfactory for dealing with publication bias. Meta- 
analysis for clinical trials may still be applicable if there 
is some assurance that all clinical trials are in a registry, 
and thus their outcomes may be comparable regardless of 
whether or not they have been submitted for publication or 
a report has been written for their dissemination (Dickersin 
and Berlin 1992; Dickersin, Min, and Meinert 1992). 

5. BLIND-TO-OUTCOME PEER REVIEW 

The influence of the outcome of a statistical test on the 
decision to publish scientific results is unsatisfactory for 
the following three reasons: 

(1) It creates an uncertainty of how to interpret the out- 
come of a statistical test. 

(2) It creates a misplaced impression of the relationship 
of statistical tests to scientific importance. (In a 1989 
review of what is deemed important in scientific literature, 
Kruskal and Majors conclude with "we were depressed by 
the frequency of use of statistical significance as a measure 
of relative importance.") 

(3) Present practices fail to inform on true null results. 
There are many instances where it is just as important 
to know the experimental conditions that do not produce 
effects as it is to know those that do. 

A number of discussions of publication bias involve 
the determination of its causes (Begg and Berlin 1988; 
Dickersin and Berlin 1992; Sharp 1990), reducing its ef- 
fects (Chalmers, Frank, and Reitman 1990; Easterbrook 
1987; Newcombe 1987; Simes 1986b; Sharp 1990), and 
correcting meta-analyses for its effects (Begg and Berlin 
1988; Denton 1990; Hedges 1984; Hedges and Olkin 
1985; Hunter 1990; Iyengar and Greenhouse 1988). Al- 
though a thorough discussion of remedies for publication 
bias is beyond the scope of this paper, one possible method 
of greatly diminishing the influence of publication bias is 
to accept or reject a scientific study without paying atten- 
tion to, or perhaps even in ignorance of, its outcome a 
blind-to outcome peer review. In this strategy, editors or 
reviewers base their decision on: 
(1) the importance of the study (justified in the introduc- 

tory section by a description of planned work, its his- 
tory, importance, and hypothesis to be tested, etc.); 
and 

(2) the relevance of the proposed methods and of the data 
to be obtained for the purpose of the scientific enquiry. 

This reviewing process could be done either before or 
after the actual study. Several related suggestions have 
been made (Begg 1985; Kochor 1986; Kupfersmid 1988; 
Kupfersmid, personal communication, 1990; Newcombe 
1987; Rosenthal, 1966). The merits of such radical 
changes in editorial policy have been discussed in detail by 
Begg and Berlin (1989). In short, more radical measures 
than public consciousness raising are needed to curtail the 
influence of publication bias. 

[Received August 1993. Revised April 1994.] 
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