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Assessing the uncertainty due to possible systematic errors in a physical measurement 
unavoidably involves an element of subjective judgment. Examination of historical measurements 
and recommended values for the fundamental physical constants shows that the reported 
uncertainties have a consistent bias towards underestimating the actual errors. These findings are 
comparable to findings of persistent overconfidence in psychological research on the assessment 
of subjective probability distributions. Awareness of these biases could help in interpreting the 
precision of measurements, as well as provide a basis for improving the assessment of uncertainty 
in measurements. 

I, INTRODUCTION 

Accurate estimates of the fundamental constants of 
physics, such as the velocity of light or the rest mass of the 
electron, are central to the enterprise of science.’ Like any 
measurements, they are subject to uncertainties from a var- 
iety of sources. Reliable assessments of this uncertainty are 
needed (a) to compare the precision of different measure- 
ments of the same quantity, (b) to assess the accuracy of 

other quantities derived from them, and, most crucially, 
(c) to evaluate the consistency of physical theory with the 
current best measurements. Thus, as Eisenhart has pointed 
out, “A reported value whose accuracy ‘is entirely un- 
known is worthless.” 

It is not unusual to encounter individual examples of 
errors in measurements of physical quantities that turn out 
to be disconcertingly large relative to the estimated uncer- 
tainty. One well-known case was in R. A. Millikan’s oil- 
drop experiment in 1912 to determine e, whose result 
turned out 15 years later to be off by 0.6% or three stan- 
dard deviations due to reliance on a faulty value for the 
viscosity of air.* A more recent example concerns measure- 
ments of |v, _|, the parameter that measures the degree of 
violation of CP (charge-conjugation-parity) invariance. 
The six measurements prior to 1973 agreed reasonably, but 
more accurate measurements since then differ consistently 
by about seven standard deviations from the pre-1973 
mean, a discrepancy that remains unexplained in terms of 
experimental procedure.* Such extreme cases may be ex- 
ceptions, but they raise the more general question of how 
well on the average reported uncertainties reflect actual 
errors, an issue on which there has been little systematic 
study.° Here we will present evidence from historical mea- 
surements of a range of physical constants to illustrate the 
scope of the problem of underestimation of uncertainty. A 
wider awareness of such results may help in interpreting 
reported uncertainties, and may have some important edu- 
cational implications. 

A comprehensive assessment of uncertainty cannot rest 
solely on statistical analysis. Unavoidably, it involves a 
considerable element of subjective judgment. Therefore, 
we shall first review some recent findings of cognitive psy- 
chology from laboratory studies of human judgment under 
uncertainty. After examining evidence from measurements 

of physical constants, we will discuss possible explanations 
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for these problems in the light of the psychological litera- 
ture, and explore the prospects for alleviating them. 

Il. THE PSYCHOLOGY OF JUDGMENT UNDER 
UNCERTAINTY 

The premise of laboratory studies of human judgment is 
that all judgments are governed by a set of core cognitive 
processes.° If those can be understood in experimental set- 
tings, then reasonable speculations can be made about hu- 
man performance in the real world.’ This literature has 
revealed both strengths and weaknesses. Where people 
have the explicit training or where there has been the op- 
portunity to receive clear, prompt feedback, people can as- 
sess many aspects of uncertain processes. For example, 
weather forecasters in the U. S. provide assessments of the 
probability of precipitation that are probabilistically wedl 
calibrated: It rains on about 70% of the occasions on which 
they forecast a 70% probability of rain.? They have devel- 
oped this ability through years of hands-on experience, 
with guidance from computer models, with ample feed- 
back, and within an institution that rewards them for can- 
dor (rather than, say, for exuding confidence or avoiding 
firm commitments). In less favorable circumstances, how- 
ever, people often lack an intuitive feel for probabilistic 
processes, relying instead on mental “heuristics” (deter- 
ministic rules of thumb) to guide their judgments. Al- 
though often useful, these rules can lead to predictable bi- 
ases. 

In these studies, the intutive asessment of uncertainty 
has proven to be especially problematic.” People seem in- 
sufficiently sensitive to how much they know, so that 
changes in knowledge are accompanied by inappropriate 
changes in confidence. The most common problem is over- 
confidence. A common way to assess the precision of an 
uncertain quantity is by a subjective confidence interval, 
indicating a range within which the assessor believes the 
true value has, say, a 98% chance of falling. The probabilis- 
tic calibration of a set of such judgments for different quan- 
tities may be measured by comparing the assessed probabil- 
ity for the interval with the fraction of times the true value 
lies within it. Cases in which the true value (once known) 
turns out to fall outside the assessed confidence interval, 
may be termed “surprises.” The surprise index is the per- 
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cent of 98% confidence intervals for which the true value is 
a “surprise.” Having significantly more than 2% surprises 
indicates overconfidence, in the sense of underestimating 
the range of possibilities. Conversely, too few surprises 
means underconfidence. Another measure of calibration is 
the interquartile index, the percent of judgments for which 
the true value lies between the assessed 25th and 75th per-_ 
centiles. An interquartile index that is much less than 50% 
also indicates overconfidence. The overwhelming result in 
laboratory studies with nonspecialist assessors has been i in- 
tervals that are too tight, reflecting overconfidence: Typi- 
cally the surprise index is 20%—-40% instead of the ideal 
2%, and the interquartile index i is 30%—-40% instead of 
50%.° 

The important role of probabilistic judgment is coming 
to be recognized in several areas involving risk analysis, 
including medicine, toxicology, and nuclear safety.!° The 
few studies of judgments in such real-world contexts out- 
side the psychologist’s laboratory suggest that the labora- 
tory findings of overconfidence may generalize to situa- 

tions of practical importance.’ However, such evaluations 
have been rare. An evaluation of the uncertainty estimates 
for physical constants should therefore be of interest to the 
study of probabilistic judgment in general, as well as to the 
practice of physics. 

II. UNCERTAINTY IN PHYSICAL 
MEASUREMENT 

It is universally accepted that every scientific measure- 
ment should be accompanied by a statement of its uncer- 
tainty, nowadays usually expressed probabilistically, as a 
standard error or confidence interval. However, there is 
less agreement about precisely what these statements are 
intended to represent. Typically, the terms “error” and 
“uncertainty” are used almost interchangeably.'? We find 
it convenient to distinguish them thus: “Error” is the actu- 
al difference between a measurement and the value of the 
quantity it is intended to measure, and is generally un- 
known at the time of measurement. “Uncertainty” is a 
scientist’s assessment of the probable magnitude of that 
error. | 

Another, conventional distinction is between random er- 
ror due to uncontrolled variability among observations, 
and systematic error, equal to the difference between the 
value to which the observed mean converges and the true 
value. Systematic errors can arise from undetected biases in 
the experimental apparatus, approximations in computa- 
tional procedures, errors in auxiliary variables, and defi- 
ciencies in theoretical assumptions. 
Random uncertainty, being simply an estimate of the 

random error, may be obtained straightforwardly by statis- 
tical analysis of the unexplained variability in the measure- 
ments. Systematic uncertainty is the experimenter’ s esti- 
mate of the systematic error and requires the. exercise of 
judgment. Because the random uncertainty can be reduced 
simply by taking more observations, the overall uncertain- 
ty often comes to be dominated by the systematic uncer- 
tainty,'? at least in those experiments where the marginal 
cost of observations is relatively low. 

Some have suggested that random and systematic uncer- 
tainty are qualitatively different, and so should be reported 
separately,'* a suggestion followed in some recent articles. 
However, Mueller argues that the categorization of uncer- 
tainties is context dependent, varying from one experiment 
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to another, and that it is appropriate to combine them 
forming a single expression of uncertainty, which is far 
more useful for evaluating each measurement.'? Acknow- 
ledging that the terms random and systematic uncertainty 
are often used in ambiguous and inconsistent ways the In- 
ternational Committee on Weights and Measures have rec- 
ommended replacing them by Category A uncertainty, 
evaluated by statistical means, and Category B uncertain- 
ty, evaluated by other means, including “subjective appre- 
ciation.””'° 

Whatever one calls them, it is the latter that cause the 
most problems. Known systematic errors can usually be 

compensated for by experimental control or computational 
corrections, and much of the skill ofa precision metrologist 
lies in such issues of experimental design. For example, 
Youden has urged that key features of the experimental 
design’® be varied systematically, thus converting some 

systematic errors to random errors, which can be estimated 
statistically from variations over observations. 

Unfortunately, such treatment is not possible for all 
sources of error. Innovations in experimental technique are 
particularly likely to produce surprising new errors. In 
such cases, there is no substitute for judgment in assessing 
the magnitude of unresolved systematic errors. Some re- 
cent discussions of error estimation recognize this, e.g., 

warning that estimates of systematic error ‘are somewhat 
subjective and are usually obtained from what can only be 
called educated guesses.”’’’ Where reported uncertainties 
are intended to be comprehensive and are expressed as 
standard errors, confidence intervals, or other probabilistic 
forms, we conclude they are equivalent to assessments of 
the parameters of subjective probability distributions. 
Hence they may appropriately be analyzed for calibration 
and over- or underconfidence. 

IV. MEASURES OF CALIBRATION 

One can obtain some empirical insights into the calibra- 
tion of a set of assessments by comparing reported uncer- 
tainties with the variability among the measurements. Sup- 
pose each experiment i, for / = 1,2,...N, reports an estimate 
x, with standard error o;, and X is the group mean, weight- 
ed inversely by the variances. The sum of the squares of the 

normalized residuals, h; = (x, — X)/o,, should be distrib- 
uted as the chi-squared statistic with (NV — 1) degrees of 
freedom, assuming the errors are independent and normal- 
ly distributed with the reported standard deviations. This 
statistic can then be used to test the appropriateness of 

these assumptions. 
A related measure, the Birge ratio,’® R,, assesses the 

compatibility of a set of measurements by comparing the 
variability among experiments to the reported uncertain- 
ties. It may be defined as the standard deviation of the nor- 

malized residuals: 

RB = YAVN-1). (1) 

Alternatively, the Birge ratio may be seen as a measure of 
the appropriateness of the reported uncertainties. If the 
uncertainty assessments are independent and perfectly ca- 
librated, the expectation of R, is one. If R, is much greater 
than one, then one or more of the experiments has underes- 
timated its uncertainty and may contain unrecognized sys- 
tematic errors. Such insensitivity to systematic error is a 
sign of overconfidence. If R,is much less than one, then 
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Fig. 1. Measurements of the velocity of 

light; 1875-1958. Results are as first report- 

ed, with correction from air to vacuum 

where needed. The uncertainties are also as 

originally reported, where available, or as 

estimated by the earliest reviewers. Error 

bars show standard error (s.e. = 1.48 X pro- 

bable error). 
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either the uncertainties have, in the aggregate, been overes- 
timated or the errors are correlated. 

V. UNCERTAINTY IN c 

The velocity of light, c, is perhaps the most measured 
fundamental physical constant,’ starting with Galileo’s un- 
successful attempts, using assistants flashing lanterns on 
neighboring hills. Figure 1 displays the results of all mea- 
surements between 1875 and 1958 with reported uncertain- 
ty from several major surveys. '*!’-*° The vertical bars rep- 
resents the standard error according to the original 
experiment or earliest reviewer.*! The horizontal dashed 
line is the 1984 value of 299 792.458 km/s.” 

The Birge ratio for the entire set of 27 measurements 
with errors relative to the 1984 value is 1.42. The probabil- 
ity of finding such large variability by chance is less than 
0.005, assuming that the error were normally distributed 
with the reported standard deviations. If the standard de- 
viations of the discrepant studies fully express the respec- 
tive investigators’ uncertainties regarding their estimates, 
then, on average, those uncertainties must be significantly 
underestimated. 

Over time, both the reported uncertainty and the actual 
error of these estimates have been reduced enormously. 
There was, however, no significant corresponding im- 
provement in the Birge ratio, which was 1.47 for measure- 
ments up to 1941 and 1.32 since 1947. (top of Table I). For 
both periods, the variability was significantly greater than 
one would expect, indicating unduly tight uncertainty esti- 
mates. . 

These changes in accuracy over time were accompanied 
by changes in the direction of error. From 1976 to 1902, the 
measurements overestimated the value by about 70 km/s 
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on the average. From 1905 to 1950, they underestimated it 
by about 15 km/s on the average. This change in the mean 
caused deBray to suggest that the speed of light was not 
constant but decreasing by about 4 km/s/year. In 1934, 
Edmondson proposed that it might be varying sinusoidally 
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Fig. 2. Recommended values for the velocity of light; 1929-1973. 
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Table I. Calibration statistics for measurements of physical constants. 

  

  

  

Statistic 

Quantity Date N° R,° Pr° 1Q8 SI* Refs.‘ 

c 1875-1941 13 1.47 0.01 23% 8% 13, 17-20 

c 1947~1958 14 1.32 0.05 57% 14% 

c 1875-1958 27 1.42 0.005 41% 11% 

G 1798-1983 14 1.38 0.025 41% 29% 24 

1S / bby 1949-1967 7 1.44 0.05 14% 14% 17 

a~' High accuracy 24 2.95 (0) 21% 38% 17 
a—' Low accuracy 14 1.26 0.10 64% 7% 17 

Onns/Pvns 1938-1968 7 0.40 0.995 100% 0% 17 

Particle lives 92 1.26 9% §, 25 

Particle masses 214 1.24 6% 

Particle total 306 1.24 1% 

Sio(B/1.1) 1.24 44% 6% 26 

Recommended 3,17 

values 1928-1973 40 7.42 (0) 22% 57% 19, 28, 29 

Well-calibrated 

normal distribution 1.00 50% 2% 

  

  

* N Number of measurements analyzed. 

*R, Birge ratio (standard deviation of normalized residuals). 

*Pr Probability of getting Birge ratio that large by chance if the normalized residuals have independent unit normal distributions. 

‘IQ Interquartile index: Percent which fall between assessed 25%ile and 75%ile, or within 0.675¢. 

*SI Surprise index: Percent that fall outside assessed 98% confidence interval, or outside 2.33. 

Refs. Sources of data. 

with a period of 40 years. Discounting these claims, Birge'” 
argued c has a constant value, that the overconfident un- 
certainty estimates too frequently failed to include. In 
1941, he adjusted a set of recent estimates with untreated 

systematic error, producing corrected values with a Birge 
ratio of 0.544. Birge concluded, “Thus, after a long and, at 
times, hectic history, the value for c has at last settled down 
into fairly satisfactory ‘steady’ state.’”’? 

Unfortunately, as illustrated in Fig. 2, his confidence 
turned out to be premature. Just nine years later, the rec- 
ommended value had shifted by 2.4 of his 1941 standard 
deviations.” This 1950 value, too, was soon supplanted, by 
a Value different by over 2 of its standard deviations. Once 
again, shifting estimates prompted the suggestion that c 
might be changing, this time increasing.”° One can only 
speculate whether. better calibrated assessments of uncer- 
tainty (showing that the varied estimates were compatible 
with one another) would have forestalled such paradigm- 
shattering proposals. Table I summarizes these data in 
terms of various calibration statistics, including the Birge 
ratio, interquartile index, and surprise index. All indicate 
overconfidence. For measurements of c, there are too few 
values between the 0.25 and 0.75 quartiles (41% instead of 
50%), and too many surprises (11% instead of 2%). 
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VI. UNCERTAINTY IN OTHER CONSTANTS AND 
RECOMMENDED VALUES 

The remainder of Table I summarizes similar analyses 
for other physical constants, including the gravitational 
constant G, the magnetic moment of the proton yz; /L;, two 
sets of measures of the inverse fine structure constant, a~', 
and the ratio of the absolute ohm to the ohm maintained by 
the National Bureau of Standards, Qa55/Nngs- Table I 
reveals a similar pattern of overconfidence in all cases but 
the last. This shows a Birge ratio of significantly less than 
1.0 and an interquartile ratio of 100%, results we shall re- 
turn to later. 

The “particle lives” and “particles masses” entries in 
Table I represent 92 measurements of Kaon and hyperon 
lifetimes and 214 measurements of meson resonance 
masses taken from the Particle Data Group’s biennial Re- 
view of Particle Properties.>° Their thorough scrutiny of 
all published experimental measurements results in the re- 
jection of about 40% on grounds of suspect assumptions, 
poor quality work, unreported errors, or gross inconsis- 
tency with other results. Nonetheless, the Birge ratio of 
1.24 and surprise index of 6% of the 306 combined results 
indicate a significant degree of overconfidence in the re- 
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Fig. 3. Recommended values for fundamental constants; 1952-1973. 

maining uncertainty assessments. 
Periodically, reviewers propose “recommended values” 

for physical constants after careful consideration of all the 
most precise measurements. The diligence of these analyses 
and the incumbent obligation to confront the inconsisten- 
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cies among studies should make them particularly sensitive 
to uncertainty. Figure 2 showed the residual overconfi- 
dence in such reviews for the velocity of light. Figure 3 
shows comparable results for five other fundamental con- 
stants derived from a series of six reviews between 1952 and 
1973.3-'728 In most cases, the best-guess value at each revi- 
sion was well outside the range of possibilities defined by 
the uncertainty estimates for the preceding evaluation peri- 
od. For example, the 1963 to 1969 shift was three to five. 
1963 standard deviations for all five of these constants. Ta- 
ble I (second to last line) gives calibration indices for these 
same five constants for eight reviews from 1929 to 
1969,7-!7-19.28.29 with residuals calculated relative to 1973 
estimates. The surprise index of 57% indicates that current 
estimates would have come as a surprise to earlier review- 
ers in more than half the cases. The 1969 review acknow!]- 
edges these problems, and provides graphs similar to Fig. 3 
to caution readers to be skeptical.'” 

VII. SOURCES OF OVERCONFIDENCE 

In several sets of carefully analyzed measurements of 
physical constants, we have found consistent replication of 
a robust finding of laboratory studies of human judgement: 
Reported uncertainties are too small. How could this ap- 
parent overconfidence arise? Experimental studies of hu- 
man judgment have shown that such biases can arise quite 
unintentionally from cognitive strategies employed in pro- 
cessing uncertain information. However, there are two pos- 
sible ways in which such effects might be caused by deliber- 
ate decisions by the scientists: 

One concerns the procedures chosen to assess the uncer- 
tainty. The recommended practice in physics is to consider 
all possible sources of systematic uncertainty when report- 
ing results. However, without specific guidelines regarding 
what to consider and explicit recognition of the subjective 
elements in uncertainty assessments, one cannot be sure 
how comprehensively individual scientists have examined 
the uncertainty surrounding their own experiments. Con- 
ceivably, some of the apparent overconfidence reflects a 
deliberate decision to ignore the harder-to-assess sources of 
uncertainty. 

A second possible source of bias is that, unlike laborato- 
ry experiments on judgment, which can take great care to 
ensure that subjects are motivated to express their uncer- 
tainty candidly, real-world settings create other pressures. 
Taylor et a/. suggest that variations in attitude leads some 
investigators to 

...cautiously assign unreasonably large errors so that a 
later measurement will not prove their work to have 
been “incorrect.” Others tend to underestimate the 
sources of systematic error in their experiments, perhaps 
because of an unconscious (or conscious) desire “to 
have done the best experiments.” Such variation in atti- 
tude, although out of keeping with scientific objectivity, 
is nevertheless unavoidable so long as scientists are also 
human beings.'” 

In principle, none of these problems should affect the 
compilations of recommended values. These analyses are 
intended to be comprehensive, to consider reporting prac- 
tices in the field, and to capture the state of knowledge (not 
just the precision of particular studies). 

The factors that seem to have encouraged overconfi- 
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dence in laboratory studies of judgement also seem to be 
likely candidates for having encouraged overconfidence in 
the estimation of physical constants. One such factor is the 
difficulty of thinking of reasons why one’s best guess might 
be wrong.*' Supporting reasons typically come to mind 
more readily than contradicting ones. If ease of recollec- 
tion is taken as an indicator of frequency,*” the preponder- 
ance of reasons supporting the best guess will tend to be 
overestimated. 

A second factor contributing to overconfidence is the 
unequal treatment of such confirming and disconfirming 
evidence as is discovered. When discrepant results are en- 
countered, it could mean that either the new data or the old 
database contain undetected systematic errors. Unfortu- 
nately, people have a considerable ability to “explain 
away” events that are inconsistent with their prior be- 
liefs.*? The data elimination and adjustment procedures 
that precede estimation of recommended values are natural 
places for disproportionate skepticism regarding unexpect- 
ed results to emerge. One documented example of “trim- 
ming,” i.e., excessive zeal in eliminating outliers, emerged 
in a recent examination of Millikan’s laboratory notebooks 
for his oil-drop experiment. Of the 107 oil drops he ob- 
served, he excluded from publication 49 which seemed dis- 
crepant, despite his claim that he reported all his observa- 
tions.** This had little effect on the best estimate of e, but 
increased the apparent precision of the experiment. 

Having a preexisting recommended value may particu- 
larly encourage investigators to discard or adjust unexpect- 
ed results, and so induce correlated errors in apparently 
independent experiments. The result would be initially 
small Birge ratios, unduly tight confidence intervals, and 
the exclusion of discrepant data that later prove to be more 
accurate than included ones. This can explain what Frank- 
lin has termed the “bandwagon effect,’ e.g., the tendency 
for the measurements of the speed of light (in Fig. 1) to 
cluster around particular values at different periods. The 
large Birge ratio (2.95) for high accuracy measurements of 
a—' (Table I) may be due to the fact that those measure- 
ments were actually derived from experiments designed to 
measure other quantities, so that discrepancies in the im- 
plied value of a~' would have been less obvious to the 
original investigators. On the other hand, measurements of 

the ratio of the absolute ohm to the as-maintained ohm 
(Qiags /Qnps ) have a natural anchor at unity (i.e., assum- 

ing they are equal), which could explain the unusual de- 
gree of agreement, evidenced by the Birge ratio of 0.40. 

VIII. IMPROVING UNCERTAINTY ASSESSMENT 

In order to reduce the need for judgment in selecting 
data for producing recommended values, several attempts 
have been made to develop mathematical procedures for 
selecting and averaging measurements. Statisticians have 
long sought more robust estimators, such as trimmed 
means, that use all useful information without being un- 
duly sensitive to outliers. However, in tests with real data, 
more sophisticated estimators have provided only margin- 
al improvements over simple averages.*> Roos et al.° de- 
scribe a maximum likelihood technique based on their ini- 
tial observation that the adjusted residual errors for 
particle properties had a broadtailed Student distribution. 
This was used in the Review of Particle Properties from 
1976 to 1980, but was dropped after subsequent distribu- 
tions of residuals differed in form.”’ There have also been 
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attempts to develop algorithms for estimating the funda- 
mental physical constants that deal better with apparently 
discrepant data. However, after tests with historical data, 
Taylor concluded that thoughtful and conscientious judg- 
ment about which data to exclude is still much more impor- 
tant than the choice of algorithm.” 

It is no easy matter to eliminate judgmental biases.° A 
categorical recommendation to treat all results equally 

would, on the average, give undue credence to inaccurate 
observations and bad research. Nor is simple exhortation 
to “think harder” likely to prove any more useful here than 
it has in laboratory experiments on judgment. What are 
needed are ways to think more effectively. If the judgmen- 
tal aspect of assessing uncertainty in physical measure- 
ments is explicitly acknowledged, then several techniques 
based on insights from psychological research*® may be 
helpful. 

One approach is to encourage a broader search for rel- 
evant considerations, both supportive and disconfirming, 
and an unbiased evaluation of those considerations. For 
example, referees might be asked to scrutinize the account 
of an experiment “blind,” before knowing its outcome and 
whether it affirmed prior expectations.*’ To overcome the 
problem of anchoring on an initial best guess, investigators 
can be pressed to search for reasons why they might be 
wrong.°' One device to encourage that search is to focus 
attention on extreme possibilities, for example, asking 
“imagine that, ten years hence, today’s best estimate proves 
to be off by four standard deviations; how could you ex- 
plain it?” Additional prompts may come from reading 
“horror stories,” case studies describing major unsuspect- 
ed errors in past experiments. 

A second approach is to decompose the holistic judg- 
ment of overall uncertainty into its component sources of 
potential systematic errors, each to be estimated separately 

with the best available elicitation procedure.** This can be 
aided by checklists covering each component of the mea- 
surement apparatus, each auxiliary quantity, and each 
theoretical assumption and approximation employed in 
the calculations. 

Wherever analysis of reported uncertainties reveals a 
systematic bias, users of the measurements may use this 

information to readjust the original reports so as to im- 
prove calibration. Along these lines, the Particle Data 
Group expands the standard deviation whenever the Birge 
ratio is greater than unity among measurements of the 
same quantity.”> Their procedure usually produces stable 
recommended values for particle properties; however, it 
somewhat exaggerates the uncertainty by ignoring the pos- 
sibility that some fluctuations of Rp, above one are purely 
by chance. Roos et al.”° describe another procedure for 
readjusting the standard errors, based on the empirical dis- 
tribution of the residuals thay had observed for the particle 
properties. 

The basis for such readjustments must be secondary 
analyses, such as those given here, showing probabilistic 
miscalibration in the estimates of uncertainty for previous 
similar measurements. In using such data, it is important to 
bear in mind that miscalibration reflects, not properties of 
the physical quantities themselves, but the nature of the 
procedures and judgmental processes used in selecting data 
and assessing uncertainty. Thus they are likely to vary with 
the training of the experimenter, the familiarity of the ex- 
perimental techniques, and the maturity of the field, 
among other things. Compiling such data for wider classes 
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of measurements can permit analysis of the importance of 
these factors. Even if uncertainty estimates are not explicit- 
ly readjusted, empirical calibration information could be 
helpful for anyone who uses measurements and recom- 
mended values for physical constants in their work. Even a 
rough estimate of overconfidence could help one interpret 
the significance of apparent discrepancies between mea- 
surements. 

Another approach to improving uncertainty assessment 
is education designed to get better estimates in the first 
place. For example, in teaching experimental methods, 
greater exposure to the kind of results presented here 
should be helpful, together with attention to the role of 
judgment in the assessment process. Although one might 
hope that instructions in the processes and pitfalls of judg- 
ment would, by themselves, improve performance, the evi- 
dence to date suggests that people have difficulty in inte- 
grating an understanding of general principles with their 
own cognitive processes.*® What has proved more effective 
in other domains is task-specific training with personal 
feedback.” For example, in laboratory classes, where stu- 
dents are required to measure the same quantities, it should 
be instructive to compile distributions of normalized re- 
siduals and measures of calibration for the class results, 
and to discuss together the reasons both for individual er- 
rors and for systematic miscalibration in reported uncer- 
tainties. 

IX, CONCLUSIONS 

The underestimation of uncertainty in measurements of 
physical constants and compilations of recommended val- 
ues seems to be pervasive. This evidence extends previous 
findings of overconfidence in laboratory studies of human 
judgment to a task domain of great practical importance. If 
reported uncertainties do not reflect the magnitude of actu- 
al errors, whether due to incomplete analysis or to judg- 
mental biases, the usefulness of those measurements is sig- 
nificantly diminished. Measurements are then hard to 
compare, and are unlikely to produce “enduring values,”’!° 
as we have illustrated in the repeated’ contradiction of ac- 
cepted values by subseqent measurements. Recognizing 
that subjective judgment is an essential element in the as- © 
sessment of systematic uncertainty enables us to use find- 
ings from cognitive research to help understand how these 
biases arise, and to suggest approaches for dealing with 
these problems more effectively. 
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Inverse sprinklers: A lesson in the use of a conservation principle 
A. Theodore Forrester 
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When a common lawn sprinkler is hooked to a suction, rather than a pressure source the 
conservation of angular momentum can be invoked to show that no rotation will result. A recently 
reported experiment leading to a different conclusion is not the equivalent of simply changing 
from a fluid exhaust to a fluid intake. 

I. THE PROBLEM AND A FORCE ANALYSIS 

In a recent book, Feynman’ discusses an interesting ele- 
mentary physics problem and reaches a conclusion which 
he claims to have verified in an experimental test. His test 
was short-lived, ending in a self-destruct of the apparatus, 
but not before he felt his contention was verified. I shall 
return to a description of his experiment later. 

The elementary physics problem referred to is the in- 
verse lawn sprinkler problem. A lawn sprinkler of the type 
referred to is shown in Fig. 1. When water flows through in 
the usual direction, as shown in Fig. I, the sprinkler head 
will rotate in the indicated direction. If the fluid pumped 
through the sprinkler were air rather than water flowing in 
the same direction, it is clear that the head would also ro- 
tate as shown. The question for which the answer is not 
quite so clear, concerns the direction of rotation when air 
(or water) is sucked in through the sprinkler. 

For simplicity, examine the forces acting on a nozzle 
with the help of Fig. 2. The normal flow situation is shown 

Normal 
Direction of 

Rotation 

\S0= Ft 
/\~ Normal 

Fluid Flow 

  

Axis of ' 
Rotation —~| via 

    

  

™ Rotatable 
Joint 

_--— Base 

in Fig. 2(a). As the fluid is bent around the curve it does so 
because the metal tube exerts an inward centripetal force 
on the fluid. The reaction to this is in the outward direction 
and has components away from the axis, which we can 
ignore, and a component F. in the direction shown, which 
is responsible for the torque. Often neglected in these con- 
siderations is the additional term due to the fact that the 
pressure inside the tube is greater than that outside produc- 
ing an additional force F, = AAp, where A is the aperture 
area. Since these forces are in the same direction there is 
little question as to the direction of the resultant force. The 
torque 7X Fon the sprinkler head will be out of the plane of 
the figure leading to a counterclockwise rotation, as viewed 
from above. 

If the air is sucked in, then the force on the tube due to 
the fluid bending the corner F, is in the same direction as 
before, but the force F, is reversed and the direction of 
rotation no longer appears unambiguous. 

II. CONSERVATION OF ANGULAR MOMENTUM 

The detailed analysis given above could, in principle, 
lead to the actual torque on the head in terms of mass flow 
rate given sufficient details concerning the fluid, such as 
viscosity and density as a function of pressure, as well as the 
geometric details of the sprinkler—but it would be hard. 

  

(a) (b) 

Fig. 2. Examination of forces F, and F, on a nozzle during (a) fluid 

exhaust and (b) fluid intake. 

© 1986 American Association of Physics Teachers 798


