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Abstract Social media data can provide new insights into political

phenomena, but users do not always represent people, posts and

accounts are not typically linked to demographic variables for use as

statistical controls or in subgroup comparisons, and activities on social

media can be difficult to interpret. For data scientists, adding demo-

graphic variables and comparisons to closed-ended survey responses

have the potential to improve interpretations of inferences drawn from

social media—for example, through comparisons of online expressions

and survey responses, and by assessing associations with offline out-

comes like voting. For survey methodologists, adding social media

data to surveys allows for rich behavioral measurements, including

comparisons of public expressions with attitudes elicited in a structured

survey. Here, we evaluate two popular forms of linkages—
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administrative and survey—focusing on two questions: How does the

method of creating a sample of Twitter users affect its behavioral and

demographic profile? What are the relative advantages of each of these

methods? Our analyses illustrate where and to what extent the sample

based on administrative data diverges in demographic and partisan

composition from surveyed Twitter users who report being registered

to vote. Despite demographic differences, each linkage method results

in behaviorally similar samples, especially in activity levels; however,

conventionally sized surveys are likely to lack the statistical power to

study subgroups and heterogeneity (e.g., comparing conversations of

Democrats and Republicans) within even highly salient political topics.

We conclude by developing general recommendations for researchers

looking to study social media by linking accounts with external bench-

mark data sources.

Social scientists rely upon social media data to measure the prevalence of

misinformation (Grinberg et al. 2019; Guess et al. 2019), behavioral political

polarization and selective exposure (Bakshy, Messing, and Adamic 2015;

Bail et al. 2018), political discussion (Barberá and Rivero 2015; Jaidka,

Zhou, and Lelkes 2019), and many other phenomena—in some contexts,

even economic confidence (Pasek et al. 2018) and election outcomes

(Beauchamp 2017). Yet researchers that rely on social media data—espe-

cially data collected from Twitter—face a fundamental generalizability prob-

lem: Who uses social media and how do they use it? We argue that linking

surveys or administrative data with social media data can help answer these

questions and improve research designs for both data scientists and survey

methodologists. We provide here a comparison of the posting behaviors and

demographic composition of Twitter accounts linked to administrative data

and to surveys, comparing these samples to registered voters and survey

respondents who use Twitter and/or report being registered to vote whether

or not they provide us with Twitter handles.

For data scientists whose research focuses primarily on social media data,

representativeness is often hard to systematically assess. Estimating race,

age, gender, and partisanship based upon profile information is fraught: im-

puting this information raises ethical concerns (Hamidi, Scheuerman, and

Branham 2018; Raji et al. 2020) as well as the potential for measurement er-

ror (Wu et al. 2019). Although social media data have many advantages for

social science research, some research questions carry well-known represen-

tativeness concerns when studied on social media: the data-generating pro-

cesses underlying social media posts can vary substantially over time and

across platforms, and using online behavior as a measure of public opinion

and other offline outcomes on its own can be particularly difficult and
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potentially misleading (Tufekci 2014; Kla�snja et al. 2018; Barberá and

Steinert-Threlkeld 2020). Adding demographic or other benchmarking varia-

bles to a sample of social media users by linking to administrative or survey

data has the potential to improve interpretations of inferences drawn from so-

cial media. This improvement can come from using demographic variables

for subgroup analysis and weighting, by comparing online expressions to

closed-ended survey responses on similar topics, and by assessing associa-

tions with offline outcomes like voting.

For survey methodologists, the incorporation of behavioral data acquired

from social media both improves measurement quality and provides new

kinds of measurements. Self-reports of social media use may be unreliable

(Ernala et al. 2020; Henderson et al. forthcoming), whereas observed posting

and following behavior can provide better estimates. And the opportunity to

collect public expressions—unconstrained by survey response—allows for

the analysis of new forms of behavior, such as misinformation sharing

(Grinberg et al. 2019) or political discussion (Hughes et al. 2019). Indeed,

social media posts, likes, and following decisions serve as a high-resolution

form of panel data that supplements cross-sectional surveys when the two

are linked.

Existing guidance about how social media data complements survey re-

search (Japec et al. 2015; Nagler and Tucker 2015; Schober et al. 2016;

Kla�snja et al. 2018) points out that representativeness is often a significant

concern, varying widely by target population and by research question

(Barberá and Steinert-Threlkeld 2020). What’s more, people who post—let

alone, post about particular topics—are not reflective of all people who use a

platform. Because social media platforms do not elicit opinions from users in

a consistent way, understanding the representativeness of expressed opinions

on social media requires additional legwork.

As a result, recent research has focused on identifying demographic attrib-

utes of social media users (Barberá and Rivero 2015; Grinberg et al. 2019;

Guess et al. 2019), which would permit both a descriptive analysis of who

posts particular content, alongside the potential for applying weights to social

media data (for a similar approach, see Wojcik et al. 2021). While Twitter

metadata can be used to estimate ideological position (Barberá 2015) or loca-

tion (Nagler and Tucker 2015), access to additional attributes provides an av-

enue for more sophisticated models and important subgroup analyses,

perhaps aided with multilevel regression and poststratification (Ghitza and

Gelman 2013; Gelman et al. 2016).

We present two approaches for linking information about US adult Twitter

users with their social media accounts. The first relies upon administrative

data: the voter file. By matching names in the voter file with Twitter

accounts, and blocking by geographic location, researchers can link individu-

als’ basic demographic attributes with their social media data. This approach
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avoids survey nonresponse and provides massive scale—but is limited by the

kinds of descriptive information contained in political administrative data.

Further, the matching process—which relies on the statistical (in)frequency

of names and identification of geographic location of a user based on their

profile information—yields its own kinds of biases, as we discuss below.

The second strategy relies upon surveys linked with social media data, in

which respondents volunteer their social media usernames and researchers

separately collect posts. This provides a richer and potentially more represen-

tative attitudinal and demographic portrait of those on the site, though it is

costly and suffers from more limited sample size and from nonresponse bias.

We test both approaches for US adults on Twitter, focusing on two ques-

tions: First, how does the method of creating a Twitter sample affect its be-

havioral and demographic profile? And second, what are the relative

advantages of each of these methods?

In our analyses that follow, we first assess the demographic compositions

of a voter file–based sample of Twitter users and two survey-based samples

of Twitter users. To understand the sources of differences across samples,

we determine which demographic differences existed in the source data (i.e.,

the demographics of all voter file registrants compared to all self-reported

registered survey respondents) and then evaluate how the linking process for

each recruitment method affected demographic composition. We then pro-

ceed to compare activity levels and tweet content across samples. This be-

havioral analysis compares tweeting and liking rates, follower and following

numbers, skewed activity levels within samples (e.g., what fraction of users

accounts for what proportion of tweets), and rates of mentions of select high-

salience keywords.

PRIVACY CONSIDERATIONS

Matching Twitter account and post data with individual-level information

(either via surveys or via administrative data) presents important ethical chal-

lenges for researchers (Sloan et al. 2020). To preserve subjects’ privacy, we

stored all Twitter data in secure databases with restricted access. We also ex-

clude users with private accounts from all tweet collection. For those with

public accounts, we adopt two different approaches. Among respondents

linked with the voter file, we cannot obtain consent to participate directly.

Instead, we focus on minimizing harm or risk by protecting any personally

identifiable information (PII), restricting access to data, and analyzing attrib-

utes of users and tweets in the aggregate.

A central virtue of survey samples is that individual users are directly

asked for permission to view their Twitter data; we provide examples of this

language in Supplementary Material SM3 (see also Sloan et al. 2020).

Evidence from a convenience sample of Twitter users (Fiesler and Proferes
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2018) suggests that permission is an important consideration for respondents.

However, across both methods examined here, any PII about particular users

is largely obscured throughout data collection and analysis. While there is

evidence that the vast majority of users are unconcerned about their tweets

being used for research purposes, 90 percent prefer that any personal infor-

mation is not made publicly available as a result of that research (Williams et

al. 2017). Accordingly, we do not release any PII, including tweet text, in

the replication materials; this approach is also consistent with the privacy-

protecting principles of Twitter’s Terms of Service.

Voter File Data

For our first sample, we link public Twitter accounts to state voter records

compiled by TargetSmart. Voter registration records are a matter of public

record in the United States and have been used in political science to better

understand individual-level voting behavior (Ansolabehere and Hersh 2012).

We provide an overview of the matching process here, and provide more

details in Supplementary Material SM4.1 An earlier version of this dataset is

described in Grinberg et al. (2019).

To create this dataset, we begin with a list of all users appearing in a 10

percent “Decahose” sample of Twitter between January 2014 and March

2017 (290 million accounts). Of these users, we focus on those with identifi-

able names and US locations. For users for whom we are able to extract a

name and location,2 and whose name is unique within that location, we in-

clude them in our dataset. Although this is a relatively strict requirement, es-

pecially compared to probabilistic approaches (Enamorado, Fifield, and Imai

2019), we were able to match 1.5 million accounts (about three percent of all

US adult users, using estimates from Perrin and Anderson 2019). We note

that this approach is limited in its ability to study low-frequency tweeters,

but this is not a general feature of such administrative record matching.

Users who never post of course never take part in conversations on Twitter;

however, it is possible that they account for a nontrivial portion of the audi-

ence for content on Twitter (Lazer 2020). In contrast, some strict require-

ments in name matching may be unavoidable for this form of linkage, and

we evaluate how unique names affect the demographics of such samples in

the following analysis.

1. Code that enables this record linkage process is available in the replication materials: https://

github.com/sdmccabe/poq-constructing-samples-replication.

2. For reference, 43 percent of respondents to the KnowledgePanel survey and 50 percent of

respondents to the American Trends Panel survey had apparently valid names and locations listed

in their profiles.
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Survey Data

The second methodology we use to create a Twitter sample is to simply ask peo-

ple for their Twitter handles. Using surveys to study social media behavior helps

ensure that samples of users are representative—or at least that bias is measur-

able. However, survey-based self-reports of online behavior may not be reliable

or accurate (Henderson et al. forthcoming). As an alternative, researchers can ask

survey respondents to provide their social media account data or usernames, and

separately collect and analyze their observable behavior. While some individuals

prefer not to participate in this kind of passive data collection (Keusch et al.

2019; Kreuter et al. 2020), we can assess whether the demographic composition

of those who supply handles substantially differs from those who do not (see

results below and Supplementary Material SM1 for details).

We conduct two original surveys and link volunteered Twitter handles with

data obtained from the Twitter API. The first survey was conducted via

Ipsos’s KnowledgePanel (KP) from November 21 to December 17, 2018.

Weights for the KnowledgePanel survey were created by raking to estimated

population totals, rather than known population totals. These estimates came

from a contemporaneous probability survey (a November 2018 wave of Pew

Research Center’s American Trends Panel). We filtered that sample to self-

identified Twitter users, and then used the weighted estimates from that survey

as targets. Ipsos provides base weights for KnowledgePanel samples that ac-

count for the probability of selection; these were then raked to match the de-

mographic parameters taken from the 2018 American Trends Panel survey.3

The survey invitation was sent to 7,850 likely Twitter users (based upon the

vendor’s previous data collection on each sampled user), of whom 4,829

responded. Of that set, 3,649 confirmed that they used Twitter and 3,293

agreed to provide a Twitter handle.4 In this survey, providing a handle was a

qualification for survey completion: as a result, only three respondents who

confirmed that they used Twitter broke off before entering a handle, and the

share of invalid handles was substantially higher than in the second survey.

We evaluated the apparent validity of handles by comparing Twitter pro-

file information with demographic information provided in the survey. All

accounts belonging to organizations, institutions, international entities, and

public figures are excluded from the analysis (see Supplementary Material

SM1 for details of the validation process). Overall, 2,791 respondents (76

percent of those who provided any handle) provided a valid handle, accord-

ing to these criteria. A total of 2,369 of these respondents had public

accounts; that set is analyzed here.

3. See Supplementary Material SM6 for further information about weighting. The contemporane-

ous American Trends Panel survey was in the field November 7–16, 2018.

4. See Supplementary Material SM1 for information about the demographic attributes of those

who did and did not volunteer a handle; 62 percent of invited panelists responded.
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The second survey was conducted via an online probability panel from

Pew Research Center, the American Trends Panel (ATP). The survey was in

the field between October 29 and November 11, 2019, and did not target

Twitter users specifically (note that this wave was separate from the 2018

wave used for weighting targets for the first survey). The survey was sent to

all panelists (regardless of Twitter use): a total of 14,412 respondents, of

which 12,043 responded. Among those who responded, 2,561 reported using

Twitter, and 1,518 provided a handle. We reviewed this set of handles; 1,346

appeared valid (89 percent of those who provided any handle), based upon

the same criteria described above. Of those handles, 87 percent were public,

resulting in an analysis dataset of 1,188 accounts.5

For comparison, we also examine estimates from a separate random-digit-

dial survey conducted in January 2019 by Pew Research Center to compare

with the two survey samples. That survey did not include an opportunity for

respondents to volunteer handles, but does provide demographic benchmarks

that we use to evaluate the composition of the other survey samples (details

about this survey are also included in Supplementary Material SM6).

Data for Sample Comparisons

We analyze demographic composition and behavioral data on Twitter to com-

pare the three samples. Demographic variables come from self-reports in all of

the samples, where in the voter file these self-reports are made during voter reg-

istration.6 Behavioral data comes in two forms: metadata, which are largely cu-

mulative statistics that can be collected at a single point in time; and tweet data,

which must be collected continuously to capture a user’s most recent tweets.

Before comparing each data source, we checked for overlap across the sam-

ples as a rough assessment of coverage in the voter file data. About 5 percent

of accounts in each survey sample overlapped with the voter file sample;

Supplementary Material SM5 contains details on this procedure as well as a

comparison of self-reported demographics and those drawn from the voter file.

Demographic Composition

We begin the sample comparison by focusing on registered voters who are

linked with Twitter accounts: while this group of Twitter users is not representa-

tive of all US adults on Twitter, it is the clearest comparison point for the data

5. See Supplementary Material SM6 for information about weighting the 2019 American Trends

Panel sample of Twitter users.

6. The vendor draws from self-reports where available—that is, in areas that record registration

by race to comply with the Voting Rights Act (VRA)—and falls back on other data sources

otherwise.
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obtained from the voter file. We compare the voter file–linked accounts with

respondents from each survey, which included the same question about voter

registration. In this comparison, we define registered voters within the surveys

as all respondents who say that they are sure they are registered to vote (see

Supplementary Material SM7 for results for all Twitter users surveyed). Among

ATP panelists, 74 percent of those who provided handles report being regis-

tered, while 71 percent of KnowledgePanel members say the same. Agreement

between self-reported voter registration and voter file–reported registration is

generally quite high, and disagreements are not necessarily indicative of social

desirability bias; disagreements can also be accounted for by state-level variation

in maintaining the voter file (Berent, Krosnick, and Lupia 2016). For the

American Trends Panel survey, the figure includes demographic information for

both the full set of registered respondents who say that they use Twitter, as well

as the set of registered respondents who both say they use Twitter and provided

researchers with access to their behavioral data.

Figure 1 shows that in terms of age, the sample of Twitter users who were

matched to the voter file has a larger share of 18–29-year-olds than the sur-

vey respondents who supplied a verified handle: a difference of 8 percentage

points relative to the KnowledgePanel (p< 0.01) and 12 points relative to

both American Trends Panel samples (p< 0.01). It is unclear why the sam-

ples depart so much, but as discussed below, there is some evidence that

self-identified registered voters in the ATP tend to be older than individuals

in the voter file. There is also a notable difference when it comes to self-

reported gender: the users linked to the voter file include a larger share of

women than either survey source. The difference is 8 percentage points

(compared with KnowledgePanel, p< 0.01) and 12–13 percentage points in

comparison with the American Trends Panel (p< 0.01 for both compari-

sons). As discussed below, this difference is driven by the matching algo-

rithm: women are more likely to have unique names than men do (thus

facilitating a match with the voter record).

Turning to racial composition, we find that white Americans are substan-

tially more likely to appear in the voter file sample: a 22 point larger share of

respondents are white, relative to KP. The difference is 19 points relative to all

Twitter users on the ATP, and 16 points relative to just those ATP respondents

who provided handles. In addition, the voter file has fewer Hispanic users than

the survey-based approaches (11 percentage points less than KP, 8–9 points

less than the ATP samples). However, this percentage matches the overall dis-

tribution of Hispanic voters in the voter file (see below, table 1).

To understand whether the racial differences we observe are robust, and

given that only Voting Rights Act states7 consistently collect self-reported

7. We analyze states entirely under preclearance between 1975 and 2012: AL, GA, LA, MS, SC,

VA, AK, AZ, TX.
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Figure 1. Demographic attributes of Twitter samples (survey samples sub-

set to only self-reported registered voters). The attributes of Twitter users are

broadly consistent across sources. Several major differences in the survey versus

voter file demographics are due to differences in registered voters (as recorded

in administrative data) and US adults in the surveys—see table 1 and figure 2;

95 percent confidence intervals are shown. Full results are available in

Supplementary Material SM7. All estimates in this figure other than median age

are percentage points. Party estimates from the voter files are based on party reg-

istration, while the surveys use self-reports of party identification.
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Table 1. Demographic characteristics of starting samples (target popu-

lation is all US adults registered to vote)

Voter file sample (RV)

American Trends

Panel, November

2019, registered

votersa

All Unique

name

State All

N
b 202,647,162 10,063

Urbanicity

Metro 84 86 (0.6)

Nonmetro 16 14 (0.6)

Age

Median 50 48 53

% 18–29 17 20 12 (0.6)

% 30–49 32 32 31 (0.7)

% 50–64 27 25 29 (0.7)

% 65þ 23 23 27 (0.7)

Gender

Male 47 40 48 (0.8)

Female 53 60 52 (0.8)

Race/Ethnicity

All VRA

states

VRA states,

unique

All VRA

White 78 69 71 70 (0.7) 59 (1.8)

Black 11 18 19 11 (0.5) 21 (1.6)

Hispanic 8 11 7 11 (0.5) 12 (1.2)

Asian/Other 2 2 3 7 (0.4) 6 (0.9)

Party

All Closed

primaryc
Closed,

unique

All Closed

Democrat 23 44 45 34 (0.7) 35 (1.4)

Republican 17 31 24 31 (0.7) 30 (1.3)

Independent or no party 60 24 30 35 (0.7) 35 (1.5)

aWeighted survey estimates.
bThis sample size for the voter file likely includes duplicate registrations that are later removed

by our unique name within geographic location restriction. We include estimates for demo-

graphics after that restriction under the sub-column “Unique name, state.”
cThe closed primary sub-column in this table includes states that allow unaffiliated voters to

participate but prohibit votes from the opposing party.

NOTE.—This table compares the demographic composition of each of our starting samples, before

subsetting to Twitter users, for which we have voter registration information. All values except sample

sizes and medians are percentages; standard errors for survey estimates are presented in parentheses.
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race, we analyze the race/ethnicity numbers within those states specifically.

While estimates of the fraction of Black users in each sample align much

more closely (a difference of 1 point for KP, 2–5 points for ATP), other

differences persist. In figure 2, we see no reduction in the discrepancy be-

tween the administrative and survey approaches for white users: the differ-

ence between the voter file and KP is 29 points, while the difference

relative to the ATP samples is between 14 and 20 points. This suggests

that caution, and perhaps reweighting (depending on the scientific objec-

tive), is warranted when analyzing the online behavior of non-white

Twitter users who are matched with administrative data, especially because

the racial composition of both survey samples aligns closely with a separate

RDD poll (see figure 3).

When it comes to partisanship, 40 percent of all voter-file-sampled users

are registered with either party, 23 percentage points less than the share of

partisan identifiers in any of the survey samples. To evaluate the source of

this discrepancy, we examine the subset of states where party is consistently

recorded—specifically, states with closed primaries, as well as those that al-

low unaffiliated voters to participate but prohibit votes from the opposing

party (which we will simply label “closed” in the figure).8 When we look at

this subset, the fraction of individuals with an identified partisanship is sub-

stantially higher for the voter-file sample than the surveys, that is, presum-

ably self-identifying independents with a partisan lean tend to register with

that party. Overall, we see greater proportions of Democrats using Twitter

though the survey samples are no more Democratic than the RDD phone

poll (see below, figure 3). The voter record Twitter sample leans somewhat

more Republican than the survey samples: 6 points relative to KP (p¼ 0.09)

and 7–8 points relative to ATP (p< 0.01).

Next, we compare the overall estimates of the registered voter population

across the full voter file and the broader sample of American Trends Panel

respondents, changing our population from registered Twitter users to all reg-

istered voters. Because the American Trends Panel is a national survey (sub-

set to Twitter users for much of our analysis), it provides a reasonable

benchmark to compare against the voter file sample of registered voters. This

allows us to evaluate whether our starting samples were different to begin

with, or if the differences were more likely caused by data processing proce-

dures and/or survey non-response.

Table 1 shows that the voter record had a higher proportion of registered

voters that are white, female, and Democratic, and a notably smaller propor-

tion who are Asian American or who identify with other racial groups. The

8. Closed (and partially closed) primary states used in this analysis include: CT, DE, FL, KS,

KY, ME, MD, DC, NE, NM, NY, PA, WY. The list is drawn from the National Conference of

State Legislatures: https://www.ncsl.org/research/elections-and-campaigns/primary-types.aspx.
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Figure 2. Demographic attributes of Twitter samples in states monitored

by the Voting Rights Act (survey samples subset to only self-reported reg-

istered voters). Close party registration states and states included in the VRA

show smaller differences across sources. Here, party estimates from the voter

files are based on party registration, while the surveys use self-reports of party

identification; 95 percent confidence intervals are shown. Full results are avail-

able in Supplementary Material SM7.
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Figure 3. Demographic attributes of Twitter users identified in two survey

samples and one RDD phone poll. The attributes of Twitter users are highly

consistent across two samples from online panels that volunteered handles and

a separate RDD phone poll; 95 percent confidence intervals are shown. Full

results are available in Supplementary Material SM7.
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high proportions of white and female registered voters in the voter record

help explain the discrepancies in figure 1.

To further explain discrepancies in figure 1, we also calculate in the full

voter file the number of unique names within a state by age and gender. We

then multiply the fraction of unique names for those characteristics by the

survey numbers to estimate what those numbers would be given the same

non-unique name exclusion rules. We find that half of the difference in gen-

der composition between the American Trends Panel and the voter record

sample can be explained by more unique names for women (56 percent)

compared to men (43 percent) in the voter record sample. Removing the

same fractions of women and men from the American Trends Panel (57 per-

cent men, 43 percent women in the registered voter subset) as from the voter

record based on non-unique name combinations would shift those survey

estimates to roughly 51 percent men and 49 percent women. The higher frac-

tion of women in the voter record sample is further explained by the initial

difference in gender between the voter record and the survey of all registered

adults (table 1). The large number of people under 30 in the voter record

Twitter sample is not as well explained by unique names among younger

people, but as shown in table 1, the voter record did have a larger share of

people under 30 than those who self-reported voting in American Trends

Panel to begin with.

Finally, we examine the demographic characteristics of respondents to

both online surveys alongside estimates from a separate, RDD survey of US

adult Twitter users. None of these comparisons are restricted to registered

voters. Across all three samples, age, income, education, and urbanicity9 are

also very similar. The American Trends Panel sample is slightly more likely

to include men than the other samples; as Supplementary Material SM1

shows, this difference is attributable to the fact that women were less likely

to volunteer handles in that survey (57 percent for men versus 43 percent for

women). Partisanship is consistent across the samples, though the phone poll

has a smaller share of Republicans.

Behavioral Data

We next analyze two separate kinds of behavioral data: metadata and tweets.

The former describes behavior in general terms across the lifetime of particu-

lar accounts, while the latter requires researchers to select a timeframe for

analysis. In the following section, metadata are collected as of January 2020

for all samples, while tweet data include all tweets posted within the window

of October 1, 2019–November 30, 2019. We obtained all Twitter data using

9. 2013 NCHS Urban-Rural Classification Scheme for Counties: https://www.cdc.gov/nchs/

data_access/urban_rural.htm.
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the Twitter API and extracted relevant text and quantities of interest from the

JSON returned by a consistent set of queries.

Account metadata includes the age of all accounts, the number of tweets

they created, the number of accounts they follow, the number of accounts

that follow them, and the number of tweets they favorited. These analyses

are the easiest to align across the datasets because they do not rely on contin-

uous data collection over time.

Overall, the metadata-based behavioral statistics are similar across the four

kinds of behavior examined here (figure 4), with some notable exceptions.

Unsurprisingly, the Twitter data linked to voter records features relatively

few users who have only posted once; this particular sample was developed

from Twitter IDs of posts that had shown up in the Twitter Decahose.10 In

Figure 4. Activity distributions of Twitter samples. The x-axis uses a

log-10 scale and the y-axis is the proportion of individuals for a given sample

in an activity bin.

10. It is possible that we undercount systematically different users as a result of the Decahose-

based sampling scheme. We present an assessment in the Supplementary Material SM10, along

with a possible weighting scheme to address sampling concerns.
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addition, the American Trends Panel sample has many more likes than the

other data, while the KnowledgePanel sample has many more people who

have never liked content. Otherwise, all three samples have similar activity

levels. Analyses of other account metadata, including account age, are pre-

sented in Supplementary Material SM2.

We also calculate the share of tweets—based upon metadata—that come

from the top decile of active users. Using the voter file source, we estimate

that the 10 percent most active tweeters (based upon lifetime tweets) generate

81 percent of all tweets. In the KnowledgePanel sample, the top 10 percent

generate 83 percent of all tweets, while that figure is 73 percent for the

American Trends Panel. The implication for studies of tweets—examined

separately from users—is that a small number of accounts is responsible for

most observed tweeting behavior. To the extent that the demographic compo-

sition of frequent tweeters on a specific topic does not mirror the population

of US adults talking about the topic on Twitter, research based upon large

samples of tweets containing keywords (Barberá and Rivero 2015;

Beauchamp 2017) may miss the contributions of users who rarely tweet.11

The metadata also allows for a comparison of coverage among rare twee-

ters. We define “lurkers” as US adults on Twitter with fewer than 10 tweets

across the lifetime of their account. In the KnowledgePanel sample, 21 per-

cent of users fall into this category; the rate is 16 percent for the American

Trends Panel. By contrast, in the voter file sample, the share of users with

fewer than 10 lifetime tweets is just 5.4 percent. This would point to the de-

sirability, when matching to administrative data, of developing methods to

identify low-activity Twitter accounts, as in the random-sampling-of-IDs ap-

proach of Barberá et al. (2019).

The second kind of data, actual tweets, sheds light on researchers’ ability

to extract meaning from social media posts and following behaviors. Across

the three samples of tweets, we examine the timeframe October 1, 2019–

November 30, 2019. We include retweets and replies in this analysis. The

number of tweets that researchers can collect is limited by the scale of

accounts that researchers select. Due to limitations in the Twitter API, col-

lecting all posted tweets for a very large number of accounts is impossible.

For smaller samples—including both survey samples discussed here—we

collected all tweets, on an ongoing daily basis, across the study timeframe.

For the voter file sample, we collect tweets from each user in approximately

six-week intervals.

11. Here, for example, the top 0.1 percent of users (who are the top 1 percent of those tweeting

the topic) most frequently tweeting or retweeting “impeach” are more likely to be white (93 per-

cent in VRA states) or Republican (36 percent in closed primary states) than users tweeting

“impeach” at all (88 percent and 20 percent, respectively).
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To begin, we looked at basic descriptive statistics for each group. First, a

large share of accounts created no new tweets during the time window: for

the Voter File, 60 percent had no tweets, while for the KnowledgePanel and

American Trends Panel, the shares are 51 percent and 32 percent, respec-

tively. Because providing a handle was not a screener question in the

American Trends Panel survey, it is possible that a larger share of active

users remembered and volunteered handles, resulting in a lower rate of inac-

tive tweeters. The volume of tweets obtained during the two-month period

varies according to the scale of each sample: from the voter file sample, we

obtained 46,539,343 tweets (a mean of approximately 30 per account); from

KnowledgePanel, 118,238 tweets (mean 50); and from the American Trends

Panel, 96,514 tweets (mean 80).

Consistent with the analysis of account metadata above, analyzing tweets

themselves also shows that the most prolific users generate most content on

the platform: for the voter file, 70 percent of tweets come from the 10 per-

cent most active; 74 percent of tweets in the KnowledgePanel sample come

from the top 10 percent; and 61 percent of tweets in the ATP sample are

from the most prolific 10 percent. All three samples show very similar results

when it comes to retweets and replies: for the voter file sample, 35 percent

of tweets are retweets and 29 percent are replies. For KnowledgePanel and

the ATP, 33 percent are retweets in each case, while 35 percent (KP) and 40

percent (ATP) are replies.

Next, we examined a series of keywords to compare estimates of overall

popularity. The keywords we selected focused on political discussion

(“impeach,” “Trump,” “Republicans,” “Democrats”) and one examine of a

popular hashtag (“#TBT”, meaning “throw-back Thursday”).

The analysis shows that overall estimates of the share of users that ever

used any of these terms during the selected timeframe varies across the sam-

ples, with ATP respondents using political terms more often. For example,

13 percent of users in the voter file sample used “impeach,” similar to the 12

percent of KnowledgePanel respondents who used the term. But 18 percent

of American Trends Panel members did the same. A similar pattern holds for

“Republican,” with 10 percent of voter-file-sampled users mentioning the

term, compared with 9 percent of KnowledgePanel respondents and 18 per-

cent of ATP panelists. Table 2 reports the results for the other terms.

Results in table 2 would appear to suggest that ATP respondents are more

politically interested than the other samples, and the followed-accounts

analysis appears to support this conjecture (see Supplementary Material

SM11).12 However, among the respondents who used each term at least

12. The sample of Twitter users who volunteered handles were also slightly more likely to say

that they regularly follow the news and are following the 2020 US presidential election, compared

with Twitter users who opted not to provide handles.
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once, the mean and median rates of tweeting the term are largely consistent.

And, one non-political keyword (“#TBT”) has similar use patterns across all

sources.

In addition to the higher rates of political keyword use, this analysis also

reveals a fundamental limitation of survey-based approaches: the number of

respondents who used particular terms is often small. Indeed, for even a

highly salient keyword like “impeach,” the two surveys have a much smaller

number of respondents mentioning the word over even two months.

Although we are able to estimate the fraction of respondents using the word,

the surveys have limited sample size to further explore discussions surround-

ing the topic. So, while it is true that a larger share of users used the word

“impeach” in both survey samples, the raw number of respondents who did

so is quite small: 208 for KnowledgePanel and 178 for the ATP. The “poll”-

Table 2. Keyword prevalence comparison of voter file and survey

samples

Keywords: Voter file sample Knowledge Panel

American Trends

Panel

“Impeach” Users: 13% Users: 12% Users: 18%

N: 78,428 N: 208 N: 178

Median: 2 Median: 2 Median: 3

Mean: 18 Mean: 14 Mean: 11

“Trump” Users: 28% Users: 20% Users: 33%

N: 165,318 N: 323 N: 310

Median: 3 Median: 3 Median: 4

Mean: 34 Mean: 39 Mean: 27

“Republican” Users: 10% Users: 9% Users: 18%

N: 62,713 N: 164 N: 165

Median: 2 Median: 2 Median: 2

Mean: 8 Mean: 11 Mean: 6

“Democrat” Users: 13% Users: 10% Users: 20%

N: 74,986 N: 172 N: 162

Median: 2 Median: 2 Median: 2

Mean: 11 Mean: 11 Mean: 11

“#TBT” Users: 3% Users: 1% Users: 1%

N: 17,331 N: 16 N: 10

Median: 1 Median: 1 Median: 1

Mean: 2 Mean: 2 Mean: 1

NOTE.—Median and mean are conditional on one or more mentions of each keyword.

Keyword searches are case-insensitive.
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wide (maximum) margin of error for estimates based upon each of these sub-

sets is 11 percentage points (for each).

In Supplementary Material SM8, we further compare content posted by

the voter file users to US-based users who do not appear in the sample. This

analysis makes use of the Twitter Decahose, a random 10 percent sample of

tweets. The findings suggest that non-sampled users were substantially more

likely to post about pornography and conspiracy theories, and may be more

likely to engage in hashtag manipulation. Sampled users, in contrast, were

more likely to discuss the COVID-19 pandemic and (support for) social jus-

tice movements, especially Black Lives Matter.

Finally, we selected a small number of political Twitter handles to mea-

sure the proportion of followers in each sample, and for these compared their

followers against our user samples. These results are shown in

Supplementary Material SM11; in general there was agreement between the

voter file and KP samples, with ATP showing a higher level of political

interest.

Discussion

Although social media data provide rich behavioral measurements that can

complement survey work, inferences based on social media alone have the

potential to mislead. The process of linking individuals to accounts can help

provide a relatively well-defined and interpretable sample.13 Linkages permit

evaluations of demographic representativeness, analyses of subgroups, and

validation of measurements drawn from online posting behavior by compar-

ing to survey responses. In addition, these methods help avoid the bias asso-

ciated with drawing samples of users from narrow time windows: by

developing samples linked to external benchmarks and whose members are

followed over time, researchers can assess whether the users who tweet about

a particular topic of interest at a particular point in time reflect the broader

population of US adults on the platform.

Our research is intended to assist both data scientists and survey methodol-

ogists considering how to best link social media accounts with external data.

How accounts are matched to individuals (and various individual attributes)

is potentially quite consequential, and conducting such matches demands sig-

nificant time and resources. To help guide that planning, this paper compares

the demographic and behavioral biases introduced by two survey-based

approaches and one administrative data-based approach to sample construc-

tion. During the period examined, tweeting behavior was highly concentrated

13. For example by excluding bots, which may account for a large share of Twitter behavior

(Wojcik et al. 2018), as well as organizations, celebrity pets, and the many other creatures in the

social media menagerie.
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across all three samples, with large shares of accounts never tweeting, and

the share of all tweets generated by the 10 percent most active users for

accounts that tweeted at least once is (conservatively) above two-thirds of

tweets. More generally, behaviors as captured by these different approaches

were fairly similar. Since our samples include only US adult users, and not

accounts in general, we provide evidence that the general tendency toward

highly skewed activity distributions on Twitter (previously documented in

boyd, Golder, and Lotan 2010 and Chalmers et al. 2011, among others)

holds for subpopulations of real users and is not an artifact of bots or institu-

tional accounts.

However, there are some important ways that these approaches diverge.

For example, the matches to voter records are more likely to include white

adults and women than the surveys. We infer that this is likely due to both

differences in the administrative data and issues in the matching process—

for example, there are more whites in the administrative data compared to

survey self-reports of voter registration and women are more likely to have

unique names within a given geographic area. We did not observe similar

biases in the linking process on the survey side—when we compare demo-

graphic estimates with benchmarks from a random-digit-dial survey, we find

almost no differences across the samples. This suggests that asking survey

respondents to provide a handle does not materially damage demographic

representativeness. On the other hand, behaviorally, even surveys that did

not differ demographically were markedly and significantly different for

some tweeted content and following behavior. This suggests that studying

within-sample changes to estimate shifts in content may be more fruitful

than attempting to study the prevalence of different topics of conversation by

demographic re-weighting alone.

Unsurprisingly, the matched administrative data offer statistical power that

is infeasible for a survey—even with groups that are relatively underrepre-

sented. This statistical power allows for compositional analysis that is impos-

sible in surveys with fewer respondents (Foucault Welles 2014). Even for

relatively salient topics—such as tweeting about President Trump’s impeach-

ment and following particular accounts—surveys provide limited sample size

for comparing online behaviors with external benchmarks. What’s more, the

top 0.1 percent of Twitter users, in terms of posting behavior, might be quite

important; that 0.1 percent would constitute a subsample of 1,500 accounts

in the matches to the voter records, and just two or so accounts in the sur-

veys examined. Given meaningful selection concerns about who posts on

any given topic—especially over time—analyses of within-conversation vari-

ation (e.g., subsetting to political conversations on Twitter rather than count-

ing all sampled users equally in analyses) may need to restrict inferences to a

more limited population, such as “Twitter users who talked about politics on
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Twitter just prior to the 2020 election,” and then compare this subset to the

characteristics and behaviors of the excluded members of a sample.

These findings suggest complementary strengths of the two approaches.

Survey-based approaches offer potential advantages in terms of representa-

tiveness, as well as capturing behavior in the bulk of the distribution. In addi-

tion, survey-based approaches would be necessary for linkage to information

that can only be accessed via survey questions. Matched administrative data

offer particular power with respect to subgroups—even those subgroups that

may be underrepresented in the data. For example, minorities are underrepre-

sented in the voter file sample, but there are still 111,495 Black and 67,890

Hispanic users in the sample, as compared to 85 and 282 in the American

Trends Panel and 200 and 252 in the KnowledgePanel.

These results suggest several avenues for further research. Can data collec-

tion be combined in ways that leverage their relative strengths? For example,

could administrative data guide a behavior-targeted survey, allowing for ro-

bust surveys of subpopulations? And could survey-based approaches guide

improvement of matching strategies that would reduce the biases in linked

samples? How might account-linked survey questions best guide interpreta-

tion of online activities? To what extent do samples of accounts in existence

at one point in time need to be continuously updated to accurately track so-

cial media populations? Finally, can a survey-based approach allow behav-

iorally driven inferences of the likely survey responses in a larger,

administratively based sample (for one example, see Barberá 2016)?

Data Availability Statement

REPLICATION DATA are not available because of privacy concerns. The

editors have waived POQ’s replication policy for this manuscript. However,

the analysis code is available at https://github.com/sdmccabe/poq-construct

ing-samples-replication.
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SUPPLEMENTARY MATERIAL may be found in the online version of

this article: https://doi.org/10.1093/poq/nfab020.
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