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Abstract A major decision that must be made during study pertains to the distribution, or
the scheduling, of study. In this paper, we review the literature on the benefits of spacing, or
spreading one's study sessions relatively far apart in time, as compared to massing, where
study is crammed into one long session without breaks. The results from laboratory research
provide strong evidence for this pervasive “spacing effect,” especially for long-term retention.
The metacognitive literature on spacing, however, suggests that massing is the preferred
strategy, particularly in young children. Reasons for why this is so are discussed as well as a
few recommendations regarding how spacing strategies might be encouraged in real-world
learning. While further research and applicability questions remain, the two fields—education
and cognitive science—have made huge progress in recent years, resulting in promising new
learning developments.

Keywords Spacing effect - Distributed learning - Distributed practice - Massing -
Metacognition - Motor learning

More and more, and as evidenced by this set of articles, cognitive psychologists are aiming
to translate their findings into educational contexts, bridging a gap between basic research
and the field of education. In the past, these fields have typically worked in parallel, with, for
instance, researchers examining learning in laboratories and educators promoting learning in
classrooms. The goals of this paper are to review data related to the distribution of study and,
in particular, to examine the applicability of spacing benefits to the real world, both inside
and outside of the classroom.

A major decision that must be made during study pertains to the distribution, or the
scheduling, of study. Learning is rarely successful with only one study session, and after having
already studied a particular topic, individuals must decide how long to wait before re-studying
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the same information. Over the last century, one learning strategy in particular has shown to be
enormously consistent in the laboratory in terms of improving test performance: distributing
study sessions far apart during study. Known formally as spacing, this strategy—of waiting for
relatively longer periods of time before re-study—has led to improved performance, as
compared to a massing strategy, where the individual will study again immediately, for a total
of one long study session (for a review, see Cepeda et al. 2006).

Distribution of practice has been of concern to investigators of learning at least as far back
as Ebbinghaus (1885). Ebbinghaus, using himself as a subject, studied a list of meaningless
syllables. He presented half of the syllables to himself using massed practice, repeating study
within 1 day, and the other half using spaced practice, repeating study across 3 days. His
results showed that there were more savings when re-learning the syllables if study had
spanned 3 days. That is, the re-learning process was shorter after spaced practice than after
massed practice. Ebbinghaus (1885) concluded: “...with any considerable number of repe-
titions a suitable distribution of them over a space of time is decidedly more advantageous
than the massing of them at a single time” (p. 89). A little over 10 years later, Jost (1897)
formulated his Law of Forgetting: If two memories are of equal strength but different ages,
the older one will benefit more from an additional learning trial. Within a few decades, Ruch
(1928) published the first meta-analysis on the spacing effect. Even in his early review, he
lists at least 25 studies, and with many more conditions, describing the advantages of
spacing over massing.

One might guess that a finding so consistent and full of history would influence the
educational field rather quickly. A finding that has encompassed the learning strategies
tested in people of all ages, starting with infants, all the way to adults (Bahrick 1987; Bjork
1979; Cahill and Toppino 1993; Dempster 1987; Glenberg 1979; Rea and Modigliani 1987;
Toppino 1991, 1993; Toppino and DiGeorge 1984), should certainly be fitting for real-world
learning. Indeed, for many researchers, the deeper goal has been to apply spacing strategies
to the learning habits of students in school. On the contrary, word about the benefits of
spacing was slow to spread (e.g., Dempster 1988). Some researchers perhaps thought that
the lack of spaced practice in educational and other practical settings was due to the formal
language of researchers who had published their findings in less accessible, psychology
journals. Consider, for instance, why Neisser felt that a cute limerick about the spacing effect
was necessary at a public conference: “You can get a good deal from rehearsal, if it just has
the proper dispersal. You would just be an ass, to do it en masse. Your remembering would
turn out much worsal.” (Re-quoted in Bjork 1988, p. 399).

Furthermore, even after acknowledging the benefits of spacing, changing teaching
practices proved to be enormously difficult. Delaney et al. (2010) wrote: “Anecdotally, high
school teachers and college professors seem to teach in a linear fashion without repetition
and give three or four noncumulative exams.” (p. 130). Focusing on the math domain, where
one might expect a very easy-to-review-and-to-space strategy, Rohrer (2009) points out that
mathematics textbooks usually present topics in a non-spaced, non-mixed fashion. Even
much earlier, Vash (1989) had written: “Education policy setters know perfectly well that
[spaced practice] works better [than massed practice]. They don't care. It isn't tidy. It doesn't
let teachers teach a unit and dust off their hands quickly with a nice sense of ‘Well, that's
done.”” (p. 1547).

Understandably, the bulk of research on the distribution of learning has remained focused
on the individual and in the laboratory, rather than the classroom, and unfortunately, often at
the expense of realism, the majority of methods have used rather arbitrary materials, such as
nonsense syllables (Jost 1897; Perkins 1914), digit lists (Robinson 1921), or lists of words
(see Janiszewski et al. 2003, for a review). Moreover, in their recent review, Delaney et al.
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(2010) wrote: “No one is inherently excited about word lists, but they have been used in the
preponderance of studies on the spacing effect...” (p. 65).

Our objective here is to provide pertinent data on the spacing effect that might be
considered useful for applications to education, and to conclude with a few recommenda-
tions for both educators and students. We acknowledge that the process of changing
educational practices can be a very slow one. However, one aspect of implementation we
focus on will be on how an individual learns, and not necessarily on how a teacher should
teach. We begin with brief reviews of the spacing effect, in the cognitive and motor domains,
and then go into a broader discussion of the spontaneous, or metacognitive, choices of the
individual, both in adults and in children.

The Spacing Effect: Data and Mechanism

Following Ruch's (1928) review, such a plethora of studies regarding the distribution of
study ensued that now more than a handful of review papers have been published (e.g.
Cepeda et al. 2006; Crowder 1976; Dempster 1989; Delaney et al. 2010; Donovan and
Radosevich 1999; Greene 1992; Janiszewski et al. 2003; Pavlik and Anderson 2003). The
results of these reviews have led to the summation that while there are some complicated
issues that still continue to be examined—such as the difference in retention interval (how
long the break is between study and test) and the interstimulus interval (how long breaks are
between study sessions)—by and large, for long-term retention, spaced study leads to better
performance than uninterrupted, massed study.

In the 1960s, the first substantial empirical differences between massed practice and
distributed practice—dubbed MP and DP, respectively—were established (Peterson et al.
1962, 1963). Results showed that when word—number pairs were presented for various
amounts of time and number, cued-recall performance following DP was significantly better
than that following MP. Underwood's (1970) data also supported the early spacing benefits
by showing that the effect strengthens with repetition. In that same paper, Underwood (and
see also Melton 1970) brought to light that the spacing effect would shatter the certainty of
the fotal-time law, which stated that the amount learned is a direct function of study time
regardless of how that time is distributed.

While data supporting the spacing effect were being accumulated, researchers examined
potential reasons for spacing benefits. Bjork and Allen (1970), for example, examined two
possible mechanisms: better consolidation at trial 1 or stronger encoding at trial 2. By
varying the difficulty of the intervening task (coming between study trial 1 and study trial
2), they found that the spacing effect seemed to be due to better encoding at trial 2. In fact,
final recall performance was slightly, but consistently, better when the intervening task was
difficult, as compared to easy. This result could be seen as a precursor to later theories related
to desirable difficulty (Cuddy and Jacoby 1982; Glover 1989; Schmidt and Bjork 1992;
Whitten and Bjork 1977), where the more difficult it is to retrieve the item at the second trial
(as a result of longer elapsed time since original study), the more easily that item would be
retrieved again later (at a long-term test). This mechanism was also related to the classic
contextual variability explanation (Estes 1955; Glenberg 1979; Raaijmakers 2003), where
the context is encoded—and thus used as a retrieval cue—along with the item, resulting in a less
redundant study environment for a spaced study trial, as compared to a massed study trial.

The mechanisms of contextual variability and desirable difficulty would indicate that
spacing one's study far apart in time would be increasingly helpful. However, there were
some results suggesting that intervening time may sometimes be foo long, and spacing could
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hurt study. In Landauer and Bjork's (1978) study, participants were presented with cue-target
pairs using what was called an expanding study schedule—where the distribution of study
started out rather small (maybe one intervening item, or even completely massed)—when
study would be rather effortless—and then over three repetitions, grew to sometimes ten
intervening items. The performances of these individuals were compared to those of
participants that had uniformly—and quite lengthy—spaced study from the outset, and
results showed a small but significant benefit of expanding practice (see also Cull et al.
1996). One difference between the expanding practice paradigm and previous paradigms
was that, in this case, the study trials were not in fact straight study trials, but rather, test trials
(cue-only trials), without feedback. Thus, the results might not be too surprising: If you
cannot remember the target at a very long delay, and are not provided with feedback, then
there is a slim to none chance that you will remember that target suddenly on a later test. (We
discuss briefly again the issue of spacing and testing later.)

More recent reports, however, find no difference between the expanding and spaced study
trials (Balota et al. 2006; Carpenter and DeLosh 2005; Cull 2000), and interestingly, the
same discrepancy was found years earlier (see Ruch 1928, for a summary). Even at present,
while no strong conclusions regarding expanding practice have been made, some believe
that an expanding study strategy would be one that would be most easily applied to real-
world study, particularly when motivation or retrieval success is low (see Cull et al. 1996),
and when test trials (not simply passive study trials) can be incorporated. A roadblock that
remains, in these and other studies, and has been commonly mentioned, is to think of
ecologically valid methods in which to extrapolate data that would cover learning over a
much longer time period, rather than a few seconds or minutes, as is typical in the laboratory
(e.g., Crowder 1976; Dempster 1988; Glenberg 1979; Hintzman 1974).

While the bulk of the laboratory data have examined learning over extremely short time
periods, Bahrick ef al. (1993) were the first to have participants commit to a 9-year-long
investigation of spacing. Participants were given English—foreign vocabulary word pairs to
learn, at either massed or spaced study sessions. Results showed that, while learning was
considerably slower and more difficult during spaced study, at final performance—which
was up to 5 years following the termination of training—the data flipped: Spaced study was
significantly more beneficial than massed study in the end. They included in their discussion
an earlier quote from Schmidt and Bjork (1992): “Manipulations that maximize performance
during training can be detrimental in the long term; conversely, manipulations that degrade
the speed of acquisition can support the long-term goals of training.” (p. 207). We discuss
this potential misperception further in the “Metacognition and the Spacing Effect” section
later on. This conclusion can also be connected to the notion of desirable difficulties. If
learning feels too quick and easy—as it would during massed study more so than during
spaced study (where some forgetting has already occurred)—it may be used as a warning
that forgetting might occur more rapidly in the long run [although see Koriat (2008)
regarding complexities of easy learning leading to easy remembering].

Another hypothesis for why the spacing effect occurs has been the notion that during
massed study, we habituate, or do not process the information as thoroughly as the stimulus
continues to present. Known as the deficient-processing theory (Bregman 1967; Cuddy and
Jacoby 1982; Greeno 1970; Hintzman 1976), this assumes that during spaced study, closer
attention is paid to the item at the elapsed study trial and, thus, deeper processing would have
taken place. Consider the following analogy: If a stimulus, say, noisy traffic outside your
window, is presented to you continuously for a long period of time, eventually, you will
learn to ignore that noise. If the traffic noises came once every half hour, they would be quite
noticeable and, thus, more deeply processed. Support for the deficient-processing theory also
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comes from animal learning tasks, such as the Morris water maze, where animals have to
find a platform in a tank of opaque water. Data have shown that spaced learning trials lead to
better long-term memory than massed learning trials (Commins et al. 2003; Spreng et al.
2002). Sisti et al. (2007) found similar results and, furthermore, found that training with
spaced trials induced a more persistent memory which, crucially, was related to the number
of new cells that survived in the hippocampus. Put differently, one might view spacing as a
way of allowing brain cells to “regenerate” between study sessions. This would be less likely
during massing. Consider also a different analogy, where one is performing a motor task: If
we were to mass our physical training for too long, our muscles would not have time to
recharge, and would fail to get the full benefits of the ongoing training. In the next section,
we touch upon a few comparison spacing data in the action literature.

Analogy to Action: Data and Mechanism

Given the comparison of the brain cells habituating to muscles tiring out, it seems logical
that spacing effects would be substantial during motor tasks. However, there have been
several findings in the literature that propose that spacing boosts rely on explicit, and not
implicit, functions (Jacoby and Dallas 1981; Perruchet 1989; Roediger and Challis 1992).
For example, in Challis and Brodbeck (1992), when participants had to fill in a word
fragment (e.g., —l-ph—t) during either massed or spaced study, the spacing effect went
away. In another study, Challis (1993) participants studied words either massed or spaced,
but also had different levels of intent of learning. Some were in the intentional condition—
where, like in most other studies, the intent was to learn the words for a later test. Some were
in an incidental-semantic condition, where they had to rate the words for pleasantness, and
the final group was in the incidental-graphemic condition, where they simply had to count
ascending or descending features of letters in the word, alphabetically, as compared to a
probe letter (i.e., for the word “window” and probe “m,” the number of letters falling after—
ascending—would be four). Results showed that the spacing effect was unobservable in the
final condition. In short, the spacing effect seems to be a product of explicit, effortful
processing, particularly during the second study session. Given that implicit processes do
not reap the same benefits, this generality leads to the prediction that the benefits of spacing
might not hold up during motor learning tasks, since motor skills are often thought of as
being based on implicit learning (Anderson 2000). Thus, in the motor behavior and skilled
behavior domains, there are some additional considerations leading to the necessity of a
somewhat more nuanced account of and recommendations about spacing in motor and
procedural learning scenarios that arise from the verbal literature (e.g., Rohrer and Pashler
2010).

Perhaps even prior to the empirical work on cognitive learning and the spacing effect, the
benefits of spaced study had been apparent in an array of motor learning tasks, including
maze learning (Culler 1912), typewriting (Pyle 1915), archery (Lashley 1915), and javelin
throwing (Murphy 1916; see Ruch 1928, for a larger review of the motor learning tasks
which reap benefits from spacing; see also Moss 1996, for a more recent review of motor
learning tasks). Thus, as in the cognitive literature, the study of practice distribution in the
motor domain is long established (see reviews by Adams 1987; Schmidt and Lee 2005), and
most interest has centered around the impact of varying the separation of learning trials of
motor skills in learning and retention of practiced skills. Lee and Genovese (1988) con-
ducted a review and meta-analysis of studies on distribution of practice, and they concluded
that massing of practice tends to depress both immediate performance and learning, where
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learning is evaluated at some removed time from the practice period. Their main finding
was, as in the cognitive literature, that learning was relatively stronger after spaced than after
massed practice (although see Ammons 1988; Christina and Shea 1988; Newell et al. 1988
for criticisms of the review).

Apart from spacing within sessions, just as with Bahrick's work on verbal learning
scenarios (e.g., Bahrick e al. 1993), people have looked at the benefits of spacing across
learning sessions as well as within sessions. Probably the most widely cited example is
Baddeley and Longman's (1978) study concerning how optimally to teach postal workers to
type. They had learners practice once a day or twice a day, and for session lengths of either 1
or 2 h at a time. The main findings were that learners took the fewest cumulative hours of
practice to achieve a performance criterion in their typing when they were in the most
distributed practice condition. This finding provides clear evidence for the benefits of
spacing practice for enhancing learning. However, as has been pointed out (Newell et al.
1988; Lee and Wishart 2005), there is also trade-off to be considered in that the total elapsed
time (number of days) between the beginning of practice and reaching criterion was
substantially longer for the most spaced condition. Thus, while spacing may boost
learning, it may be thought to be relatively inefficient in terms of study time. As we
discuss later, this feeling of inefficiency may be one of the reasons that spacing is not
the more popular strategy.

Interestingly, in that same study (Baddeley and Longman 1978; and see also Pirolli and
Anderson 1985 and Woodworth and Schlosberg 1954), there was evidence of such a thing as
laboring in vain. That is, exceeding a certain number of hours of practice a day (more than
approximately 2 h) led to no increases in learning, as might be expected. Related to the
deficient-processing theory mentioned above, these results are crucial in understanding
intuitively how the spacing effect works: We simply get burnt out. These data are also
analogous to the cognitive literature on overlearning, which shows that while continuous
study over long periods of time might seem beneficial (and even feel good) in the short-term,
the benefits disappear soon afterwards (Rohrer ef al. 2005; Rohrer and Taylor 2006).

Motor learning may also be somewhat more complicated than cognitive learning in that
there are different types of learning measures. For instance, Lakshmanan et al. (2010) looked
at the different kinds of learning that can take place within the context of new product use
such as in gadgets like smartphones or gaming consoles. They found that in terms of
completion time for a target action on a new software package, for participants whose study
involved repeated exposure to the instructions (i.e., verbal learning), spaced practice led to
shorter execution times than massed practice. However, when study involved an initial
exposure to the instructions followed by repeated opportunities to actually use the software
(i.e., experiential learning), massing supported faster performance on test trials than did
spaced practice. Thus, spacing benefits are not always obvious when it comes to actions.

One of the most obvious distinctions between the standard paradigms of verbal learning
and motor skill acquisition has to do with the to-be-learned material occurring in isolation or
in the presence of other materials. Beginning as far back as Ebbinghaus's (1885) work on list
learning, spacing in verbal learning has involved multiple presentations of single
items, or word-pairs, separated not simply by the passage of time, but by intervening
presentation of other to-be learned items (e.g., dog, light, tent, dog). In contrast,
studies of spacing in motor skills have more typically involved trials of a single,
to-be-learned task, with varying separations between trials. Thus, at some level,
though common language is applied to the two paradigms, they are structurally quite
different, and thus it is not surprising that the basic effects in the two areas are not
entirely equivalent.
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That said, there is a paradigm within the motor and procedural learning paradigm, which
arguably is more similar to the arrangement in the typical verbal list learning domain (see,
e.g., Schmidt and Bjork 1992) and that is contextual interference. Contextual interference
was first put forward as a construct for verbal list learning by Battig (1966, 1972), but was
soon borrowed and became quite prominent in the motor learning domain because of work
by Shea and Morgan (1979). In their original study, Shea and Morgan had people practice
three similar, but distinct, discrete motor tasks in one of two different practice structures.
Blocked practice involved working through a predetermined number of trials of one of the
tasks before moving to the second task, and so on—similar to massed practice. In contrast,
random practice involved a semi-random ordering of trials so that no more than two
consecutive practice trials were of the same task, and thus typically other to-be-learned
material was interleaved between trials of a given task. The main finding was that during the
practice/learning phase, performance under blocked practice conditions was superior to that
under random practice conditions; however, on the long-term retention test, this pattern was
reversed. As in the cognitive data, easy learning—as in the massed or blocked condition—
did not translate into best retention. These findings should have huge implications for real-
world learning, especially if individuals have the illusion that “easy learning now means
better retention later.”

The same basic results have been repeatedly demonstrated in the decades since (see
reviews by Magill and Hall 1990; Lee and Simon 2004), and with a wide variety of motor
tasks including different badminton serves (Goode and Magill 1986), rifle shooting (Boyce
and Del Rey 1990), a pre-established skill, baseball batting (Hall et al. 1994), learning
different logic gate configurations (Carlson et al. 1989; Carlson and Yaure 1990), for new
users of automated teller machines (Jamieson and Rogers 2000), and for solving mathemat-
ical problems as might appear in a class homework (Rohrer and Taylor 2007; Le Blanc and
Simon 2008; Taylor and Rohrer 2010). In a similar vein, Kornell and Bjork (2008) showed
that even for induction tasks—identifying novel instances of work by artists—interleaving
presentation of exemplars with those of other artists during a study phase supported better
performance than massing those from a given artist together. This result in particular is rather
counterintuitive, since it would seem likely that the opportunities for close comparison and
contrast afforded by massing would have yielded better identification of the new works.

Clearly, when multiple things are to be learned—arguably the case in almost any
educational setting, formal or informal—interleaving (or allowing for distributed exposure
to materials) seems to be beneficial to long-term learning. Moreover, this holds true for both
cognitive and motor learning. In the next section, we take a look at the generality of the
spacing effect, focusing on its strength in young children.

The Spacing Effect: Development, Applicability, and Universality

Does the spacing effect obtain in young children? In general, the resounding answer seems
to be a yes. Using both recognition tasks (Cahill and Toppino 1993; Rea and Modigliani
1987; Toppino et al. 1991; Vlach et al. 2008) and free recall tasks (Seabrook et al. 2005;
Toppino 1991, 1993; Toppino and DeMesquita 1984; Toppino and DiGeorge 1984; Wilson
1976), benefits of spacing have been apparent in children of all ages (see Fig. 1 for an
example of the spacing effect in 3- and 4-year-old children—created from data presented in
Table 2 of Toppino and DeMesquita 1984). In fact, the effect has also been tested in infants,
with positive results (Cornell 1980; Galluccio and Rovee-Collier 2006; Vander et al. 1985).
For instance, using a habituation procedure (Cornell 1980)—where infants will look longer
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Fig. 1 Final test performance scores for 3- and 4-year-olds after having massed study, spaced study, or seen
items presented only once (created from data presented in Table 1 of Toppino and DeMesquita 1991)

at novel or unfamiliar objects—the data showed that after massed and spaced viewings of
photos, and after a delay that ranged from 1 min to 1 h, babies tended to look longer at the
massed-studied photos, suggesting that they had forgotten to a larger degree those photos
than the spaced-studied photos.

Consistent with the issue introduced above describing the hypothesis that the spacing
effect would occur only under explicit conditions, Toppino et al. (2009b) found that children
between preschool age and college students exhibited the spacing effect for intentional
learning conditions, where they are studying with the goal to perform well on a later test.
However, interestingly, this finding reversed for the very young children on an incidental, or
implicit task, indicating that the effect occurs in young children only when they voluntarily
engage in elaborate semantic processing. Thus, while the spacing effect seems to hold across
ages, starting from infancy, the mechanism for, and thus, the particular contexts under which
it occurs is still under investigation.

Many have begun to look at the success of spaced study inside the classroom, as well as
with classroom materials, agreeing with Ruch's (1928) early statement that the spacing effect
was clearly meant for the classroom. Even earlier, Pyle (1915) found, for instance, that
arithmetic facts were recalled better by children drilled once a day for 10 days than by those
who were drilled twice a day for 5 days. (Although both are considered spaced study
sessions, it is worthy of note that the longer lapses between study trials led to an increase
in performance.) In 1934, English et al. found better learning when a text was read at 3-
h intervals rather than in succession (English et al. 1934). Much later, Reynolds and Glaser
(1964) also found the spacing effect to occur when learning science concepts. In another
early study (Gay 1973), the spacing effect was found when studying arithmetic. Thereafter,
the effect was found when studying vocabulary (Dempster 1987) and during text processing
(Dempster 1996; Glover and Corkill 1987; Kraft and Jenkins 1981). In addition, much more
recently, Vlach and Sandhofer (2012) found that children as young as 5-7 years of age also
benefitted from spaced study when learning science lessons. Their conclusion was that
spacing promotes various types of learning—analogous to an increase in contextual pro-
cessing—while massing does not.

The spacing effect has also been linked to the testing effect (as is apparent in the
expanding practice paradigm described previously) and, thus, will be influenced by whether
the trials are study or test (with and without feedback) trials. For the most part, with the
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addition of testing trials—either at massed or spaced delays—the spacing effect holds true.
For instance, Rea and Modigliani (1987) looked at spelling performance using expanding
versus spaced study and found benefits for spaced study. In general, as others in this issue
will cover, testing has significant effects on long-term retention (e.g., Agarwal et al. 2008)
and, in tandem with the spacing strategy, is likely to lead to accrued boosts in learning (e.g.,
Pashler et al. 2007).

The spacing effect has not, however, proven to be universally obtained, particularly in the
classroom (for an early review, see Dempster 1988). We focus here on a crucial factor that
arises in both the classroom and the laboratory—to which we have only but alluded: the
issue of immediate versus long-term performance measures. Thus far, we have presented
data displaying directly the benefits for long-term retention. However, in the classroom,
there may be many instances where short-term performance is also important. Revisiting the
data from both the cognitive and motor learning literature, where massing is more efficient,
or feels better during learning, the superior nature of spacing suddenly becomes doubtful.
Early on, for instance, Austin (1921) found that when reading texts, spaced study was no
better than massed study, when comprehension was measured immediately—although the
spacing effect did obtain at a longer delay (note that massing was not more effective than
spacing).

There is other evidence for a reversal of the spacing effect when the test immediately
follows acquisition. In other words, when the test is coming up very soon, massed practice
has been shown at times to be more advantageous than spaced practice (e.g., Bregman 1967;
Lee and Genovese 1988; Lee and Magill 1983; Shea et al. 1990). Termed the proportionality
rule by Glenberg and Lehmann (1980), it proposes that “when the retention interval is short
relative to the spacing of the repetitions, performance is negatively correlated with repetition
spacings; when the retention interval is long relative to the spacing intervals, performance is
positively correlated with the spacing of repetitions.” (p. 528). The earliest study that
demonstrated this was Peterson et al. (1962), where word—number pairs were studied either
massed or spaced (8 s apart) and then tested either 2, 4, 8, or 16 s later. Results showed that
massed study led to better recall at the 2- and 4-s test intervals, while spaced study led to
better recall at the 8- and 16-s intervals. In the motor domain too, blocked practice would
probably be the smart way to prepare for an imminent test, or as a warm-up strategy. Cepeda
et al's (2008, p. 1100, Fig. 4) temporal ridgeline illustration, replicated here in Fig. 2,
provides further evidence in their three-dimensional surface, where recall is shown to be
dependent on the interaction between spacing of repeated items during study and the ensuing
delay until testing occurs. At zero test delay, recall is an inverse linear function of study gap,
but as test delay increases, optimal recall is found to be a changing non-monotonic function
of study gap.

However, recently, a meta-analysis (Cepeda et al. 2006) found that even when the test
occurred after less than 1 min had elapsed, spacing was slightly better than massing. Of
course, as the retention interval increased, the spacing effect also strengthened. Furthermore,
the authors point out that a massing effect had only occurred for retention intervals that were
remarkably short—Iess than a few seconds—which would be unlikely to occur in a
classroom context. Quizzes, tests, and exams typically take place once a longer period of
time (certainly more than a few seconds) after study has elapsed, and thus, spaced study, as a
rule of thumb, would be the more effective strategy.

On the flipside, one of the most crucial differences between laboratory learning and
classroom learning is the length of time between study and test. Learning in the real world
can take days, weeks, months, and even years, as compared to the vast majority of cognitive
spacing research, which could take place across only minutes or even seconds. However,

@ Springer



Educ Psychol Rev

L

Recall |

Fig. 2 A functional approximation of recall on the final test (as a proportion), plotted as a function of gap and
test delay (i.e., retention interval). The location of the ridgeline indicates that, as test delay increases, optimal
gap increases while there is a decrease in the ratio of optimal gap to test delay (taken from Cepeda et al. 2008,
Fig. 4)

even across very long delays, the spacing effect has been supported for materials that have
included real-world-type materials, such as maps (e.g., Carpenter and Pashler 2007), foreign
languages (e.g., Bahrick et al. 1993), history facts (e.g., Carpenter et al. 2009), typing
(Baddeley and Longman 1978), and math learning (e.g., Rohrer and Taylor 2006). Some
data have also shown that an additional massed session is no better than a single reading of a
text (spacing has significant benefits, see Rawson and Kintsch 2005). As a result, there have
already been pushes for spaced learning and teaching in the schools (Pashler et al. 2007,
Roediger ez al. 2010).

As an interim conclusion, the historically consistent spacing effect has received positive
reviews from both the cognitive and motor literature, as well as from data collected from
younger populations and when using realistic contexts and materials, particularly when
keeping in mind ecological validity. The key subsequent question then is do people use
spacing strategies? From here on, we discuss some of the issues regarding spontaneous
strategies regarding distribution of study and, in particular, whether individual learners know
to use spacing rather than massing practices.

Metacognition and the Spacing Effect

Metacognition, or the process of using one's own judgments to guide study choices, is
crucial for learning. If a student studies ineffectively or randomly, then it is likely that test
performance will be poor. A recent interest in the distribution of study has included the
individual's metacognitive control of spacing versus massing. Specifically, do people use the
more beneficial spaced strategy, and not the massing strategy, when studying? If they do,
educators should be happy that the effective strategy seems to be a spontaneous one.
If they do not, then we may suggest and test ways in which to increase the
probability of spacing study.
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There have in fact been a handful of studies that have looked at the impressions people
have of spacing, and whether people choose to space their learning in the real world. In
general, people, including adults, predominantly prefer massed practice (for a recent exam-
ple, see Kornell and Bjork 2008). In the above-described Baddeley and Longman's (1978)
study, for example, after postal workers practiced typing in either massed or spaced study
sessions, they had to indicate how satisfied they were with the training. Results showed that
while spacing led to the best learning, it was the least liked. Similarly, Simon and Bjork
(2001) found that people preferred the massing strategy on a motor learning task. In learning
a set of multi-segment movement tasks, learners under blocked practice conditions predicted
superior retention performance as compared to those under random practice conditions. In
fact, and as described above for the basic contextual interference effect, the opposite results
emerged. It seems that learners are far more sensitive to their immediate performance levels
than to the actual learning benefits that are accruing as a result of practice, making them
relatively poorly equipped to judge how well they are learning during learning.

When learners do not choose an effective (i.e., spacing) strategy should we intervene and
encourage spaced study schedules? Inherent in this question is the question of whether we
believe that the learner himself/herself should not be his/her own decision maker. The notion
that people may not use the best strategies is not new. When investigating the time-allocation
decisions that people made as compared to a computer-controlled allocation of study,
Atkinson (1972) concluded: “My data, and the data of others, indicate that the learner is
not a particularly effective decision maker.” (p. 388). More recent data have shown that
people believe that re-reading is a more favorable strategy than generating or self-testing—
the opposite is true (Karpicke et al. 2009; Komell and Son 2009; Son and Kornell 2010).
When it comes to massing versus spacing, again, students believe, incorrectly, that massing
leads to better performance than spacing (Kornell and Bjork 2008; McCabe 2011; Metcalfe
et al. 2007).

Up until quite recently, surprisingly, among the studies that have tested the effects of
massing versus spacing, virtually none has investigated self-selected or metacognitive
spacing strategies. In 2004, the first study on metacognitively controlled spacing was
developed and tested. In that study, college students were presented with cue-target pairs
and could control the amount of time that elapsed before re-studying each of the pairs (Son
2004). For each original pair presentation, they were first asked to make a judgment about
how well they would remember the pair, and then, whether they wanted to mass—by
pressing a “study now” button—or to space—by pressing a “study later” button—their
study of that pair. If they chose to mass, then the same pair was presented again immediately;
if they chose to space, then that pair was presented after a delay. They also had the option of
clicking a “Done” button for any of the pairs, if they felt that no further study was necessary.
If this button were pressed, that pair would be dropped from the re-study list. The results
showed that college students, propitiously, tended to space their study—doing so more than
50 % of the time—and systematically, the distribution was dependent on one's metacognitive
judgments. Specifically, people chose to distribute the items they thought would be easier to
learn and mass the judged-difficult items (also see Pyc and Dunlosky 2010, for a replication;
but see Benjamin and Bird 2006; Toppino and Cohen 2010, for discordant results using
different methods, and Toppino et al. 2009a, for a potential rectification, where massing
might occur when an item is not yet fully encoded). Furthermore, in a later study, when the
college students' choices to space were honored, that is, when they were allowed to re-study
in the manner that they chose for each pair, they performed better than when their choices
were dishonored, suggesting that their spacing choices were effective and likely directed at
enhancing learning (Son 2010).
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The data from this particular population of college-aged individuals indicate a good
strategy for the distribution of study: When studying vocabulary word pairs, individuals
do select to space their study, and tend to mass only when the learning is relatively difficult.
These results also support the notion that while spacing is effective, expanding study may
sometimes be better than uniform spacing (Landauer and Bjork 1978). In theory, the benefits
of spacing can pan out only when the item, at first study, has been encoded to the degree that
it will not be completely forgotten before additional study has taken place. In other words,
when an item's learned state is tenuous—or when metacognitive judgments are low—it
appears that a massing strategy would be more beneficial. The data also support the more
recent findings of Pavlik and Anderson's (2003) ACT-R model of the relationship between
spacing and decay. They stated: “Our mechanism is...quite plausible in light of theories of
spacing and memory that propose that the benefit of additional practice is mediated by the
difficulty of that additional practice.” (p. 181).

Data from a similar experiment, on the other hand, showed that, in contrast to the college
students, young children—in the first grade—did not choose effectively. They tended to
mass their study, and did so regardless of how easy or difficult they judged the item to be
(Son 2005). In a recent experiment testing third and fifth graders, performance after
honoring and dishonoring their choices was also compared, as had been done with the
college students. The results were, again, very different from those of the college students,
and more similar to the first grade children—they chose to mass their study over 65 % of
time, regardless of whether they judged the item to be easy or difficult to learn. Moreover,
dishonoring their massing choices and imposing a spacing strategy greatly improved final
test performance (Son 2010).

Thus, while the college-aged students seemed to be distributing their study and doing so
effectively, the elementary school-aged children did not. On the positive side, at least for
children, we can gain benefits by encouraging strategies independent of the metacognitive
states that produce the choices. However, the fact that the adults' performance did not
improve supports the notion that metacognitive decisions cannot be completely discounted.

Why might children choose to mass rather than to space their study? An obvious
explanation, one that results from the theories described above, is that massing takes less
effort than spacing. That is, spacing may be undesirably difficult. Indeed, studies have
shown that during spaced study, acquisition is not only slower but also confidence in one's
learning is lower as well (Bahrick et al. 1993; Zechmeister and Shaughnessy 1980). Another
explanation might be that spaced study, ironically, entails that the learner stop studying now,
but will have to come back to it at some later time. In this sense, spaced study might be
thought of as studying again, whereas massed study might give the illusion of less study time
(even though, of course, the total study times in the two conditions are equivalent). This
would especially be a problem if children were not motivated to re-study in the first place.

Indeed, the Son (2004) study showed that the college-aged participants almost exclu-
sively selected the “Done” button only for the very highest JOL items. Figure 3 illustrates
the proportion of choices of massed, spaced, or done as a function of people's metacognitive
judgments (taken from Son 2004, Fig. 1). As can be seen, the college students were
motivated in that they did choose, for the majority of items, to re-study.! When this paradigm

! The figure also shows the probability correct on the test conditional on each choice. This probability correct
is the number given above each bar. Adults chose to re-study—either massed or spaced—those items in which
they were not completely confident. Note, also, that the items given the highest judgments that participants
chose not to re-study were poorly remembered (0.14 correct). Thus, there is room for improvement even in
adults. Even though they declined to study only on very high judgments, nevertheless, they, too, appeared to
have opted out of study prematurely.
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Fig. 3 The mean proportion of massed, spaced, and “done” choices as a function of metacognitive judgments
of learning (JOL) level. Higher levels represent items that are judged as easier. The numerical values above
each bar indicate the proportion correct at final (long-term) test (taken from Son 2004, Fig. 1)

was tested in children, a problem was encountered—the first few children who were tested
chose the “Done” button virtually all the time (see Son 2005). As a result, whether they
would choose to mass or to space could not be determined. The decision was made at the
time to remove the Done button and force the children to choose mass or a space practice. It
was then that the first graders preferred massed study, regardless of their judgments, and as
described above, as well as did the third and fifth graders, revealing a less than optimal strategy.
However, the likelihood remains that if the children had had the done option, their choices
would have been even more suboptimal. Thus, a complicated problem with the spacing versus
massing paradigm is that there is no way of knowing whether the two strategies—massing and
spacing—feel equal to the learner in terms of efficiency or perceived effort.

A final explanation we touch upon here for why children might prefer the less optimal
massing strategy may be because spacing requires experience. In particular, spacing one's
study requires that a long-term time frame is understood. In the discussion of Son (2005),
this hypothesis—that young children do not understand what it means to study in the long-
term future—was proposed as a way of explaining the dysfunctional strategies of the first
graders. In that same study, in fact, there was evidence showing that the same first grade
children did use their metacognitive judgments to guide behavior systematically, when both
of the study choices panned out in the short term. When presented with word pairs, the first
graders were systematic when they were asked whether they would like to “read” the pair
again or whether they wanted to “test” themselves. Results showed that first graders tended
to read the items that were judged as difficult but tested themselves when the items were
judged as easier. These data suggest that even children as young as grade 1 do use their
metacognitive judgments spontaneously to guide their study behavior—in this case, reaping
the benefits of self-testing—but a spacing strategy may be qualitatively more complicated
given that its occurrence is at some later, unspecified time.
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In short, the spacing strategy seems, unfortunately, to be the more unattractive strategy in
a number of ways. It is more difficult during study; it can be perceived as an additional study
trial (whereas massing is by definition only one trial, albeit a long one), and some popula-
tions, such as young children, may have difficulty understanding what it means to come back
to studying at a time in the long-term future. Fortunately, for college-aged students, the
spacing strategy seems to be preferred, and spacing effects are obtained. However, a caveat
is that not nearly enough research has been conducted regarding these metacognitively
selected strategies. It may be that some other adult populations do not necessarily choose
the more effective strategy. Even the same college students may have very different study
choices if the materials or the methods were to be different. What we do know for sure is that
there is a difference in distribution of study choices by age—younger students prefer to mass
their learning. The silver lining, though, is that performance can be boosted by encouraging
spacing practices.

Implications for Education

On the whole, both in the laboratory and the classroom, both in adults and children, and in
the cognitive and motor learning domains, spacing leads to better performance than massing.
In addition, while there are very particular situations for when the results flip—as in
extremely short retention delays or when to-be-learned items have not yet been appropriately
encoded—these environments are relatively rare in the real world, as learning occurs across
relatively long ranges of time. Thus, the past and ongoing data provide consistent implica-
tions for education, both for the educator and the individual learner: Spacing study is the
optimal strategy.

Still, much remains to be investigated. Researchers should continue to conduct more tests
on spacing versus massing, and branch out into using a variety of materials, with the larger
goal of confirming (or disconfirming) the universality of the spacing effect. We do know that
there may be cases where spacing is not the best strategy—such as in the expanding retrieval
paradigm, where spacing too far apart may be hurtful (which is, anyway, rather unrealistic
given that feedback is usually provided in the real world)}—but knowing the exact dimen-
sions across various domains of school topics (e.g., mathematics, problem solving, and
reading comprehension) is crucial if the field is to move forward.

Inside the classroom, the first obvious step for researchers is to continue to make a
conscientious effort to connect with practitioners regarding the spacing literature. The bridge
between researchers and educators on this topic have begun to be firmly established—many
practitioners are now aware of the benefits of spacing—and both sides should continue to
consider the complexities of learning, while thinking of creative new ways to incorporate
spacing strategies. For instance, educators might consider the possibility of implementing
more review sessions, and perhaps even more quizzes, that are evaluated but not necessarily
graded. Students, even very young children, seem to enjoy testing themselves (as was
shown in Son 2005), particularly when they are confident in their answers. By using the
ungraded quizzing method, educators can encourage effective strategies of both spacing and
self-testing while discouraging the stress that is so often connected with test-taking in
school.

Another potential way in which to incorporate the benefits of spacing into the classroom
is to increase contextual variability (e.g., Raaijmakers 2003). Spacing in and of itself seems
to work because of increased contextualization, and one could think of methods to take
advantage of this mechanism. For instance, co-teaching within a given topic would increase
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the variability of how that topic is perceived (and co-teaching by definition is likely to be
accompanied by a spaced learning session). Allowing different contexts in which to have
individuals learn a topic would also be helpful. For example, something as basic as learning
vocabulary word definitions could be learned using a host of context sentences, rather than
merely one or two. Even allowing students to report how they would approach a particular
science problem or reading comprehension task would also increase the contextual variabil-
ity of the classroom learning environment, allowing for a greater number of retrieval cues in
the long term.

Realistically, though, because of the vast amount of information that needs to be covered,
and the lack of time, it is reasonable to assume that spacing strategies may not be consis-
tently incorporated into the classroom. Most will say that there is little time for ungraded
quizzes, co-teaching, and discussions between students during class time. Indeed, many
classroom topics are presented only once, and unfortunately, the same is often the case for
textbooks, from which students do their homework (Saxon 1982; Stigler et al. 1982). Thus, a
more effective strategy, when thinking about implementing spacing strategies, might be to
focus on how the individual can think about ways in which to space their study, as we
discuss below.

Children, spanning the entire range of elementary school and continuing into adulthood,
experience the bulk of learning when they are on their own. Many children, unfortunately,
are not benefiting from the practice of homework (Cooper et al. 2006). A key aspect of
learning is that there should be practical ways of incorporating effective strategies such as
spacing into learning sessions outside the classroom. A way in which spacing has already
been used in homework is in the mixing and spacing of math problems (e.g., Taylor and
Rohrer 2010). Similarly, children should receive homework assignments, in every domain,
that cover mixed topics, and not only the one topic that was covered in the class on that day.
That is, students should be encouraged to study materials that cover, for instance, a new
topic and an old review topic. While the assignment may feel more difficult to the student
(given that they may not remember the older lesson), the benefits of spacing are sure to show
up in the long run, especially for a final test, where many of the questions refer to content
from long ago.

Another recommendation for practitioners regarding individual learning is to have stu-
dents take explicit metacognitive control of their strategies and to state why they choose
particular strategies. It is, in fact, as of yet unknown whether young children are even aware
of choosing to mass rather than space. In the honor/dishonor experiment (Son 2010),
anecdotal results suggest that many of the young children did not even realize when a
particular choice was being dishonored—they never seemed shocked or frustrated—sug-
gesting a lack of explicit control. There are ways in which to foster self-regulation, including
simply asking students to write down the strategies they use when studying on their own.
These strategies would be open ended—and could include those such as reading, re-reading,
self-testing, and even spacing versus massing. Indeed, many have discussed the importance
of having personal goals and carrying them out appropriately for successful learning (e.g.,
Hattie et al. 1996; Zimmerman 2000). Some also emphasize the importance of teaching
explicit self-regulatory strategies to children at very young ages (e.g., Brown et al. 2005;
Hendy and Whitebread 2000; Stoeger and Ziegler 2005). If students are required, in some
way, to explicitly express their strategies, two things could occur: First, students would
become more aware of the strategies and possibly understand sooner whether they are
effective or ineffective. Second, teachers and researchers would have a better understanding
of how self-regulatory strategies develop. The challenge for teachers, though, is to find the
balance between teaching subject content and teaching metacognitive strategies.
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For distribution of study strategies in particular, one way to encourage spacing during
homework is to use summarization, at some delay. For example, having students write short
summaries of a past lesson would be beneficial, as it would require them to experience the
effort and “desirable” difficulty of reviewing older materials. This strategy could be used in
the classroom as well as outside the classroom as a homework assignment. The assignment
would be effective in that it would emphasize a learner's individual strategy. In other words,
as was shown by Son (2004)'s massing and spacing strategies as guided by judgments, as
well as the expanding practice results, learners are likely to have heterogeneous “optimal”
spacing delays depending on whether the items are judged as relatively easy or difficult.
After all, within a classroom, ranges of ability may be quite large. Thus, the summarization
schedule for each student can differ, depending on level of ability: For the poorest learners,
an almost massed summarization session might help, especially if the content is not
sufficiently encoded. On the other hand, for the strongest students, a longer delay can ensue
before having to write a summary.

Finally, students should be made aware of potential metacognitive misconceptions that
can occur. Research has shown that people believe that massed practice is better than spaced
practice (e.g., Zechmeister and Shaughnessy 1980), perhaps due to the fact that massing is
faster and less effortful in the short term. For very young learners, it may not be feasible to
teach the differences between knowing now and retaining in the long term. However,
certainly in later elementary school, students have the ability to understand the illusion. A
challenge for practitioners is to find ways in which to make difficulty and effort desirable, or
at least not completely aversive, as so many students will feel. A few ways to increase a
child's motivation could be to use computers for learning (e.g., Metcalfe et al. 2007), or to
frame the learning as a game, where learners can earn points for effective learning (e.g.,
Dunlosky and Thiede 1998).

Conclusion

In this review paper, we have presented data and theory related to the spacing effect, and
have focused on the importance of spaced strategies within educational contexts, where
long-term performance is crucial for academic success. We have discussed the challenges
that exist for the practitioner and the learner, including the lack of awareness of the benefits
of spacing, and the undesirable difficulties of spacing in the here and now. These challenges
exist especially for young children, who, nevertheless, are required to spend significant
amounts of time studying on their own outside the classroom, and unfortunately, may be
studying in ineffective and inefficient ways.

On the bright side, the field is much closer to understanding the different ways of
scheduling study, and the benefits that result, both in using controlled laboratory stimuli
as well as when using real-world learning stimuli. We now know, for instance, that enforcing
spacing strategies can boost learning to a considerable degree in the laboratory, particularly
in children (e.g., Son 2005), which gives learners and educators a benchmark in the
classroom. The next step is to think of ways in which to allow children to understand why
spacing is helpful, while emphasizing the importance of long-term retention and transfer.

In conclusion, we have proposed a short list of recommendations for practitioners as to
how spacing strategies may be achieved during learning, both inside and outside the
classroom. Even just a few years back, the two fields—psychology and education—could
be described as almost mutually exclusive. Indeed, many teachers had not been aware of the
benefits of spacing one's learning (Son 2007), and it was uncommon for researchers to set
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foot outside of their laboratory. Making steps to bridge this gap has allowed psychologists to
design more practical studies, which, in turn, has begun to allow for more pragmatic
applications during real-world instruction.

Acknowledgements A large portion of this research was supported by CASL Grant R305H060161 from the
Institute of Educational Sciences, Department of Education. The authors are entirely responsible for the results
and their interpretation presented herein.

References

Adams, J. A. (1987). Historical review and appraisal of research on the learning, retention, and transfer of
human motor skills. Psychological Bulletin, 101, 41-74.

Agarwal, P. K., Karpicke, J. D., Kang, S. H. K., Roediger, H. L., & McDermott, K. B. (2008). Examining the
testing effect with open- and closed-book tests. Applied Cognitive Psychology, 22, 861-876.

Ammons, R. B. (1988). Distribution of practice in motor skill acquisition: A few questions and comments.
Research Quarterly for Exercise and Sport, 59, 288-290.

Anderson, J. R. (2000). Cognitive psychology and its implications (5th ed.). New York: Worth.

Atkinson, R. (1972). Ingredients for a theory of instruction. American Psychologist, 27, 921-931.

Austin, S. D. M. (1921). A study in logical memory. The American Journal of Psychology, 32(3), 370-403.

Baddeley, A. D., & Longman, D. J. A. (1978). The influence of length and frequency of training session on the
rate of learning to type. Ergonomics, 21, 627-635.

Bahrick, L. E. (1987). Infants' intermodal perception of two levels of temporal structure in natural events.
Infant Behavior & Development, 10, 387—416.

Bahrick, H. P., Bahrick, L. E., Bahrick, A. S., & Bahrick, P. E. (1993). Maintenance of foreign language
vocabulary and the spacing effect. Psychological Science, 4, 316-321.

Balota, D. A., Duchek, J. M., Sergent-Marshall, S. D., & Roediger, H. L. (2006). Does expanded retrieval
produce benefits over equal-interval spacing? Explorations of spacing effects in healthy aging and early
stage Alzheimer's disease. Psychology and Aging, 21, 19-31.

Battig, W. F. (1966). Facilitation and interference. In E. A. Bilodeau (Ed.), Acquisition of skill. New York:
Academic.

Battig, W. F. (1972). Intratask interference as a source of facilitation on transfer and retention. In E. F.
Thompson & J. F. Voss (Eds.), Topics in learning and performance. New York: Academic.

Benjamin, A. S., & Bird, R. (2006). Metacognitive control of the spacing of study repetitions. Journal of
Memory and Language, 55, 126—137.

Bjork, R. A. (1979). Information-processing analysis of college teaching. Educational Psychologist, 14, 15-23.

Bjork, R. A. (1988). Retrieval practice and the maintenance of knowledge. In M. M. Gruneberg, P. E. Morris,
& R. N. Sykes (Eds.), Practical aspects of memory: Current research and issues (Vol. 1, pp. 396-401).
New York: Wiley.

Bjork, R. A., & Allen, T. W. (1970). The spacing effect: Consolidation or differential encoding? Journal of
Verbal Learning and Verbal Behavior, 9, 567-572.

Boyce, B. A., & Del Rey, P. (1990). Designing applied research in a naturalistic setting using a contextual
interference paradigm. Journal of Human Movement Studies, 18, 189-200.

Bregman, A. S. (1967). Distribution of practice and between-trials interference. Canadian Journal of
Psychology, 21, 1-14.

Brown, A. L., Campione, J. C., & Day, J. D. (2005). On training students to learn from texts. Educational
Researcher, 10, 14-21.

Cahill, A., & Toppino, T. C. (1993). Young children's recognition as a function of the spacing of repetitions
and the type of study and test stimuli. Bulletin of the Psychonomic Society, 31, 481-484.

Carlson, R. A., & Yaure, R. G. (1990). Practice schedules and the use of component skills in problem solving.
Journal of Experimental Psychology: Learning, Memory, and Cognition, 16, 484-496.

Carlson, R. A., Sullivan, M. A., & Schneider, W. (1989). Practice and working memory effects in building
procedural skill. Journal of Experimental Psychology: Learning, Memory, and Cognition, 15, 517-526.

Carpenter, S. K., & DeLosh, E. L. (2005). Application of the testing and spacing effects to name learning.
Applied Cognitive Psychology, 19, 619-636.

Carpenter, S. K., & Pashler, H. (2007). Testing beyond words: Using tests to enhance visuospatial map
learning. Psychonomic Bulletin & Review, 14, 474—478.

@ Springer



Educ Psychol Rev

Carpenter, S. K., Pashler, H., & Cepeda, N. J. (2009). Using tests to enhance 8th grade students' retention of
U.S. history facts. Applied Cognitive Psychology, 23, 760-771.

Cepeda, N. J., Pashler, H., Vul, E., Wixted, J. T., & Rohrer, D. (2006). Distributed practice in verbal recall
tasks: A review and quantitative synthesis. Psychological Bulletin, 132, 354-380.

Cepeda, N. J., Vul, E., Rohrer, D., Wixted, J. T., & Pashler, H. (2008). Spacing effects in learning: A temporal
ridgeline of optimal retention. Psychological Science, 19, 1095-1102.

Challis, B. H. (1993). Spacing effects on cued-memory tests depend on level of processing. Journal of
Experimental Psychology: Learning, Memory, and Cognition, 19, 389-396.

Challis, B. H., & Brodbeck, D. R. (1992). Level of processing affects priming in word fragment completion.
Journal of Experimental Psychology: Learning, Memory, and Cognition, 18, 595-607.

Christina, R. W., & Shea, J. B. (1988). The limitations of generalization based on restricted information.
Research Quarterly for Exercise and Sport, 59, 291-297.

Commins, S., Cunningham, L., Harvey, D., & Walsh, D. (2003). Massed but not spaced training impairs
spatial memory. Behavioral Brain Research, 139, 215-223.

Cooper, H., Robinson, J. C., & Patall, E. A. (2006). Does homework improve academic achievement? A
synthesis of research. Review of Educational Research, 76, 1-62.

Cornell, E. H. (1980). Distributed study facilitates infants' delayed recognition memory. Memory & Cognition,
8, 539-542.

Crowder, R. G. (1976). Principles of learning and memory. Hillsdale: Erlbaum.

Cuddy, L. J., & Jacoby, L. L. (1982). When forgetting helps memory: An analysis of repetition effects.
Journal of Verbal Learning and Verbal Behavior, 21, 451-467.

Cull, W. L. (2000). Untangling the benefits of multiple study opportunities and repeated testing for cued recall.
Applied Cognitive Psychology, 14, 215-235.

Cull, W. L., Shaughnessy, J. J., & Zechmeister, E. B. (1996). Expanding understanding of the expanding-
pattern-of-retrieval mnemonic: Toward confidence in applicability. Journal of Experimental Psychology.
Applied, 2, 365-378.

Culler, E. A. (1912). The effect of distribution of practice upon learning. Journal of Philosophical Psychology,
9, 580-583.

Delaney, P. F., Verkoeijen, P. P. J. L., & Spirgel, A. (2010). Spacing and testing effects: A deeply critical,
lengthy, and at times discursive review of the literature. In B. H. Ross (Ed.), Psychology of learning and
motivation: Advances in research and theory (Vol. 53, pp. 63—147). New York: Elsevier.

Dempster, F. N. (1987). Effects of variable encoding and spaced presentations on vocabulary learning. Journal
of Educational Psychology, 79, 162-170.

Dempster, F. N. (1988). The spacing effect: A case study in the failure to apply the results of psychological
research. American Psychologist, 43, 627-634.

Dempster, F. N. (1989). Spacing effects and their implications for theory and practice. Educational Psychol-
ogy Review, 1, 309-330.

Dempster, F. N. (1996). Distributing and managing the conditions of encoding and practice. In E. L. Bjork &
R. A. Bjork (Eds.), Handbook of perception and cognition: Memory. San Diego: Academic.

Donovan, J. J., & Radosevich, D. J. (1999). A meta-analytic review of the distribution of practice effect. The
Journal of Applied Psychology, 84, 795-805.

Dunlosky, J., & Thiede, K. W. (1998). What makes people study more? An evaluation of four factors that
affect people's self-paced study. Acta Psychologica, 98, 37-56.

Ebbinghaus, H. (1885). Uber das Gedchtnis. Untersuchungen zur experimentellen Psychologie. Leipzig:
Duncker & Humblot; The English edition is Ebbinghaus, H. (1913). Memory. A contribution to exper-
imental psychology. New York: Teachers College, Columbia University.

English, H. B., Wellborn, E. L., & Killian, C. D. (1934). Studies in substance memorization. The Journal of
General Psychology, 11, 233-260.

Estes, W. K. (1955). Statistical theory of spontaneous recovery and regression. Psychological Review, 62, 145-154.

Galluccio, L., & Rovee-Collier, C. (2006). Nonuniform effects of reinstatement within the time window.
Learning and Motivation, 37, 1-17.

Gay, L. R. (1973). Temporal position of reviews and its effect on the retention of mathematical rules. Journal
of Educational Psychology, 64, 171-182.

Glenberg, A. M. (1979). Component-levels theory of the effects of spacing of repetitions on recall and
recognition. Memory & Cognition, 7, 95-112.

Glenberg, A. M., & Lehmann, T. S. (1980). Spacing repetitions over 1 week. Memory & Cognition, 8, 528-538.

Glover, J. A. (1989). The “testing” phenomenon: Not gone but nearly forgotten. Journal of Educational
Psychology, 81, 392-399.

Glover, J. A., & Corkill, A. J. (1987). Influence of paraphrased repetitions on the spacing effect. Journal of
Educational Psychology, 79, 198—199.

@ Springer



Educ Psychol Rev

Goode, S., & Magill, R. A. (1986). Contextual interference effects in learning three badminton serves.
Research Quarterly for Exercise and Sport, 57, 308-314.

Greene, R. L. (1992). Human memory: Paradigms and paradoxes. Hills-dale: Erlbaum.

Greeno, J. G. (1970). Conservation of information-processing capacity in paired-associate memorizing.
Journal of Verbal Learning and Verbal Behavior, 9, 581-586.

Hall, K. G., Domingues, D. A., & Cavazos, R. (1994). Contextual interference effects with skilled baseball
players. Perceptual and Motor Skills, 78, 835-841.

Hattie, J., Biggs, J., & Purdie, N. (1996). Effects of learning skills interventions on student learning. Review of
Educational Research, 66, 99—136.

Hendy, L., & Whitebread, D. (2000). Interpretations of independent learning in the early years. International
Journal Early Years Education, 8(3), 245-252.

Hintzman, D. L. (1974). Theoretical implications of the spacing effect. In R. L. Solso (Ed.), Theories in
cognitive psychology: The Loyola symposium (pp. 77-97). Potomac: Erlbaum.

Hintzman, D. L. (1976). Repetition and memory. In G. H. Bower (Ed.), The psychology of learning and
motivation (Vol. 10). New York: Academic.

Jacoby, L. L., & Dallas, M. (1981). On the relationship between autobiographical memory and perceptual
learning. Journal of Experimental Psychology. General, 5, 306-340.

Jamieson, B. A., & Rogers, W. A. (2000). Age-related effects of blocked and random practice schedules on
learning a new technology. Journals of Gerontology: Psychological Sciences, 55B, 343-353.

Janiszewski, C., Noel, H., & Sawyer, A. G. (2003). A meta-analysis of the spacing effect in verbal learning:
Implications for research on advertising repetition and consumer memory. The Journal of Consumer
Research, 30, 138-149.

Jost, A. (1897). Die Assoziationsfestigkeit in ihrer Abha ngigkeit von der Verteilung der Wiederholungen
[The strength of associations in their dependence on the distribution of repetitions]. Zeitschrift fur
Psychologie und Physiologie der Sinnesorgane, 16, 436-472.

Karpicke, J. D., Butler, A. C., & Roediger, H. L. (2009). Metacognitive strategies in student learning: Do
students practice retrieval when they study on their own? Memory, 17, 471-479.

Koriat, A. (2008). Easy comes, easy goes? The link between learning and remembering and its exploitation in
metacognition. Memory & Cognition, 36, 416—428.

Kornell, N., & Bjork, R. A. (2008). Learning concepts and categories: Is spacing the “enemy of induction”?
Psychological Science, 19, 585-592.

Kornell, N., & Son, L. K. (2009). Learners' choices and beliefs about self-testing. Memory, 17, 493-501.

Kraft, R. N., & Jenkins, J. J. (1981). The lag effect with aurally presented passages. Bulletin of the
Psychonomic Society, 17, 132—134.

Lakshmanan, A., Lindsey, C. D., & Krishnan, H. S. (2010). Practice makes perfect? When does massed
learning improve product usage proficiency? The Journal of Consumer Research, 37, 599-613.

Landauer, T. K., & Bjork, R. A. (1978). Optimum rehearsal patterns and name learning. In M. M. Gruneberg,
P. E. Morris, & R. N. Sykes (Eds.), Practical aspects of memory (pp. 625-632). London: Academic.

Lashley, K. S. (1915). The acquisition of skill in archery. Papers from the Department of Marine Biology of
the Carnegie Institution of Washington, 7, 105-128.

Le Blanc, K. & Simon, D. A. (2008). Mixed practice enhances retention and JOL accuracy for mathematical
skills. Poster presented at the 2008 annual meeting of the Psychonomic Society, Chicago, IL.

Lee, T. D., & Genovese, E. D. (1988). Distribution of practice in motor skill acquisition: Learning and
performance effects reconsidered. Research Quarterly for Exercise and Sport, 59, 277-287.

Lee, T. D., & Magill, R. A. (1983). The locus of contextual interference in motor-skill acquisition. Journal of
Experimental Psychology: Learning, Memory, and Cognition, 9, 730-746.

Lee, T. D., & Simon, D. A. (2004). Contextual interference. In A. M. Williams & N. J. Hodges (Eds.), Ski/l
acquisition in sport: Research, theory and practice (pp. 29-44). London: Routledge.

Lee, T. D., & Wishart, L. R. (2005). Motor learning conundrums (and possible solutions). Quest, 57, 67-78.

Magill, R. A., & Hall, K. G. (1990). A review of the contextual interference effect in motor skill acquisition.
Human Movement Science, 9, 241-289.

McCabe, J. (2011). Metacognitive awareness of learning strategies in undergraduates. Memory & Cognition,
39, 462-476.

Melton, A. W. (1970). The situation with respect to the spacing of repetitions and memory. Journal of Verbal
Learning and Verbal Behavior, 9, 596—606.

Metcalfe, J., Kornell, N., & Son, L. K. (2007). A cognitive-science based programme to enhance
study efficacy in a high and low risk setting. European Journal of Cognitive Psychology, 19,
743-768.

Moss, V. D. (1996). The efficacy of masses versus distributed practice as a function of desired learning
outcomes and grade level of the student. Dissertation Abstracts International, 56, 5204.

@ Springer



Educ Psychol Rev

Murphy, H. H. (1916). Distributions of practice periods in learning. Journal of Educational Psychology, 7,
150-162.

Newell, K. M., Antoniou, A., & Carlton, L. G. (1988). Massed and distributed practice effects: Phenomena in
search of a theory? Research Quarterly for Exercise and Sport, 59, 308-313.

Pashler, H., Rohrer, D., Cepeda, N., & Carpenter, S. (2007). Enhancing learning and retarding forgetting:
Choices and consequences. Psychonomic Bulletin & Review, 14, 187-193.

Pavlik, P. I., & Anderson, J. R. (2003). An ACT-R model of the spacing effect. In F. Detje, D. Dorner, & H.
Schaub (Eds.), Proceedings of the Fifth International Conference of Cognitive Modeling (pp. 177-182).
Bamberg: Universitats-Verlag Bamberg.

Perkins, N. L. (1914). The value of distributed repetitions in rote learning. British Journal of Psychology, 7,253-261.

Perruchet, P. (1989). The effect of spaced practice on explicit and implicit memory. British Journal of
Psychology, 80, 113-130.

Peterson, L. R., Hillner, K., & Saltzman, D. (1962). Time between pairings and short-term retention. Journal
of Experimental Psychology, 64, 550-551.

Peterson, L. R., Wampler, R., Kirkpatrick, M., & Saltzman, D. (1963). Effect of spacing presentations on
retention of a paired associate over short intervals. Journal of Experimental Psychology, 66, 206-209.

Pirolli, P., & Anderson, J. R. (1985). The role of practice in fact retrieval. Journal of Experimental
Psychology: Learning, Memory, and Cognition, 11, 136—153.

Pyc, M. A., & Dunlosky, J. (2010). Toward an understanding of students' allocation of study time: When do
they decide to mass or space their practice? Memory & Cognition, 38, 431-440.

Pyle, W. H. (1915). Concentrated versus distributed practice. Journal of Educational Psychology, 5, 247-258.

Raaijmakers, J. G. W. (2003). Spacing and repetition effects in human memory: Application of the SAM
model. Cognitive Science, 27, 431-452.

Rawson, K. A., & Kintsch, W. (2005). Rereading effects depend on time of test. Journal of Educational
Psychology, 97, 70-80.

Rea, C. P, & Modigliani, V. (1987). The spacing effect in 4- to 9-year-old children. Memory & Cognition, 15,
436-443.

Reynolds, J. H., & Glaser, R. (1964). Effects of repetition and spaced review upon retention of a complex
learning task. Journal of Educational Psychology, 55,297-308.

Robinson, E. S. (1921). The relative efficiencies of distributed and concentrated study in memorizing. Journal
of Experimental Psychology, 4, 327-343.

Roediger, H. L., & Challis, B. H. (1992). Effects of exact repetition and conceptual repetition on free recall
and primed word fragment completion. Journal of Experimental Psychology: Learning, Memory, and
Cognition, 18, 3—14.

Roediger, H. L., Agarwal, P. K., Kang, S. H. K., & Marsh, E. J. (2010). Benefits of testing memory: Best
practices and boundary conditions. In G. M. Davies & D. B. Wright (Eds.), New frontiers in applied
memory (pp. 13-49). Brighton: Psychology.

Rohrer, D. (2009). The effects of spacing and mixing practice problems. Journal for Research in Mathematics
Education, 40, 4-17.

Rohrer, D., & Pashler, H. (2010). Recent research on human learning challenges conventional instructional
strategies. Educational Researcher, 39, 406—412.

Rohrer, D., & Taylor, K. (2006). The effects of overlearning and distributed practice on the retention of
mathematics knowledge. Applied Cognitive Psychology, 20, 1209-1224.

Rohrer, D., & Taylor, K. (2007). The shuffling of mathematics problems improves learning. Instructional
Science, 35, 481-498.

Rohrer, D., Taylor, K., Pashler, H., Cepeda, N. J., & Wixted, J. T. (2005). The effect of overlearning on long-
term retention. Applied Cognitive Psychology, 19, 361-374.

Ruch, T. C. (1928). Factors influencing the relative economy of massed and distributed practice in learning.
Psychological Review, 35, 19-45.

Saxon, J. (1982). Incremental development: A breakthrough in mathematics. Phi Delta Kappan, 63, 482-484.

Schmidt, R. A., & Bjork, R. A. (1992). New conceptualizations of practice: Common principles in three
paradigms suggest new concepts for training. Psychological Science, 3,207-217.

Schmidt, R. A., & Lee, T. D. (2005). Motor control and learning: A behavioral emphasis (4th ed.). Urbana-
Champaign: Human Kinetics.

Seabrook, R., Brown, G. D. A., & Solity, J. E. (2005). Distributed and massed practice: From laboratory to
classroom. Applied Cognitive Psychology, 19, 107-122.

Shea, J. B., & Morgan, R. L. (1979). Contextual interference effects on the acquisition, retention, and transfer
of a motor skill. Journal of Experimental Psychology: Human Learning and Memory, 5, 179-187.
Shea, C. H., Kohl, R., & Indermill, C. (1990). Contextual interference: Contributions of practice. Acta

Psychologica, 73, 145-157.

@ Springer



Educ Psychol Rev

Simon, D. A., & Bjork, R. A. (2001). Metacognition in motor learning. Journal of Experimental Psychology:
Leaning, Memory, & Cognition, 27, 907-912.

Sisti, H. M., Glass, A. L., & Shors, T. J. (2007). Neurogenesis and the spacing effect: Learning over time
enhances memory and he survival of new neurons. Learning & Memory, 14, 368-375.

Son, L. K. (2004). Metacognitively controlled spacing of study. Journal of Experimental Psychology:
Learning, Memory, and Cognition, 30, 601-604.

Son, L. K. (2005). Metacognitive control: Children's short-term versus long-term study strategies. The Journal
of General Psychology, 132, 347-363.

Son, L. K. (2007). Introduction: A metacognition bridge. European Journal of Cognitive Psychology, 19,
481-493.

Son, L. K. (2010). Metacognitive control and the spacing effect. Journal of Experimental Psychology:
Learning, Memory, and Cognition, 36, 255-262.

Son, L. K., & Kornell, N. (2010). The virtues of ignorance. Behavioral Processes, 83, 207-212.

Spreng, M., Rossier, J., & Shenk, F. (2002). Spaced training facilitates long-term retention of place navigation
in adult but not in adolescent rats. Behavioral Brain Research, 128, 103—108.

Stigler, J. W., Lee, S., Lucker, W. G., & Stevenson, H. W. (1982). Curriculum and achievement in
mathematics: A study of elementary school children in Japan, Taiwan, and the United States. Journal
of Educational Psychology, 74, 315-322.

Stoeger, H., & Ziegler, A. (2005). Evaluation of an elementary classroom self-regulated learning program for
gifted mathematics underachievers. International Education Journal, 6, 261-271.

Taylor, K., & Rohrer, D. (2010). The effects of interleaving practice. Applied Cognitive Psychology, 24, 837—
848.

Toppino, T. C. (1991). The spacing effect in young children's free recall: Support for automatic-process
explanations. Memory & Cognition, 19, 159-167.

Toppino, T. C. (1993). The spacing effect in preschool children's free recall of pictures and words. Bulletin of
the Psychonomic Society, 31, 27-30.

Toppino, T. C., & Cohen, M. S. (2010). Metacognitive control and spaced practice: Clarifying what people do
and why. Journal of Experimental Psychology: Learning, Memory, and Cognition, 36, 1480-1492.
Toppino, T. C., & DeMesquita, M. (1984). Effects of spacing repetitions on children's memory. Journal of

Experimental Child Psychology, 37, 27-30.

Toppino, T. C., & DiGeorge, W. (1984). The spacing effect in free recall emerges with development. Memory
& Cognition, 12, 118-122.

Toppino, T. C., Kasserman, J. E., & Mracek, W. A. (1991). The effect of spacing repetitions on the recognition
memory of young children and adults. Journal of Experimental Child Psychology, 51, 123-138.

Toppino, T. C., Cohen, M. S., Davis, M., & Moors, A. (2009a). Metacognitive control over the distribution of
practice: When is spacing preferred? Journal of Experimental Psychology: Learning, Memory, and
Cognition, 35, 1352—1358.

Toppino, T. C., Fearnow-Kenney, M. D., Kiepert, M. H., & Teremula, A. C. (2009b). The spacing effect in
intentional and incidental free recall by children and adults: Limits on the automaticity hypothesis.
Memory & Cognition, 37, 316-325.

Underwood, B. J. (1970). A breakdown of the total-time law in free-recall learning. Journal of Verbal
Learning and Verbal Behavior, 9, 573-580.

Vander Linde, E., Morrongiello, B. A., & Rovee-Collier, C. (1985). Determinants of retention in 8-week old
infants. Developmental Psychology, 21, 601-613.

Vash, C. L. (1989). The spacing effect: A case study in the failure to apply the results of psychological
research. American Psychologist, 44, 1547.

Vlach, H. A., & Sandhofer, C. M. (2012). Distributing learning over time: The spacing effect in children’s
acquisition and generalization of science concepts. Child Development, 83, 1137-1144.

Vlach, H. A., Sandhofer, C. M., & Kornell, N. (2008). The spacing effect in children's memory and category
induction. Cognition, 109, 163—167.

Whitten, W. B., & Bjork, R. A. (1977). Learning from tests: Effects of spacing. Journal of Verbal Learning
and Verbal Behavior, 16, 465-478.

Wilson, W. P. (1976). Developmental changes in the lag effect: An encoding hypothesis for repeated word
recall. Psychological Review, 111, 864-879.

Woodworth, R. S., & Schlosberg, H. (1954). Experimental psychology. New York: Holt, Rinehart & Winston.

Zechmeister, E. B., & Shaughnessy, J. J. (1980). When you know that you know and when you think that you
know but you don't. Bulletin of the Psychonomic Society, 15, 41-44.

Zimmerman, B. J. (2000). Becoming a self-regulated learner: An overview. Theory into Practice, 41, 64-70.

@ Springer



	Distributed Learning: Data, Metacognition, and Educational Implications
	Abstract
	The Spacing Effect: Data and Mechanism
	Analogy to Action: Data and Mechanism
	The Spacing Effect: Development, Applicability, and Universality
	Metacognition and the Spacing Effect
	Implications for Education
	Conclusion
	References


