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Self-esteem is one of the most studied constructs in psychology. It has been measured
with a variety of methods and instruments. Although Rosenberg's (1965) self-report
scale is one of the most widely used, empirical evidence on factor validity of this scale
is somewhat contradictory, with either 1 or 2 factors. The results of this study suggest
the existence of a global self-esteem factor underlying responses to the scale, al-
though the inclusion of method effects is needed to achieve a good model fit.

S slf-esteem is one of the most studied constructs in psychology. It has been mea-

sured with a variety of methods and instruments (Romero, Luengo, & Otero-L6pez,

1094). Of those, Rosenberg's (1965) scale is the most widely used self-report in-

strument for assessing global self-esteem (Marsh, 1996). The scale is thought to

measure the self-acceptance aspect of self-esteem (Crandall, 1973). Rosenberg's

scale—a 4-point scale ranging from 1 {strongly disagree) to 4 {strongly

agree)—was originally developed as a Guttman scale scored dichotomously

(Fleming & Courtney, 1984; Rosenberg, 1965). However, most studies employ the

scale as a Likert-type instrument. It consists of 10 items, 5 of them positively

worded and 5 negatively worded. A positively worded item is, for example, "I feel

good about myself; a negatively worded item is, for example, "I certainly feel use-

less at times." Rosenberg developed this scale to measure a global self-esteem fac-

tor. However, empirical evidence is somewhat contradictory. Several studies de-

fend the original one-factor structure, whereas others support a two-factor structure

(positive and negative self-esteem). These contradictory results have been ex-
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METHOD EFFECTS ON ROSENBERG'S SCALE 8 5

plained in terms of response bias (response set, response effects, method effects)

commonly present in rating scales containing positively and negatively worded

items. When positively and negatively worded items are present in a self-report

scale, factor analyses of responses frequently reveal different factors reflecting

positive and negative items (Bachman & O'Malley, 1986; Bagozzi & Heatherton,

1994; Carmines & Zeller, 1979; Marsh, 1992). If this is the case with Rosenberg's

scale, it must be decided whether the two factors are substantively meaningful

rather than a method artifact.

Carmines and Zeller (1979) used exploratory factor analysis and criterion va-

lidity coefficients to study the dimensionality of the original 10-item scale. A

principal-axis extraction indicated that there were two substantial empirical fac-

tors underlying the responses to the 10 items. They labeled Factor I as positive

self-esteem, grouping items positively worded, and Factor II as negative

self-esteem, grouping items negatively worded. When they factor analyzed the

two sets of items separately, only one substantial factor emerged for each set of

items. Regardless of these results, they considered an alternative interpretation:

the possibility that the two-factor solution was a method artifact. To test this sec-

ond interpretation, they argued that, if positive and negative self-esteem factors

measured substantively different dimensions, they should relate differentially to

some external variables (criteria). These two factors were correlated with 16 dif-

ferent criteria, but the difference in correlation was never statistically significant

(p > 0.25). According to the results, Carmines and Zeller concluded that "the

more appropriate interpretation is that the bifactorial structure of the items is a

function of a single theoretical dimension of self-esteem that is contaminated by

a method artifact, response set" (p. 69). This response set may have something

to do with the participant's verbal ability (Kaufman, Rasinski, Lee, & West,

1991; Marsh, 1986).

Bachman and O'Malley (1977), using Cobb, Brooks, Kasl, and Connely's

(1966) 6-item revision of the Rosenberg's scale, found empirical evidence for a

one-factor solution to the responses of the scale, with factor loadings ranging from

0.38 to 0.69. Bachman and O'Malley (1986) found a good model fit of a confirma-

tory factor analysis (CFA) of the responses to the Rosenberg's scale only by fitting

covariances among the residuals associated with the positively worded items and

among residuals associated with the negatively worded items. This solution sup-

ports the presence of method effects in the scale.

Alvaro (1988) used principal component analysis with varimax rotation to

study the structure of Rosenberg's scale in a Spanish sample. He used a Spanish

translation of an eight-item version of the Rosenberg scale, developed by Warr and

Jackson (1983). The sample consisted of employed and unemployed workers.

Two components were retained, accounting for 56.8% of the variance together.

The first component was defined by negatively worded items, whereas positively

worded items defined the second component.

D
o
w

n
lo

ad
ed

 b
y
 [

U
n
iv

er
si

ty
 o

f 
C

o
n
n
ec

ti
cu

t]
 a

t 
1
0
:3

1
 2

1
 A

p
ri

l 
2
0
1
3
 



8 6 TOMAS AND OLIVER

Kaufman et al. (1991) analyzed the responses to a revised version of the

Rosenberg scale with three negatively worded items. On the basis of exploratory

results, they proposed a different two-factor solution for responses to Rosenberg's

items. The first factor was labeled general evaluations of oneself and the second

factor was labeled transient self-evaluations. A CFA was then used to compare a

one-factor and this two-factor solution. Their two-factor solution fit consistently

better than the one-factor solution, but they concluded that neither was fully satis-

factory.

Salgado and Iglesias (1995) used the Spanish translation of the original

10-item scale. They used CFA to compare the ability of four different measure-

ment models to fit Rosenberg's scale data. Model 1 hypothesized that responses

to the scale could be explained by a single self-esteem factor. Model 2 hypothe-

sized a two-factor structure, a global factor of self-esteem explaining every item

plus a method factor, response set, according to Carmines and Zeller's (1979)

conclusions. Model 3 proposed a two-factor solution with positive and negative

factors. Finally, Model 4 hypothesized that responses to the scale can be ex-

plained by two first-order factors (positive and negative self-esteem) and a sec-

ond-order factor (global self-esteem). Several goodness-of-fit indexes were used

to test these models. Model 3, positive and negative self-esteem, fit consistently

better. However, most differences across indexes among Models 2, 3, and 4

were minimum. As an example, the comparative fit indexes (CFIs) were 0.93,

0.94, and 0.92, respectively; and the expected values of the cross-validation in-

djxes were 0.88, 0.83, and 0.89, respectively. In addition, Model 2 only posited

one method factor (it was not specified if this method factor was the one deter-

mining the negatively or positively worded items). There was no model with a

global self-esteem factor and two method factors.

Marsh (1996) analyzed a seven-item scale with four positively worded items

and three negatively worded items. These items were the self-esteem indicators of

ths Rosenberg scale, included in the data of the National Education Longitudinal

Study of 1988. A set of CFA models was considered by Marsh (1996) to evaluate

aliernative interpretations of factor structure of Rosenberg's items. These models

included: Model 1, single factor model; Model 2, two-factor model based on the

transient and general evaluation items proposed by Kaufman et al. (1991); Model

3, positive and negative factors; Model 4, single self-esteem factor including cor-

related uniquenesses among negatively worded items; Model 5, single self-esteem

factor including correlated uniquenesses among positively worded items; and

Model 6, global self-esteem factor with correlated uniquenesses among negatively

worded items and a pair of positively worded items. In Model 6, only one pair of

coirelated uniqueness between positively worded items was included to avoid

identification problems (Marsh, 1996). Models 4, 5, and 6 were an application of

the correlated uniqueness model to the analysis of multitrait-multimethod

(MTMM) matrices in order to test for method effects or response bias (Marsh &
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METHOD EFFECTS ON ROSENBERG'S SCALE 8 7

Grayson, 1995; Wothke, 1996). The best-fitting model was Model 6. Marsh con-

cluded that the results supported the existence of a global self-esteem factor under-

lying responses to Rosenberg's items, as well as the existence of method effects

specially associated -vith negatively worded items.

The aforementior ;d review shows an ambiguous situation with competing

models finding some empirical support. Unfortunately, some studies used

Rosenberg's original 10-item scale, whereas others used some items from this

scale (or revised scales).

This research builds on these studies, but it extends them in different ways.

Some of these studies employed "exploratory factor analyses that are inherently

weak in terms of distinguishing between competing factor structures" (Marsh,

1996, p. 811). CFA is an adequate statistical tool in this context. As a second

contribution, this investigation analyzes the original 10-item scale, whereas most

of the reviewed s ^ i e s employed modifications of the scale and/or selected

items. From a methodological point of view, the advantage of using the original

scale is a higher ratio of indicators to factors. The ratio of observed variables to

latent variables may be crucial in order to identify and estimate the CFA of

MTMM data. From a substantive point of view, the construct validation of the

scale requires, if possible, the complete scale rather than parts (or revisions) of

it. An important contribution of this article is the fact that it focuses on studying

a Spanish version of the scale. Method effects on Rosenberg's scale have to do

with item wording, and therefore with linguistic issues. There is no need for re-

sults with the English version of the scale to generalize to other languages. In

applied research with the Spanish version of the questionnaire, it is important to

know if method effects are present in the scale and to what extent. There is only

one article that employed CFA to analyze method effects on the Spanish version

of the Rosenberg scale (Salgado & Iglesias, 1995). This study presented several

shortcomings. First, the tested models did not consider any model positing both

method effects; thus, conclusions about method effects were not comparable to

other studies and so correlation among methods could not be tested. In other

words, the proper and complete sequence of models was not used. Second, dif-

ferences in fit among models were minimum and even contradictory. Third, the

CFA employed to test for method effects was a modification of the correlated

trait-correlated methods (CTCM) approach, which has several disadvantages.

Other approaches were not employed (see the Method section for an explanation

of CFA of MTMM data), and so the presence of potential multidimensional

method effects was not tested. In sum, the purpose of this study is twofold: (a) to

study the structure of Rosenberg's self-esteem scale in Spanish, and in particular

to verify the presence of method effects; and (b) to compare MTMM approaches

to the analysis of the questionnaire, assessing specifically the CFA approach

with correlated traits and correlated methods and the correlated uniqueness

model.
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8 8 TOMAS AND OLIVER

METHOD

Data

The sample consisted of 640 high school students. Schools in the city of Valencia,

Spain, were randomly sampled. In those schools that agreed to participate in the

study, classrooms were randomly sampled. The mean age was 15.8. There was ap-

proximately the same number of male students (55.47%) as female students

(44.53%). The survey was administered in classroom settings during a period with-

out examinations. The data-gathering instrument consisted of a four-page booklet.

The survey included sociodemographic variables, anxiety scales, Rosenberg's

self-esteem scale, and other self-esteem questionnaires.

Rosenberg's scale was the translation into Spanish of the original 10-item scale

(Rosenberg, 1965). It included five positively worded items (P) and five nega-

tively worded items (N), with the sequence P-P-N-P-N-P-P-N-N-N. Data on

the Rosenberg's scale were collected using a 4-point Likert scale response format.

The common practice of reversing the negative items was done before the CFAs

were run.

Statistical Analysis

CFA was employed in this study. The CFA was conducted using EQS 5.1

(Bentler & Wu, 1995). CFA is a well-known methodology (Bollen, 1989;

Hayduk, 1987; Hoyle, 1995; Loehlin, 1987). Briefly, in CFA the researcher pos-

tulates a model (a particular linkage between observed variables and their under-

lying factors) and then tests this model statistically. The standard method of

estimation is maximum likelihood, and it is the one used in this study. Maximum

likelihood is based on the assumption that variables are multivariate normal dis-

tributed. However, there is growing evidence that it performs well under a vari-

ety of nonoptimal conditions, such as excessive kurtosis and so on (Hoyle &

Panter, 1995). Mardia's coefficient of multivariate kurtosis for this data set was

24.24 (normalized estimate of 19.49), and so the data were not multivariate nor-

mal. An arbitrary distribution-free method was also applied to each model, but

estimates and overall fit were very close to those of maximum likelihood and are

not presented here.

A critical issue in any CFA is the assessment of model fit. Central to this assess-

ment are the values of several goodness-of-fit indexes obtained from a specified

model. The most common of these indexes is the chi-square test. If the model was

specified correctly and the distributional assumptions for the data were satisfied,

analysts could use a test statistic with an asymptotic chi-square distribution to test

the null hypothesis that the specified model leads to a reproduction of the popula-
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METHOD EFFECTS ON ROSENBERG'S SCALE 8 9

tion covariance matrix of the observed variables. A significant test statistic would

cast doubt on the model specification (Bollen & Long, 1993). However, several

problems arise with the use of the chi-square test, in particular that it is based on re-

strictive assumptions, depends on sample size, and that a model is an approxima-

tion of reality rather than an exact representation of the observed data (Bender &

Bonett, 1980; Cudeck & Browne, 1983; Joreskog, 1969). To overcome these prob-

lems, a number of subjective fit indexes have been proposed and are commonly

used. There is a broad consensus that no single measure of model overall fit should

be relied on exclusively; therefore researchers are advised to use a variety of in-

dexes from different families of measures (Marsh, Balla, & Hau, 1996; Marsh,

Balla, & McDonald, 1988; Tanaka, 1993). From among the absolute fit indexes,

the chi-square statistic, root mean-square residual (RMR), and the goodness-of-fit

index (GH) are reported. RMR is a summary statistic for the residuals, proposed

by Joreskog and Sorbom (1986); so the lower the value of the index, the better the

model. Although the GFI is moderately related to sample size, it indexes the rela-

tive amount of the observed variances and covariances accounted for by a model,

and it performs better than any other absolute index (Hoyle & Panter, 1995; Marsh

et al., 1988). From among the incremental fit indexes, the Tucker-Lewis index

(TLI) and CFI are reported. The TLI is a Type-2 incremental fit index that com-

pares the lack of fit of the target model to the lack of fit of the independence model.

The CFI is a Type-3 incremental fit index that indexes the relative reduction in lack

of fit, as estimated by the noncentral chi-square of a target model versus a baseline

model (see Hu & Bentler, 1995, for a classification of indexes). The TLI and CFI

(the normed version of the RNI) differ primarily in that the TLI incorporates a cor-

rection for model complexity such that it rewards less complex models (Marsh,

1996). A value of 0.9 of these indexes has been proposed as a minimum for model

acceptance (Bentler & Bonett, 1980). Following Hoyle and Panter's (1995) rec-

ommendations, no Type-1 index was considered.

There are several multivariate statistical models for analyzing method effects

in MTMM data. CFA appears to be the most popular approach (Millsap, 1995;

Schmitt & Stults, 1986; Wothke, 1996). Among the CFA models employed to

analyze MTMM matrices, the CFA with correlated traits and correlated methods

(CFA-CTCM, also known as general CFA model or block-diagonal model) is

the most widely used. It hypothesizes that the total variation in observed vari-

ables can be written as a linear combination of trait, method, and error effects

(Joreskog, 1974). The CFA-CTCM model provides: (a) an explanation of

MTMM matrices in terms of underlying factors, rather than observed variables;

(b) evaluation of the convergent and discriminant validity at the matrix as well

as at the parameter level; (c) the testing of hypotheses related to convergent and

discriminant validity; (d) separate estimates of variance due to traits, methods,

and uniqueness; and (e) estimated (disattenuated) correlations for both methods

and trait factors (Byrne & Goffin, 1993). However, a major shortcoming of the
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9 0 TOMAS AND OLIVER

CFA-CTCM model is the frequent occurrence of ill-defined solutions, espe-

cially out-of-range values and convergence problems (Marsh, 1989; Marsh &

Bailey, 1991; Marsh & Hocevar, 1988; Wothke, 1984). Another shortcoming is

that the partitioning of variance into trait and method components may not, in

general, yield trait-free and method-free interpretation (Bagozzi, 1993; Kumar &

Dillon, 1992). Finally, it does not allow multidimensional method effects

(Marsh & Grayson, 1995). Of those, it seems that the more general disadvantage

is the high frequency of ill-defined solutions. Nevertheless, this does not have to

be the case. Several authors have reported applications of the CFA-CTCM

model that yield admissible estimates (Bagozzi, 1993; Bollen, 1989; Byrne &

Goffin, 1993). However, Brannick and Spector (1990) suggested that research-

ers who use the CFA-CTCM model should assess the identification of their

models, should be wary of computational problems and out-of-range parameters,

and should avoid interpreting estimates when these problems occur. That was

not the case of the CFA-CTCM models presented in this study, probably due to

the high ratio of observed variables to factors (Brannick & Spector, 1990; Gra-

ham & Collins, 1991; Marsh, 1993; Marsh & Hocevar, 1988).

As a remedy for overfitting, ill-defined solutions, and the shortcomings of the

CFA-CTCM model, a new approach to CFAs of MTMM data has been proposed

(Marsh, 1988,1989): the correlated-uniqueness model (CFA-CTCU). This model

has three basic advantages (Bagozzi, 1993; Byrne & Goffin, 1993): (a) It seldom

produces ill-defined solutions, (b) methods are not assumed to be unidimensional,

and (c) the confounding of method variance with trait variance is avoided (when

this is due to common trait variations across methods and traits are highly corre-

lated). It also has some disadvantages (Bagozzi, 1993; Kenny & Kashy, 1992): (a)

The interpretation of correlated uniqueness as method effects is not always clear

and (b) it assumes that methods are uncorrelated. In this study, based on Marsh and

Grayson's (1995) recommendation, both CTCM and CTCU models were pro-

posed. This recommendation, applied to the present dataset, translates into the nine

models presented in Figure 1.

Models

Nine a priori models were evaluated in this study (Figure 1). Model 1 presumed one

global self-esteem factor. Model 2 posited two oblique factors, as in Carmines and

Zeller (1979) or Salgado and Iglesias (1995). Model 3 also posited two factors, gen-

eral evaluation and transient evaluation, as in Kaufman et al. (1991). Models 4

through 9 are models that posited a global self-esteem latent variable underlying re-

sponses to the items plus different method effects. Model 4 posited correlated

uniquenesses among residual variances of the negatively worded items, whereas

Model 5 posited correlated uniquenesses among residual variances of the posi-

tively worded items. Model 6 was a correlated uniqueness model in which method
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N5 PI P2 P3 P4 P5 Nl N2 N3 N4 NS

N5 PI P2 P3 P4 P5 Nl N2 N3 N4 N5

Model 7 Models

Model 9

FIGURE 1 Tested models. P = positively worded items; N = negatively worded items; SE =

global self-esteem; POS=positive self-esteem; NEG=negative self-esteem; GEVAL=general

evaluation; TRANS = transient evaluation. For sake of clarity, uniqueness is not shown.
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9 2 TOMAS AND OLIVER

effects were inferred from correlated uniquenesses among positively and among

negatively worded items. This model resulted in an improper solution, probably be-

cause this model is not identified in a global sense, with residual variance of Posi-

tive Item 4 (P4) as a Heywood case. Therefore, one of the correlated uniqueness of

this item with Positive Item 2 (P2) was fixed to zero. This particular correlation

among residuals was not statistically significant (p > 0.1), and was close to zero in

Model 5. After that, a proper solution was obtained, and is the one reported in Table

1 as Model 6. Models 4, 5, and 6, or slight modifications of them, were tested by

Marsh (1996). Model 7 presumed a trait factor of self-esteem underlying each item

plus a method factor underlying negatively worded items. Model 8 posited a trait

factor of self-esteem and a method factor underlying positively worded items.

Finally, in Model 9 each observed variable was explained by a trait factor

(self-esteem) and a method factor (depending on the item wording).

RESULTS

Overall fit results are shown in Table 1. The findings showed poor overall fit for

both Model 1 (one global self-esteem factor) and Model 2 (positive and negative

self-esteem). Moreover, the correlation between positive and negative self-esteem

factors was 0.727 (SE=0.01, correlation confidence interval limits: 0.704-0.746),

indicating a pretty high amount of shared variance (a common underlying factor?).

All the models that posited method effects, Models 4 through 9, fit consistently

better than Model 1. However, models positing method effects only among the

positively worded items (Models 5 and 8) did not fit clearly better than Model 2.

TLI, which incorporates a correction for model parsimony, evaluated these models

a:; worse than Models 2 and 3 because of their complexity. In fact, Model 3 did

TABLE 1

Goodness-of-Fit Indexes for Models of Self-Esteem

Model 1

Model 2

Model 3

Model 4

Model 5

Model 6

Mcdel 7

Model 8

Model 9

df

35

34

34

25

25

16

30

30

24

X
2

352.80

235.25

136.19

87.09

188.22

45.98

94.37

225.54

55.52

XW

10.08

6.91

4.01

3.48

7.53

2.87

3.14

7.51

2.31

RMR

.040

.036

.030

.019

.033

.015

.020

.034

.017

GFI

.880

.923

.955

.971

.940

.986

.968

.927

.983

TU

.779

.856

.927

.939

.841

.954

.948

.841

.968

CFI

.828

.891

.945

.966

.912

.984

.965

.894

.983

Note: Chi-square tests statistically significant (p < 0.001); df= degrees of freedom; %2 = chi-square

test; RMR = root mean-square residual; GFI = LISREL goodness-of-fit index; TLI = Tucker-Lewis

index; CFI = comparative fit index.
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METHOD EFFECTS ON ROSENBERG'S SCALE 9 3

better than Models 5 and 8, supporting the idea that positive method effects are not

enough to adequately represent the data.

It was when method effects among negatively worded items were considered

that overall fit could be considered as adequate (consistent with findings by Marsh,

1996). Models 4 and 7, which posited method effects only among negatively

worded items, fit the data better than models without method effects (Models 1,2,

and 3). However, models including method effects among both positively and neg-

atively worded items (Models 6 and 9) were the best-fitting models; the overall fit

indexes showed an excellent fit to data. It seems that positive as well as negative

method effects are needed to achieve the best model fit. However, the fit of Models

4 and 7 (method effects only among negatively worded items) was also good, and

much better than that of Models 5 and 8 (method effects only among positively

worded items).

Both the CTCU model (Model 6) and CTCM model (Model 9) showed an excel-

lent and nearly equal (in practical terms) fit to the data. A conjoint examination of

both models' parameter estimates provided a much clearer idea of the nature and im-

portance of method effects. In Model 6 (CTCU), several correlated uniquenesses

were not statistically significant (p > .05). Specifically, 8 (of 9) correlated

uniquenesses among positively worded items were not statistically significant,

whereas only 2 (of 10) correlated uniquenesses among negatively worded items

were not statistically significant (p > .05). Among them, all the correlated

uniquenesses of P4 with the other positive items were found as statistically

nonsignificant, and the nonsignificant correlated uniqueness among negatively

worded items always implicated Negative Item 1 (Nl). According to these results, it

can be inferred that Nl and P4 did not present a significant method effect. The

CTCM model (Model 9) is able to answer the question about the independence

among methods and among traits. In this particular model, the correlation between

method factors was not statistically significant (<j>i2 = -0.146; SE = 0.\02;p> .05).

With respect to method loadings, all of them were statistically significant (p < .05)

exceptfortheloadingofP4(A.=0.107;.SE=0.054;p>.05)and Reloading ofNl(X=

-0.083; SE = 0.031; p > .05). These two items were also considered unaffected by

method effects, taking into account the results from the CTCU model.

An important result to underline is the fit of Model 3 (proposed by Kaufman et al.,

1991). This was the best-fitting model among the three models that only posited trait

factors and no method effect (Models 1,2, and 3). This result is consistent with find-

ings by Marsh (1996), who found a CFI and a TLI of 0.979 and 0.966, respectively,

indicative of acceptable model fit if considered in isolation. In our study, CFI, TLI,

and GFI were over 0.9 for this model, and RMR was low, also indicative of accept-

able fit (see Table 1). The transient self-evaluation factor in Model 3 has two indica-

tors (Items N4 and N5), which are the same as Items NEG1 and NEG2 in Marsh's

study. These two items have in common not only the psychological content pro-

posed by Kaufman et al. (1991), but the negative item wording. Thus, the covariation
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of these items may be due to substantive psychological aspects or to strong method

effect. The factor loadings on the negative method factor in Model 9 should help to

discern between both possibilities. As expected, Items N4 and N5 are those with the

highest loadings in the negative method factor (XN4=-0.664 and Xss=-0.682), com-

paring with the other negatively worded items (Kn\=-0.083, X,m=-0.165, and %H3=

-0.273). They also have the pair of uniquenesses in Model 6 with the highest correla-

tion. Under these circumstances it is normal that Model 3 obtained a better fit than

Models 1 and 2, although it probably confounds pure method effects with psycho-

logical contents of substantive interest.

CONCLUSIONS AND IMPLICATIONS

The results of this study suggest the existence of a single factor (global self-esteem)

underlying responses to Rosenberg's scale. However, the inclusion of method ef-

fects is needed to achieve a good model fit. Method effects are associated with item

wording, especially for negatively worded items. These results support findings by

Marsh (1996). These results also highlight the need to explicitly study method ef-

fects in self-concept scales (and maybe other personality scales). Several of the re-

viewed studies did not test for method effects, and found empirical support for a

two-factor structure of self-esteem. This result can be quite usual in the absence of

method factors. In fact, Model 3 in our results is the best fitting model among the

ones not including method factors. In other words, if method factors are not mod-

eled in factorial validity studies in which positively and negatively worded items

are present, the underlying structure of the responses to the scales can be obscured

by method bias.

CFA of MTMM matrices has proved extremely useful when testing for re-

sponse bias. Both CTCM and CTCU procedures were used in this study. Several

paints about the CTCM and CTCU models are worth noting. Although addressed

to the same type of data (MTMM data) and the same type of research questions

(method effects), they rely on different rationale and parameterizations. The

CTCU model was mainly presented to overcome CTCM model shortcomings.

However, both models are different, and they cannot be used interchangeably. The

CTCM model addresses unidimensional method effects, whereas the CTCU

model can handle both unidimensional and multidimensional method effects.

When multidimensional method effects are present, the CTCU should be the

method of choice. On the other hand, the CTCU is not adequate when method fac-

tors are correlated to some degree, whereas the CTCM model can handle method

factor correlations. When method factors are oblique the, CTCM model should be

the method of choice.

Unfortunately, there is no way to know if multidimensional method effects

ami/or correlations among method factors are present in the data before applying

analytical tools to them. Therefore, an a priori election between the CTCM and
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CTCU is not justified, unless other analytical tools are applied to the same sample

or prior knowledge about the problem is available (i.e., it is a replication study). In

other words, if the CTCM model was not estimated, how does one know that

method factors were uncorrelated? Or, alternatively, if the CTCU model was not

estimated, how does one know that the method effects were unidimensional? It is

precisely in the comparison of the CTCM model and CTCU model where one can

reinforce their conclusions.

In this study, both CFA approaches (Models 6 and 9) achieved similar results,

and there was no significant correlation between the method factors. Comparing

both models, it can be concluded that method factors were orthogonal and

unidimensional (particular circumstances in which both models would theoreti-

cally perform well). In such circumstances there is probably no need to decide be-

tween them. In applied settings there is usually previous research that provides

guidelines about statistical modeling. For instance, Marsh's (1996) results may

help to discern the relative merits of the CTCM and CTCU models for our data.

However, Marsh's study used an English version of the Rosenberg scale, whereas

our study used a Spanish adaptation; Marsh's study employed a 7-item version of

the scale, with 3 negatively worded items, whereas our study analyzed the re-

sponses to the original 10-item scale, with 5 negatively worded items; and finally,

Marsh only applied the CTCU model, and so information about correlation be-

tween method factors was not available. In this context, we decided to apply both

models. We suggest this strategy as a standard procedure, wherever the CTCM and

CTCU models have no estimation or identification problems. The results show

that, if there is no ill-defined solution, the CTCM model can still be useful when

combined with the CTCU approach.

Finally, there are potential directions for further research. First, what needs to

be considered again is whether negative items measure something different that is

substantively important or a mere method effect. To further analyze this question,

it would be useful to relate self-esteem as defined in each of the models here to

other trait measures with positively and negatively worded items. Second, an ef-

fort is needed to study if this wording effect is also present in other social and per-

sonality scales, and if this effect is present across different ages and educational

levels. Third, there is also a need to analyze the wording effect when Rosenberg's

self-esteem scale is related to other variables and/or included into multivariate

models. It is common practice to use an unweighted (or weighted) sum of the items

as the variable representing self-esteem. This variable is then related to criteria or

used in multiple regression, path analysis, and so on. If method effects are present

in the scale, as the evidence suggests, then such a procedure confounds substantive

factors (self-esteem) with wording effects (whenever the other variables had posi-

tively or specially negatively worded items, the relations with Rosenberg's scale

may be biased). These biases may lead to misleading results and interpretations

and are difficult to assess unless method factors were explicitly modeled.
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