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Preface

Foundations of Behavior Genetics follows
our first book, Behavior Genetics, by nearly
twenty years. In 1960 whentheoriginal vol-
ume appeared, we hoped it might have a
catalytic effect on an areaof investigation that
had aroused considerable interest but which
lacked focus. Since that time, a Behavior Ge-
netics Association has been organized,
which, together with the journal, Behavior
Genetics, founded in 1970, provides an op-
portunity for the presentation of research and
for discussion among individuals from many
disciplines. Many colleges and universities
now offer courses in the genetics of behavior.
The literature has burgeoned to the point
where complete coverage in a single volume
is impossible.
The result of our effort to survey the field

in the late 1970s is a book larger than the
first but at the same time moreselective. In
our view the major goal of behavior genetics
is to increase our understandingoftheetiol-
ogy of individual and group differences. We
have devoted more space to the behavioral
effects of normal genetic variation than to the
consequences of inherited neurological de-
fects and chromosomalaberrations. Similarly
we have written more aboutinsects and ver-
tebrates with their complex behavior than
about such invertebrates as Paramecium and
Caenorhabitis, whose behavioral repertoires
are rather simple. In the insects and verte-
brates we have concentrated more on be-

havioral variation of evolutionary significance
than on the exotic neuromotor mutants of
fruit flies and mice. Work in these areas is
important, but it is of greater interest to the
neurobiologist and pathologist than to the
ethologist, evolutionary biologist, and psy-
chologist for whom we are chiefly writing.

This book has four sections. Part I, Se-
lected Genetic Principles, is an introduction
to genetic topics most relevant to the analy-
sis of behavior. The core of the book, a de-
scription of and commenton research find-
ings, is divided into Part II, Experimental
Behavior Genetics, and Part III, Human Be-
havior Genetics. The methods used by work-
ers in these fields are based on commonprin-
ciples, but their details differ enough to re-
quire separate chapters on techniques. Fur-

thermore, the behavioral phenotypes that
are studied in animals and in humans are
seldom directly comparable. There are ex-
ceptions; genes affecting taste aversion for
phenylthiourea are found in mice and peo-
ple. We do not, however, foresee family and
twin studies of verbal fluency and schizo-
phrenia in any species other than our own.
We do not hold that there are no unifying
principles that apply to animals and humans
alike or that the comparative method is
valueless. Thus Parts II and III are largely
arranged in parallel so that an instructor
using this book as a text can, for example,
take up Chapter 9 on animal learning and
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vi Preface

Chapter 14 on human intelligence in se-

quence. The arrangementalsofacilitates the

use of this text in courses that stress either

the experimental or the humanstudies. In

Part IV, Psychology, Biology, and Behavior

Genetics, we provide an overview and at-

tempt to project future trends. In writing

this chapter we found that muchof the newer

research has strengthened the evidence for

concepts that were expressed by such pio-

neers as Dobzhanskyin the 1940s and 1950s

and were summarized by usin 1960.

Though a specialty, behavior genetics is

also an integrative science. Its domain poten-

tially encompassesall aspects of animal and

human behavior relevant to our knowledge of

(1) differences among individuals and groups

and (2) the DNA-guided processes that con-

vert a zygote to a mature adult with species-

specific behavior patterns. Research in both

of these areas identifies coactions and inter-

actions between genes and environments.

The reader will find in this book almost as

much discussion of environmental as of ge-

netic influences on behavioral individuality.

This is consistent with our belief that be-

havior genetics and developmental psychol-

ogy are simply two ways of looking at the

same phenomena. Workers in either field

must be aware of the concepts and findings

of the other.

Weare grateful to the authors and pub-

lishers who granted permission for the repro-

duction of copyrighted material. All such

sources are cited in the text or in the Bibli-

ography. W. R. T. was aided in the prepa-

ration of this book by a Senior Fellowship

from the Canada Council for 1972 to 1973

while on sabbatical leave from Queens Uni-

versity. J. L. F. wrotetwo chapters while on

sabbatical leave from the State University of

New York at Binghamton in 1976.

Joseph M. Horn and JamesR. Wilsoncriti-

cally reviewed our original draft, and many of

their recommendations have been adopted.

Helpful suggestions were received also from

other individuals, particularly Bruce C. Du-

dek and Peter J. Donovick. However, we are

fully responsible for all conclusions and any

errors that may remain.

Weare grateful to Vicky Malcolm and Pa-

tricia Doloway, who typed the major portion

of the manuscript. Elizabeth Bouchard as-

sisted in compiling references and Sarah

Bottger in the development of Chapter 9.

Mary Thompson provided moral support and

assisted in proofreading and checking reter-

ences. Ruth Fuller contributed editorial ad-

vice and aided in bibliographical research,

proofreading, and indexing.

John L. Fuller

William Robert Thompson
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Scope of behavior genetics

Behavior genetics is a science that has
aroused more than its share of controversy.
Some disputation is inevitable in a develop-
ing field of knowledge because scholars in all
honesty interpret the samefacts in different
ways, but in the field of behavior genetics a
more importantsource of conflict arises from
the social and political aspects of the subject.
Pastore (1949) has persuasively argued that
the attitudes of scientists on the issues areaf-
fected by their liberal or conservative social
views. It is not a coincidence that genetics
has been the biological science most pros-
tituted in both Fascist and Communiststates.
Menare different, but man has not always
been open-mindedin seeking for the source
of these differences.

In ourfirst book, Behavior Genetics (1960),
we wrote:

The vigorof the nature-nurture controversy has
declined in America since the 1920’s: thus fewer
scientists can be classified as “hereditarians” or
“environmentalists. ”

Wefurther stated that the extreme views of
that period were now ofhistorical signifi-
cance only. We were mistaken in our view.
In particular the issue of possible racial dif-
ferencesin intelligence is argued with heavy
political overtones. To deal adequately with
this topic would extend this book beyondrea-
sonable limits. Some of the flavor of the de-
bate can be found in Cancro (1971), Ehrman,
Omenn, and Caspari (1972), and Jensen
(1972). Further commentwill be deferred to
Chapters 14 and 18.

NATURE-NURTURE PROBLEM

Perhaps at this time there is no one who
classifies behavior into two categories, innate
and learned. The dichotomy, carried to its

logical conclusion, would define innate be-
havior as that which appears in the absence of
environment, and learned behavior as that
which requires no organism. Verplanck
(1955) has exposed the absurdities ofslightly
less extreme positions. The dichotomyis not
in the kind of behavior studied (the depen-
dent variable), but in the independentvari-
ables that are manipulated or observed. Here
a clear distinction can be made between ge-
netic factors that are transmitted from par-
ents to offspring in the gametes and nonge-
netic factors that are not. This distinction, of
course, limits the genetic contribution to ex-
tremely small packets of molecules in the
nuclei of sperm and ovum.
Three kinds of questions may be raised

with respect to the nature-nurture relation-
ship (Anastasi, 1958a). Whatare the effects of
heredity on behavior? How large are these
effects? What mechanismsare involved? An-
swers to all these questions span thefields of
genetics, physiology, and psychology. The
purpose of this book is to present current
thought onall of them.
The development of any trait always in-

volves genetic and environmental deter-
minants, but the variation between individu-
als is sometimesalmost entirely due to one or
the other type offactors. In common speech
and in many genetic investigations a three-
fold classification of the characteristics of an
organism has been used (Dahlberg, 1953),

I. A trait is called hereditary if most of the
variation within a population is associated
with differences in genetic endowment. As
an example, the agglutinogens of red blood
cells are directly controlled by genes with
which they have a one-to-one relationship.
Evenhere, cattle twins have the same blood
type more frequently than predicted from
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main relatively constant over long periods.
They can often be determined as precisely
in a dead asin

a

live animal. Manyare ascer-
tainable from a sample oftissue or body fluid.

Psychophenesare very different. Behavior
is a sequenceof events, not a physical struc-
ture. Behavior, of course, is organized, but
explaining it in terms of psychological struc-
tures is a recourse to analogy that is not par-
ticularly helpful. An organism’s structure
places limitations on the kind of events in
which it can participate, but it does not com-
pletely determine them. Behavioral events
are joint functions of an organism andits sur-
roundings at a point in time. One cannot
measure the social dominance of a solitary
male mouseor estimate the IQ ofa sleeping
or drunken man.
Given the ephemeral nature of psycho-

phenes, one mayask if a behavior genetics
really exists. Obviously we believe that it
does, or this book would not have been writ-
ten, but we cannot minimize the problemsof
using events rather than structures as pheno-
types. Even a complex somatophene can be
consideredas an orderly aggregation of mole-
cules, which in turn are made up of atoms
and ultimately of subatomic particles. But
one cannot decompose a response to an item
in an IQ test or a bout of fighting between
two male mice into molecules.
How can we deal with this matter? One

way is to take the outcome of a behavioral
test as an ostensible psychophene. Thus we
can carry out a genetic analysis of the number
of fights in paired encounters or the number
of correct items on an IQ test. Frequently,
of course, such measures of performance are
regarded as representative of an inferred
trait. The IQ score measures intelligence;
success in fighting denotes aggressiveness.
Though convenient, this approach has obvi-
ous weaknesses. Transported to a radically
new environment, the “intelligent” person is
contused; the “aggressive” mouse runs from a
cat. But if its limitations are kept in mind, the
trait concept facilitates communication, par-
ticularly when validation of the trait in a vari-
ety of situations is successful. It makes good
sense to study behavior that will be predic-
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tive outside the limited area of the testing
room, and, if we can find genetic effects on
traits of wide generality, the results are likely
to be important.
An obviouspitfall in the trait approachis to

use it in an explanatory capacity. A mouse
does not attack becauseit is aggressive; it is
aggressive because it attacks. If now we can
find some somatophenesuch as body weight
or amountof testosterone in the blood thatis
highly correlated with fighting success, we
may undertake a study of the genetics ofthis
correlated character. In doing so wewill have
deserted behavior genetics proper, but the
results may be relevant to our understanding
of the behavior. The obverse ofthis approach
is the study of the behavioral correlates of a
well-defined heritable variation. There are
manystudies of the behavior of phenylketon-
uric children (an inherited metabolic dis-
order), albino mice, and yellow-bodied fruit
flies. The behavioral dimension usually adds
little to the knowledge of the transmission
and biochemistry of these conditions. Never-
theless, understanding the physiological and
biochemical substrate of such deviant indi-
viduals may lead to correction of behavioral
problems. Behavior-genetic analysis (Hirsch,
1967) can be a powerfultool in psychophysio-
logical research, supplementing such tech-
niquesas brain lesions, drug administration,
and electrical stimulation. |

Behavior genetics seems to offer more to
psychology than to genetics, since psycho-
phenesare inferior to somatophenesas mark-
ers for genes. The neglect of genetic factors
by psychologists can have serious conse-
quences. At the simplest level the genetic
specification of experimental animals can
eliminate sources of variability that may
cause discrepancies between experimenters.
Genetic variants of psychological interest
may not be duplicable by any other means.
Perhaps most important, acquaintance with
genetic diversity of man and otherspeciesis
essential for an understanding of individual
differences. Individuality is not “error:
neitheris it entirely a matter of differential
reinforcement. We are a long wayfrom a
complete formulation of the laws of psycho-
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logical development that will explain it, but

certainly behavior genetics will play an im-

portant role in the achievement of this

objective.

SOME CRITICISMS OF BEHAVIOR

GENETICS

Psychologists sometimes object to such

phrases as “the inheritance of aggressive-

ness’ or “the genetics of intelligence.” It is

not a trait that is inherited, say the critics,

but some structure which in turn affects be-

havior through transactions with the environ-

ment (Kuo, 1929; Anastasi and Foley, 1948).

The point is well made, but there is an incon-

sistency in thecritics’ referenceto the inheri-

tance of body size or organization of the

brain. These characteristics are not transmit-

ted in the genes butarise from gene-environ-

ment transactions. They are epigenetic. “In-

heritance of intelligence” implies a little

more than “inheritance of body size,” but not

much more. Thereally sticky problemisstill

the boundary between physical structures

and psychic events, and bringing genetics

into the picture does not complicate this

matter.

The criticism is sometimes madethat the

heritability of a behavioral variant cannot be

considered as proved until a gene has been

located and a specific physiological mech-

anism discovered. Such demonstrations are

certainly desirable, but it is doubtful that so

complete an explanation has been attained

for any complex morphologicaltrait. The tri-

umphs of developmental genetics are yet to

come; molecules are easier to work with.

Progressin this direction poses anotherset of

questions at a more sophisticated level. The

delay in discovering a chemicalbasis for gene

action did not prevent genetics from moving

forward on the basis ofstatistical rather than

mechanistic associations between genes and

traits. In a parallel fashion psychology has

made great progress in relating behavior to

previous experience without success in ex-

plaining learning in physiological terms

(Lashley, 1950). Agranoff (1972), for exam-

ple, states that the detailed mechanisms of

behavioral plasticity are “the most obscure

frontiers and, accordingly, hypotheses run

wild.” Behavioral techniques may well prove

to be the most sensitive (perhaps the only)

method for detecting certain genetic differ-

ences, just as they are now the only way of

determining whether a rat has learned a

maze.
It is an interesting speculation that gene

action and learning are fundamentally simi-

lar. The gene-controlled pattern of body form

tends to remain constant throughoutlife in

spite of the rapid overturn of the constitu-

ent atoms (Schoenheimer, 1942). In this con-

stant resynthesis of protoplasm, the modifica-

tions that have been impressed by learning

are retained along with those determined by

genes. We remember our childhood with

molecules that were not in our bodies when

we experienced it. Learning may be some-

thing like mutation (Davis, 1954), and it

can be viewed as the process of completing

the differentiation of the nervous system in

greater detail and more adaptively than can

be accomplished through gene encoding

alone (Katz and Halstead, 1950; Hydén,

1970).

BEHAVIOR GENETICS AND THE

DOCTRINE OF INSTINCTIVE

BEHAVIOR

Behavior that seems to appearin relatively

perfected form without practice is popularly

called instinctive. Psychologists tend to avoid

the word “instinct,” partly because it has

been misused and partly because the kinds of

behavior that most psychologists study are

greatly influenced by learning. Among in-

sects and the lower vertebrates, however,

many complex patterns of behavior are exe-

cuted without much evidence for learning,

and even human babies are born with a

repertoire of coordinative patterns. The

neural programsfor these behaviors must be

dependent on a genetically encoded pro-

gram. One might expect that the ways in

which the genetic coding becomes mani-

fested as a behavioral pattern and the de-

pendence of the process on environmental

stimulation would be a major enterprise of

behavior geneticists. Actually, it has not



been so, but a start is being made. Studies
such as Marler’s (1970) on the development
of song in the white-crowned sparrow (Chap-
ter 11) are not genetic in a narrow sense, but
theydo illustrate that heredity may place ma-
jor restrictions on the capacity of an animal
to acquire a specific form of behavior.

PROBLEMSIN THE CHOICE OF
BEHAVIOR TRAITS TO STUDY

An infinite number of measurements may
be made on the body or the behavior of an
organism. In a sense each of them may be
considered as a character whose inheritance
may be studied. In practice the geneticist
Selects characters that are convenient and
will provide maximum information concern-
ing other characters. Such a correlated set of
characters definesa trait. The choice is often
simpler among physical characters than it is
among behavioral characters. No theoretical
issues are raised whenonestudies the inheri-
tance of body length. The dimensions of
temperament and

_

personality, however,
have not been standardized. Many psycholo-
gists have dealt with this question from a va-
riety of viewpoints, and a book larger than
this would be required to deal adequately
with the subject. (For sample discussions see
Murphy, 1947; Thurstone, 1947; Anastasi,
1948, 1958a; Cattell, 1955; and Allport,
1966.) Traits that have been used in behavior
genetics range from specific motor compo-
nents of fish courtship to susceptibility to
perceptual illusions and scores on Stanford-
Binet tests. Surprisingly, genetic effects have
been shown at both extremes of complexity.
Weshall return to this subject in Chapter 18,
where we consider whether genetics can
assist in defining behavioral traits that cor-
respondto biological units.

SUBJECTS FOR BEHAVIOR
GENETICS

Success in biological research often de-
pends on properselection of material. Ge-
netic studies require a variable species, one
whichis prolific, easily maintained, and with
a small numberof large-sized chromosomes
so that hereditary factors can be manipu-
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lated and directly observed. The fruit flies,
drosophilae,fit these specifications. Manfails
on all counts except variability. Yet because
of the particular interest in the study of man,
human subjects have been much more com-
monly used in behavior genetics than dro-
sophilae.
An advantage of Drosophila, other insects,

fish, and, to a lesser degree, birds is that the
gene-behavior-trait relationship is more pre-
cise than is typically true of mammals. The
behavioral characters selected for study in
the lower phyla and orders are usually spe-
cific movements in responseto specific stim-
uli. The advantage from the biological side
is countered by the difficulty in generalizing
to the kinds of individual differences that are
characteristic of man. Man is a mammal, and
there are many parallels between the devel-
opment of behavior in subhuman mammals
and in humaninfants before the beginning
of speech. This probably explains the predi-
lection of psychologists for mammals as sub-
jects for behavior genetics. Biologists, less
concerned with generalization to man and
more interested in the evolutionary aspects
of behavior, have done most of the experi-
ments with the lowerspecies.
Among nonhuman mammals, the house

mouse, Mus musculus, is now the favorite
subject for genetics. Over 200 named muta-
tions are known, many distinctive inbred
Strains are available, and the chromosomes
are individually identifiable. The behavior of
mice has been fairly well studied, though
not nearly as thoroughly as that of rats. Com-
pared with their larger cousins, mice are less
convenient for some psychological and physi-
ological procedures. The formal genetics of
rats is less well known than that of mice, but
it is questionable whether knowledge of the
modeof inheritance of coat color and devel-
opmental anomalies is as valuable for behav-
lor genetics as information on the physio-
logical correlates of behavior. On the whole,
rats and mice have equal advantages from a
scientific point of view. For experiments in
which either species would besatisfactory,
mice may be favored for economic reasons.

Cats and dogs are the oldest domestic ani-
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mals. The worldwide distribution of these

species and the existence of manyspecialized

breeds provide a ready-made source of ma-

terial for behavior genetics. These carnivores

give an impression of greater individuality

than rodents, but this impression mayreflect

our greater intimacy with them. Dogs have

considerable use (Scott and Fuller, 1965) be-

cause of their highly developed social behav-

ior. Cats have not been used in behavior

genetics to our knowledge, although the ex-

tensive knowledge of feline neurophysiology

should make them useful for certain prob-

lems. Scattered references will be found to

behavior genetics research on other species

of mammals, but these reports are incidental

to other studies. Subhuman primates would

seem to have advantages for research on the

inheritance of intelligence, but the diff-

culties of laboratory rearing and the rela-

tively low fecundity have discouraged at-

tempts in this direction.

To whatextent is it possible to formulate

general principles from genetic experiments

performed on diverse species? The problem

is similar to that faced by Tolman (1932) in

writing Purposive Behavior in Men and Ani-

mals and Beach (1947) in his cross-species

survey of sexual behavior. When a sufficient-

ly large spectrum of species is observed,

principles emerge that would not be evident

in more limited studies. Fortunately the

mechanisms of gene transmission are prac-

tically identical in all the organisms weshall

consider. The primary physiological action of

genesis also believed to be broadly similar in

all species, though more complicated struc-

tures involve more steps between primary

gene action and the completed character.

There is no reason to expect that the specific

gene systems controlling courtship behavior

will be the same in rats and dogs, but the

manner in which control is exerted is prob-

ably as similar as the effects of hormones on

the behavior in the two species. It is safe to

conclude that the problems of generalizing

from comparative genetic studies are of the

same order as those encountered in syn-

thesizing results of experiments in different

species on the effects of early experience or

brain lesions.

SOME METHODOLOGICAL

PROBLEMS

In this section we shall be concerned with

some of the broader methodological prob-

lems of behavior genetics. In general, hered-

ity as an independent variable can be incor-

porated into the design of a psychological

experiment just as one introduces physio-

logical or experimental factors. The de-

pendentvariable can be any form of behavior

that interests the investigator. The simplest

experimentis to take two groupsofdifferent

heredity, treat them alike in all other re-

spects, and administer a behavior test. The

results are compared against the prediction

from the null hypothesis that the groups dif-

fer no more than two independent samples

drawn from the same population. If the null

hypothesis is not supported, evidence for

heritability of the behavior variation has been

obtained.
But although logically identical with other

experimental procedures in psychology, be-

havior genetics has certain peculiarities. The

differential treatments (distribution of genes)

precede the existence of the subjects of the

experiment. In fact, genetic control may ex-

tend back many generations before the birth

of the actual subjects of an experiment. The

need for long periods of treatment(selective

breeding and/or inbreeding) is inherent in

this area. Anotherfeature is the impossibility

of manipulating genes directly. The distribu-

tion of genes to subjects is essentially ran-

dom andis controlled by the experimenter

only in a statistical sense. Since genes are

not observed directly, their presence is de-

duced from their effects. At first thought, the

argumentfor their existence may seem circu-

lar. Traits are ascribed to genes whose pres-

ence is proved by the existence of the trait.

Fortunately, the gene theory rests on a

more ample foundation, which is described

briefly in Chapter 2. The worker in behavior

genetics must understand chromosomal be-

havior as well as organismic behaviorin order

to design his experiments.

Two major strategies have been employed
in behavior genetics (Scott and Fuller, 1963).

The genotypic approach starts with a known



difference in heredity and evaluatesits influ-
ence on behavior. A gene substitution or a
chromosomalvariant is analogous to other
kinds of treatment used by experimental
psychologists. In the phenotypic approach an
attempt is made to discover the genetic fac-
tors (if any) responsible for observed varia-
tion in behavior. The twostrategies tend to
involve different methodologies: the geno-
typic approach leads to developmental and
physiological investigations of the pathways
between genes and behavior. The pheno-
typic approach tends to emphasize the quan-
titative interactions of genetic and environ-
mental influences in populations. Claims
have been madethat oneor the otherstrate-
gy is the more productive (Wilcock, 1969,
1971; Thiessen, 1971). Actually both strate-
gies have limitations, and neither alone will
solve all the problemsin this area.
The heredity of an organism is fixed at the

momentoffertilization. This imposesa limi-
tation on experimental design. One can pre-
sent stimulus A before or after stimulus B
and can train subjects before or after a corti-
cal ablation, but genes cannot be changedin
the middle of the life span. Thus there is no
way of teasing apart the effects produced by
the genic control of contemporary metabo-
lism and the effects due to genic determina-
tion of growth anddifferentiation. The latter
effects are inevitably confounded with condi-
tions during development.
A special concern of behavior geneticsis

the avoidance of nonrandom association be-
tween environmental and hereditary factors.
The fact that human families share experi-
ences as well as genesclearly leads to diffi-
culties of data interpretation. The problem
also occurs in experimental behavior genet-
ics, at least in birds and mammals that give
parental care. Uteri, compared with the ex-
ternal world, may provide protection against
many stimuli, although recent experiments
(Thompson, 1957a; Joffe, 1969) have re-
opened the question of effects of prenatal ex-
perience on later behavior. Differences in
postnatal family environment are of even
greater potential significance. Cross-foster-
ing of the young of onestrain to the dam of
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another permits evaluation of effects of differ-
ent nutrition and type of maternal care. Ex-
perimental regulation of litter size can be
used to control the nature of early experi-
ence, degree of competition, and the like.
Statistical corrections can be applied to allow
for the fact that members ofa litter share
experiences uniqueto thatlitter. These tech-
niques have their parallels in human studies,
but they cannot be applied with the same
rigor.

Concern for the environment in behavior
genetics research goes beyond avoidance of
heredity-environment correlations. Simply
providing the same defined, controlled envi-
ronmentfor each genetic groupis not enough
for good design. Conditions must not only be
uniform for all groups, but also favorable to
the development of the behavior ofinterest.
An unsuitable rearing system may modify or
even completely suppress the manifestations
of a genetic difference (Howells, 1946:
Freedman, 1958; Henderson, 1970: Fuller
and Herman, 1974).

Perhaps the most important conclusion to
be drawnis that research in behavior genet-
ics cannot be isolated from research in the
development of behavior, the area tradi-
tionally known as genetic psychology. He-
reditary-environment interactions are more
than a statistical abstraction. They can be ob-
served and analyzed in experiments in which
genetic and experiential factors are varied
simultaneously in controlled fashion.

APPLICATIONS OF BEHAVIOR
GENETICS

Behavior genetics has relationships with
both parent sciences. Behavioral characters,
because they are so environment sensitive,
are unsuitable for most research of interest to
formal genetics. Nevertheless, some applica-
tion has been madeof behavioral tests to the
detection of genetic differences not discern-
ible from morphology (Reed, Williams, and
Chadwick, 1942; Kaplan and Trout, 1969).
Considerable effort has been expended on
mating behavior, particularly in Drosophila,
because of the importance of sexual selection
in evolutionary theory. Human geneticists
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have been concerned with the inheritance of

mental deficiency and psychiatric disorders

in order to provide genetic counseling. To a

minor degree behavior genetics has found

applications in applied animal breeding.

Undoubtedly, more research in this area

has been motivated by interest in behavior

than by interest in genetics. Even investi-

gators who consider individual differences a

nuisance use littermate controls, co-twin

controls, and purebred stocks to reduce ge-

netic sources of variability in their material.

More significant for our purposes are at-

tempts to employ genetics as a research tool

(Scott, 1949). Such uses go beyond the

demonstration of heritability of a particular

kind of behavior.
The repetition of a procedure with differ-

ent strains is a means of extending orlimit-

ing generalizations based on a single type of

experimental animal. Comparisons between

domesticated and wild rats, for example,

have demonstrated important psychophysio-

logical differences within the same species

(Richter, 1952, 1954).
The argument has been made that empha-

sis on the genetic variability within organ-

isms (both interspecific and intraspecific)

leads to a “fatal overparticularization’ (Thies-

sen and Rodgers, 1967). Yet it can be as-

serted that only generalizations robust

enough to be manifested in spite of individu-

al variation deserve to be called general laws

(Vale and Vale, 1969).

The use of mutant stocks or of strains se-

lected for special behavioral characteristics

provides material for physiological psy-

chology that cannot be duplicated by sur-

gery, electrical stimulation, drugs, or other

techniques. Inherited factors are perhaps

morelikely to contribute to our understand-

ing of individual differences in intact organ-

isms.

Finally, behavior genetics has a potential

contribution to education, psychiatry, clini-

cal psychology, and other professions that

deal firsthand with a variety of human prob-

lems. Heritability of a deleterious deviation

does not mean that it cannot be ameliorated.
If heredity does play a role, recognition of

the fact and understanding of the intermedi-

ate physiological mechanisms may be the

most direct way to a satisfactory treatment.

A behavioral disorder associated with a cor-

rectable metabolic defect would call for a ra-

tional rather than a symptomatic therapy.
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Transmission of genetic information

Although the application of hereditary
principles to the development of various va-
rieties of domesticated plants and animals
goes back into prehistory, a comprehensive
theory of inheritance is the product of the
twentieth century (Dunn, 1951). Present-day
genetics represents the fusion of two lines of
investigation, one dealing with the processes
of cell division and fertilization, the other
concerned with crossing variant types and
analyzing the characteristics of the offspring
by statistical methods.

Chapters 2 through 5 contain an elemen-
tary account of selected topics in genetics
that are particularly important in behavioral
studies. Amongthese topics, some areas such
as selection theory and the genetics of quan-
titative characters are underrepresented in
elementary biology courses.

Major areas of genetics that have only a
peripheral relationship to behavior have
been omitted in this brief summary. Obvi-
ously our choice is arbitrary, and those who
are stimulated to seek a more complete ac-
count are advised to find it in one of several
excellent general or specialized textbooks
listed in the Bibliography (Falconer, 1960:
Watson, 1970; Cavalli-Sforza and Bodmer,
1971; Stern, 1973; Levine, 1978).

ORGANIC PATTERNS AND LIFE
CYCLES

Thefertilized ova of different mammals ap-
pear much alike under the microscope and
can be identified only by a trained micros-
copist. If it were possible to provide ade-
quate nourishment and protection so that
development would proceed on the micro-
scope stage, these cells would be observedto
divide, to increase in mass until a micro-
scope could no longer be used, andto di-

verge in form until their identities as hu-
man, seal, horse, or rat would be apparent.
The result of the developmental process
identifies the source of each ovum becauseit
is a biological axiom that each species repro-
duces its own kind.
The regularity of the development tempts

the observer to compare it with the unfold-
ing of a predetermined form, as exemplified
in the Chinese paper flowers that expandinto
intricate patterns when placed in water. But
the analogy is incorrect. The process is not an
unfolding but the carrying out of a series of
reactions that are encoded in the genes and
perhaps in other cellular elements. The re-
sult is a structure that adheres to the charac-
teristic pattern of its species but varies in de-
tail from other membersof the species. Both
the constancy andthe variability of the over-
all organization have their basis in the func-
tions of genes.

Patterns are observablein living organisms
at many levels from size factors expressed
over the whole body downto the configura-
tion of protein molecules. It is convenient to
begin a consideration of geneticsat theinter-
mediate level of the cell. Every higher or-
ganism is an aggregate of cells, some ofwhich
are highly specialized in structure and func-
tion. The central, denser-appearing nucleus
is more uniform in different tissues than the
outer portion, which is known as cytoplasm
(Fig. 2-1). This cytoplasm maybestretched
into a nerve fiber several feet long special-
ized for conducting electrical pulses or com-
pressed into a cube in the thyroid gland,
whereit is the site of hormonesynthesis. Ex-
periments on separation of nucleus and cyto-
plasm have shown that the nucleusis essen-
tial for the continued existence of the cell as
an organized system. Apparently it controls

1
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Fig. 2-1. Diagram ofcell division and mitosis. C, Centriole; N, nucleus; CY, cytoplasm; CH,

chromosome; K, kinetochore; $, spindle. (From Principles of human genetics, 3rd ed., by

Curt Stern. W. H. Freeman & Co., San Francisco. Copyright © 1973.)

the synthesis of molecules that are necessary

for cytoplasm. The nucleus also plays a

unique part in the process of cell division

knownas mitosis.

Chromosomes and mitosis

At the time of cell division the nucleus

undergoes complete reorganization, and in

this period it is possible to observe elongated

bodies known as chromosomes(colored bod-

ies), which have the capacity to absorb cer-

tain dyes. Each species has a characteristic

number of chromosomes: the mouse, 40; rat,

42: dog, 78; corn, 20; Drosophila melano-

gaster, 8; potatoes, 48; and man, 46.

In sexually reproducing species the chro-

mosomesoccur in pairs, with certain excep-

tions related to sex determination. For ex-

ample, in the human female 23 pairs match

in size, shape, and banding when examined

by fluorescence microscopy. In the human

male wefind 22 of the samepairs (collective-

ly called autosomes) plus 2 unmatched chro-

mosomes,the larger designated X, the small-

er, Y. The X chromosomeis found to corre-

spond to the unique pair in the female. Fig.

2-2, shows a photograph of the chromosomes

of a male arranged to demonstrate these

facts. In humans the complements of each

sex may be summarized as:

Female 44A + 2X = 46 total

Male 44A + X + Y = 46total

In standard nomenclature the number of

chromosomesin one completeset is the hap-

loid number (23 in humans, 4 in D. melano-

gaster); the total of two sets is the diploid

number (46 in humans, 8 in D. melano-

gaster). Later we shall see that deviations

from normal diploidy often have important

behavioral consequences. In the majority of

animals males have the XY genotype as in

humans, but in birds and butterflies females

are found to have the mismatched chromo-

somes.
In ordinary cell division, as in the growth

of an embryoor the replacement of worn-out

skin, each chromosome duplicates itself as

the cell divides so that each daughtercell

comes to possess a complete set of 46 chro-

mosomes. The process known as mitosis is
illustrated in Fig. 2-1, which shows the suc-

cessive events of chromosome division and

the formation of a new nucleus, starting with
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Fig. 2-2. Chromosomesof a human male: separated, photographed, and arranged in pairs asa
karyotype. (From McKusick, V. A. 1972. Study guide in human genetics. Prentice-Hall, Inc..,
EnglewoodCliffs, N.J.)

the resting stage (not truly an inactive nu-
cleus, but only one that is not dividing). Not
all the features of the diagram are seen in
every cell, but the onset of mitosis is usually
indicated by division of the centriole (Fig.
2-1, A). The chromosomes first appear as
elongated bodies with a specialized region,
the kinetochore, which serves as an attach-
ment point for spindle fibers (Fig. 2-1, B).
Later the chromosomes become more con-
densed, the centrioles move to opposite
poles of the cell, and spindle fibers running
from centrioles to kinetochores are seen. The
nuclear membranebreaks downin this stage,
which is called metaphase (Fig. 2-1, C). The
remaining diagrams (D to F) illustrate the
separation of each chromosomefrom its new-
ly replicated partner, the reestablishment of

the nuclear boundaries, and the eventual
separation of the daughtercells.
The significant result of mitosis is the

duplication of chromosomes to produce a
series of pairs, followed by the separation of
each pair. It is probably significant that the
nuclear membrane breaks down during mito-
sis so that cytoplasmic constituents are avail-
able for the synthesis of new chromosome
material. Also important is the fact that, al-
though each daughtercell receives the same
chromosomes* and hence the same genetic
factors, the two cells may eventually be
markedly different.

*Exceptions to equality of chromosome numbersin so-
matic cells occur, but their significance is difficult to
evaluate. Certainly these differences have not been
foundto be relatedto cell function (Srb and Owen, 1953),
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This simple fact demonstrates that devel-

opmentis not an unfolding of an inner pat-
tern but an active process of interaction be-

tween extracellular and intracellular forces.

Meiosis and crossing-over

The cell divisions of the somatic cells of

organisms are mitotic, but the production of

germ cells involves a variation known as

meiosis. In the course of meiosis two cell

divisions occur with only one duplication of

chromosomes; hence the chromosome num-

ber is exactly halved in sperm and ova as

compared with somatic cells. The essentials

of the process are simple, and they are dia-

gramed in the upper part of Fig. 2-3. Ho-

mologous chromosomes (members of the

same pair, one of maternal and anotherofpa-

ternal origin) approach each other and come

to lie side by side (Fig. 2-3, A). This pairing,

known as synapsis, involves close contact of

the correspondingparts of each chromosome.

Centrioles and spindle fibers are seen in

meiosis as in mitosis. Before pairing, the

chromosomes have reduplicated so that a

four-strand structure is formed. In the first

meiotic division each set of four is reduced to

a group of two; in the second meiotic divi-

sion the pairs divide again so that the original

four chromosomesare distributed one each

to four germ cells.
The most important feature of meiosis is

the reshuffling of chromosomesandthe con-

sequent appearance of combinations in the

offspring which are unlike those in the par-

ents. The redistribution is possible because

of different arrangements of the chromosome

pairs as they line up in the metaphase stage

of the first meiotic division. Consider Fig.

2-3 again, this time comparing the upper and

lowerportions. In a species with twopairs of

chromosomes there are two alternative ar-

rangements, A and A’. In this figure the

chromosomesof maternal origin are shown in

outline, those from the father as solid areas.

Four types of daughter cells, B, B’, C, and

C', are produced in equal numbers, and four

corresponding types of gametes are found

(D and D’). It can readily be shown that the

number of possible types of gametes is 2”,

 
Fig. 2-3. Simplified diagram of meiosis, including

the two meiotic divisions. A and A’, The twoal-

ternative arrangements of the chromosomepairs

on the first meiotic spindle. B to D and B' to D’,

Second meiotic divisions and the different types of

reduced chromosome constitutions of the ga-

metes. (From Principles of human genetics, 3rd

ed., by Curt Stern. W. H. Freeman & Co., San

Francisco. Copyright © 1973.)

where n is the number of pairs of chromo-

somes. When n is 23, the numberof gametic

types is 8,388,608.

Expressed in another fashion, each human

parent has the potentiality of producing over

8 million distinct types of germ cells. The

probability of any particular combination oc-

curring in a mating between two specified
individuals is the product of 8,388,608 byit-

self. It is probable that no human beings

except identical twins have ever been genetic

duplicates. If complicating effects such as

crossing-over are considered, the possibil-

ities of recombination become muchgreater.
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Fig. 2-4. Crossing-over. A, A pair of homologous chromosomes heterozygousfor three pairs of
loci, M, M'; N, N’; and O, O’. B, Four-strand stage. C, Crossing-over between two ofthe four
strands in the region between M, M' and N, N’. D, Same crossing-over in the region between
N, N' and O, O'. E, The four types of reduced chromosomeconstitutions of the gametesre-
sulting from crossing-over in C. (From Principles of human genetics, 3rd ed., by Curt Stern.
W. H. Freeman & Co., San Francisco. Copyright © 1973.)

Stern (1973) has estimated that a single hu-
man pair have the potentiality of producing
20** different types of children, a numberfar
greater than the total number of human be-
ings who haveever existed. Of course, much
of this genetic variability may havelittle im-
portance for behavior, but on purely logical
grounds, uniquenessof heredity is as much a
fact as uniquenessof experience.

Homologous chromosomesare not merely
similar externally but are comparable part by
part. Thus, during the intimate contact of
synapsis, each section, or locus, within a
chromosomeof maternal origin is associated
with the corresponding locus in a chromo-
some of paternal origin. In Fig. 2-4 a single
pair of chromosomesis depicted, the mater-
nal by outline and the paternal by

a

solid bar.
The chromosomesare different (heterozy-
gous) at three loci: M, N, and O on one chro-
mosome and M’, N’, and O’ on theother.
Synapsis is shown in A and duplication in B.
Crossing-over between M and N is dia-
gramed in C and between N and O in D.
Whentheintertwining is followed by break-
age and recombination of parts, the resultant
chromosomes are a composite of maternal
and paternal contributions (middle chromo-

somes of E). This process obviously increases
the possibilities for recombinationsof heredi-
tary factors in meiosis. Wereit not for cross-
ing-over, the chromosome rather than the
gene would be the unit of heredity. Cross-
ing-over may be double, triple, or even more
complex, and this variation complicates cal-
culations of crossover frequencies.

GAMETOGENESIS

The process of gamete formation, gameto-
genesis, is similar in male and female insofar
as the nuclear processes in meiosis are con-
cemed, but the cytoplasmic events are mod-
ified in relation to the different functions of
sperm and ovum.The twoprocessesare dia-
gramedside byside in Fig. 2-5. In spermato-
genesis the germinalcells that line the walls
of tubules in the testis are known as sper-
matogonia. The cells in which synapsis oc-
curs (A to E) are primary spermatocytes; the
cells containing dyads (F and G)are second-
ary spermatocytes; and the final products of
meiosis are four spermatids, which metamor-
phose into spermatozoa. The head ofa sper-
matozoon is composed almost entirely of
chromosomes. Thus a male’s contribution to
the substance of his offspring is compressed
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Fig. 2-5. Diagram of meiosis and formation of gametes. Left, oogenesis; right, spermatogene-

sis. A toC, Chromosomepairing and crossing-over. D and E, First meiotic division. F, Prod-

ucts of first division. G, Second meiotic division. H, Egg with polar bodies(left), sperm cells

fright). (From Principles of human genetics, 3rd ed., by Curt Stern. W. H. Freeman & Co.,

* San Francisco. Copyright © 1973.)

into a few cubic micra (1 micron = 1/1000

millimeter).

In oogenesis the division of the cytoplasm

at the two meiotic divisions is unequal(Fig.
2-5, E to G). Practically all the cytoplasm is

retained within one of the cells, the second-

ary oocyte. The smallercell, containinga full

set of chromosomes (F and G) is known as a

polar body. It may divide again. A second

polar body is produced at the second meiotic

division (H). Both polar bodies normally de-

generate, since their one function is to serve

as a repository for excess nuclear material.

Thus when the ovumisfertilized by a sperm,

the somatic number of chromosomesis re-

constituted.
The ovum contains a considerable amount

of cytoplasm and sometimes much stored

food in addition. Thus the possibility exists

that the maternal gamete contributes more to

the determination of biological characteris-

tics than does the sperm. Possibly the broad
patterns of development are encodedin the

cytoplasm, and variations on the main

themein the genes. It is impossible to prove

the point one wayorthe otheruntil cells are

synthesized with nuclei of one species and
cytoplasm of another. The weight of the evi-

dence is that each parent contributes equally

to genetic variation. In mammals maternal

influences operate through the health of the
mother during pregnancy, the quality of her

milk, and the adequacy of her care for her
helpless young. These may be important

sources of variation, but theyareclassified as
environmental rather than genetic factors.

Sex determination

The previous section on gametogenesis

demonstrates that the formulae for the germ

cells of most sexually reproducing species

may be written as:

Ovum A+ X

Sperm A+ XorA + Y

A represents the full set of autosomes:
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Prediction model based on single-gene hypothesis

The ratio below is obtained if it is assumed that the varitint-waddler character is produced

by a single gene. Cross is between normaland varitint-waddler mice.

Genotype of normal mouse, +/+,

can produce only one type of gamete:

Genotype of V-W mouse, Va/+,

will produce equal numbersof ga-

metes of the following types:

Va +

[ee
Types of zygotes formed

+/+

Predicted ratio of offspring (zygotes) is % Va/+:% +/+. 
cages in which they live may induceviolent

convulsions. Most Va/Va animals aresterile,

and the heterozygotes show reducedfertility.

An alternative way of writing genotypic

formulaeis to use the symbol + for the “wild-

type” or “normal”allele present in the gen-

eral population. Ordinary mice are +/+,

varitint-waddlers, Va/+, and homozygous

defectives, Va/Va.

Testing genetic hypotheses

Genetic theory can be usedto predict the

outcome of breeding heterozygous waddlers

to normal mice. If we assume,as is in fact

true, that the geneis located on an autosome,

it will make no difference whether the wad-

dler parent is male or female. This assump-

tion must be checked by comparing the re-

sults of reciprocal crosses in which the wad-

dler gene is introduced through the paternal

and maternal sides. The model for prediction

is shown above.
If the normal mice resulting from this cross

are mated interse, all the offspring will be
normal, even though each has a waddler

grandparent. If waddlers are mated with

waddlers, the gametes and resultant zygotes

will be as shown on the opposite page.

These two procedures, (1) crossing hetero-

zygotes to homozygotes and obtaining a 1:1

ratio in the offspring and (2) crossing hetero-
zygotes with heterozygotes and obtaining a

1:2:1 ratio, are the basic devices of experi-

mental genetics. More complicated designs

are extensions of the sameprinciples.

Cloudman and Bunker carried out these

procedures with the results shown in Table

2-1.

In two of the crosses agreement with pre-

diction is good. The significance of the dif-

ference between the 325 Va/+ obtained and

the 332.5 predicted can be evaluated by the

chi-square test. The formula used in comput-

ing chi-square is

(O — Py
2—X= 2s

where
O = observed numberin eachclass of offspring

P = predicted numberin eachclass

For the Va/+ by +/+ cross, the calcula-

tion is

(325 — 332.5)?
2 — ee,

x= 332.5 +
(340 — 332.5)?

332.5 = 0.338

with a p value of more than 0.5. Obviously

the data agree satisfactorily with the hypoth-

esis.

The Va/+ x Va/+ cross produces far too

few homozygous white mice. Chi-square is

calculated as follows:

» _ (18 ~ 96? (236 — 192)
x = "96 io2Stis

(132 — 96)2
6 = 86.96 p < 0.001
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Prediction model based on single-gene hypothesis

The ratio below is obtainedif it is assumed that the varitint-waddler characteris produced
by a single gene. Cross is between two varitint-waddler mice. Each parentwill produce equal
numbers of Va and + gametes.

Gametesoffirst parent

Gametesof second parent

Types of zygotes formed

Predictedratio ofoffspring (zygotes) is 4 Va/Va:% Va/+ :%4 +/+. 
Table 2-1. Results of breeding experiments on the varitint-waddler mouse*

Individuals

 

  Phenotypic classes

White defective Varitint waddler

 

   Type of mating

   

Wadler 93 665 Pred. 0O 332.5 332.5

Wild type Obs. ° *e° “

Wildtypel 7 59 Pred. 0O 0 o2

Wild typei Ors. 0 ° ”
Waddler 50 386 Pred. 96 192 96

Waddler Ors 18 oe ™SSS
*From Cloudman, A. M., and L. E. Bunker, Jr. 1945. The varitint-waddler mouse. J. Hered. 36:259-263.
t These animals each had a waddler parent.

Since the discrepancyis too large to be at- of development permitting their classifica-
tributed to random sampling, an explanation tion. Numerous examples are known ofgenes
must be given, or the hypothesis of single with lethal or sporadically lethal effects that
gene inheritance must be rejected. It is disrupt ratios calculated from simple assump-
known that the homozygous white mice are tions. Statistical predictions must take bio-
biologically inferior. Thus it is reasonable to

_

logical realities into account.
assume that many Va/Va mice succumb be- The contrast between the particulate or
fore birth and never enter thestatistics. Mendelian theory of heredity and a blending
From the numberofVa/+ and +/+ individ- theoryis illustrated by the data in the second
uals produced, we would expect 123 homozy-

_

row of Table 2-1. None of the 52 offspring of
gous whites [1/3 x (236 + 132)]. Presum- normal parents, but with defective grandpar-
ably all but 18 of these failed to attain a stage

©

ents, were themselves defective. Thus the





p = 0.0078, so that a series of 7 offspring of
the dominanttype is a strong indication that
the tested individual is in fact B/B, not B/b.

Becausetest matings are not possible with
human beings, human geneticists are on the
lookout for small effects of genes in a hetero-
zygous state. In some casesit is possible to
identify individuals carrying “recessive”
genes that produce anomalies when homozy-
gous (Neel, 1949; Hsia, 1967) and to pro-
vide information to prospective parents who
come from families with serious hereditary
defects.

Multiple alleles

At many loci there are more than two
known alleles, and potentially every locus
might be polyallelic. An instructive example
is the agouti (A) locus in the house mouse
(Green, 1966). The alleles at this locus have
been detected by their effects on the dis-
tribution of pigment in the bodyhair. Table
2-3 lists the phenotypic effects of some of the
alleles most frequently encountered in lab-
oratory strains.

The table indicates that two members of
the series have effects on nonpigmentary
characteristics. Both AY/— and AY*/— mice
are inactive, hyperphagic, and obese as com-
pared with nonyellow littermates. Such mul-
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tiplicity of effects is called pleiotropism. Actu-
ally the effects of the A locus genes on pig-
ment distribution, though conspicuous and
convenient tags for identification, probably
give a very incomplete picture of the physio-
logical significance of this locus. Thereis evi-
dence that it controls properties of cell mem-
branes and thusparticipates in life processes
at a very basic level (Woolf, 1972).
The existence of multiple alleles greatly

increases the possibility of genetic variation.
With twoalleles there are three possible
genotypes; with three alleles, six genotypes;
and with thesix listed alleles of Table 2-3,
twenty-one genotypes. The numberof phe-
notypesfor the six A alleles (excludingthele-
thal A*/A*) is only six, however, because of
the dominance effects characteristic of this
locus.

Two or more independentloci

Transmission of genes that lie in separate
chromosomes is independently determined
during gametogenesis. Again, we owe the
discovery of this principle to Mendel (1865),
and the rule by which the characters deter-
mined by such genes are transmitted is
known as Mendel’s law of independent as-
sortment. This is well illustrated by a dia-
gram such as Fig. 2-6, the lower portion of

Table 2-3. Phenotypic effects of some alleles* at agouti locus in house mouseeee

Symbol name Pigmenteffects Other effectseee

AY Yellow All hair pigment yellow Homozygotesdie prior to implantation;
heterozygotes obese, inactive, hy-
perphagic

AY’ Viable Varies from all yellow to agouti; usually

|

Homozygotes viable: obese, inactive,
yellow mottled yellow hyperphagic

A’ White- Hairs of back are black with subapical
bellied yellow band (agouti pattern); under-
agouti side white |

A Agouti Like A’ with darker belly Usually regarded as “wild type”
a’ Black and

_

Black back and cream belly Recessive to A on back, but dominant
tan for belly color

a Nonagouti Hairs are unbanded;solid black or No well-established behavioral or
brown, depending on other genes
present

physiological differences from wild
typeeee

* Alleles are listed in order of dominance.
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P generation AABB

P gametes AB

F, generation

 
 

x aabb

  
F. generation

Fig. 2-6. Combinations of two independently segregating genes in the F, of a hybrid between

pure strains. Both male and female in the F, can produce four kinds of gametes; hence there

are sixteen combinations, although someof these are identical. Actually, there are nine differ-

ent genotypesin the ratio 1:1:1:1:2:2:2:2:4. The phenotypic ratios observed in the F, of a

dihybrid cross vary according to the type of physiological interaction between the genes.

which is known as a Punnett square. This ex-

ample shows a dihybrid (two-locus) system.

The diagram represents the F, from a cross

between two genotypes, AABB and aabb.

Along the edgesare the expected proportions

of male and female gametes from the F,.

Each cell in the diagram corresponds to an

expected one sixteenth of the F, population.

It is also possible to compute the expected

genotypic proportions algebraically, as is

generally more convenient when more than

two or three independent loci are consid-

ered simultaneously.
The phenotypic results of a dihybrid cross

depend on physiological interactions be-

tween nonallelic genes. The simplest situa-

tion is complete independenceof physiologi-

cal effects, yielding the 9:3:3:1 ratio of phe-

notypes that led Mendel to his discovery of

the law of independent assortment. For ex-

ample, twoof the loci affecting coat pigmen-

tation in mice, B (B, black; b, brown) and D

(D, dense pigmentation; d, dilute pigmenta-

tion) are on separate chromosomes. Crossing

a purebreeding derse black strain (BBDD)

by a dilute brownstrain (bbdd), one obtains

an F, generation (BbDd) that can be inter-

crossed to obtain an F,. The predicted pro-

portions of the two phenotypic characters are

simply the combined probabilities of the in-

dependently determined color and density

characteristics. The expected ratios in each

case are 0.75 dominant and 0.25 recessive

phenotypes. Thus the probability of simul-

taneous expression of the two dominants

(black dense) is 0.75 x 0.75 = 0.05625

(%16); of one dominant and one recessive

(black dilute or brown dense) is 0.75 x

0.25 = 0.1875 (3/16); and of a double reces-

sive (dilute brown), 0.25 x 0.25 = 0.0625

(/16).
The dihybrid phenotypic ratios may be

modified if the genes show complemen-

tary action. Consider, for example, a cross

between a pigmented black strain of mice

(BBCC) and an albino strain carrying the

brown allele at the b locus (bbcc). In animals

homozygousfor the c allele, all pigment pro-

duction is suppressed; only animals with a C

gene express other pigment genes. Comput-



ing expected ratios of phenotypesas before,
we obtain %16 black mice, 3/16 brown mice,
and 4/16 albinos. The phenotype of an albino
mouse gives no clue to its status at the b lo-
cus. Such interactions between nonallelic
genes are knownasepistatic effects.

LINKAGE

The mechanics of meiotic cell division im-
pose certain limitations on independent as-
sortment of genes. Homologous chromo-
somes synapse and separate as units, so that
all genes of a single chromosometendto seg-
regate together. This is a tendency rather
than an absolute law because of the crossing-
over phenomenon described earlier.

Sex-linkage

It is convenient to introduce linkage in
general with a discussion of sex-linkage. The
transmission of genes included in the X or Y
chromosomeis inextricably bound up with
the sex-determining properties of these chro-
mosomes. The consequences of sex-linkage
differ depending on whether the gene in
question is on the X or Y chromosome,
whether it is dominant or recessive, and
whether crossing-over from X to Y is ever
possible. Sex-linkage is easy to detect, and
examples have been described from many
species.

Y-linkage inheritance has been reported
for the “porcupine men” who lived in En-
gland during the eighteenth and nineteenth
centuries. There is, however, some question

of the accuracy of the records on which this
famous pedigree is based (Stern, 1973). At
any rate, Y-linked chromosomal effects on
behavior have been reported rarely (Selman-
off, Maxson, and Ginsburg, 1976).
A genelocated on the X chromosomeof a

mammal maybepresentin a single or double
dose in females, but only in a single dose in
males. (The reverse is true in butterflies and
birds, where the female is heterogametic.)
Such a gene may behave as a recessive in
females and as a dominant in males, where
the normalallele cannot be simultaneously
present. One of the most thoroughly studied
cases of this type is “red-green” color blind-
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ness. Actually this is not a single defect but
a composite of several distinct but related
anomalies of color vision, whose individual
attributes can be neglected in an elemen-
tary account.

Color blindness is transmitted in a criss-
cross fashion from fathers through daughters
to grandsons. Nonaffected males never pass
the gene on to children of either sex, but
nonaffected females who are carriers of the
gene show their heterozygosity by bearing on
the average 50% of color-blind sons. Like-
wise, one half of the daughters of such wom-
en prove to be carriers like their mothers.
Color-blind women have color-blind fathers
and often color-blind brothers. If a color-
blind woman marries a normal-visioned man,
hersons areall color-blind, while her daugh-
ters have normal vision like their father. All
these facts fall into place if we assume that
the condition is brought about through the
intermediacy of a recessive gene on the X
chromosome. The diagrams of Fig. 2-7 rep-
resent the probabilities of different types of
offspring from individuals bearing the color-
blindness gene.

Sex-linkage is probably not often signifi-
cantly involved in behavior genetics. Most
behavioral traits depend on the interaction
of the many genes, which are probably dis-
tributed over a number of chromosomes. The
effect of genes located on the X chromosome
mightbe difficult to separate from theeffects
of a much larger numberof genes located on
autosomes. Nevertheless, appropriate tests
for sex-linkage should be introducedinto ex-
perimental designs wheneverfeasible.

This is an appropriate place to contrast sex-
linked genes with sex-limited characters. All
that sex-linkage implies is that the genesin-
volved are located on the X or the Y chromo-
some. Sex-limited characters are restricted
in manifestation to only one sex, although
genes influencing the character may becar-
ried in both sexes. It is well knownthat bulls
transmit genetic factors that affect the milk
production of their daughters, even though
the bull has no functional mammaryglands.
This need not imply that the genes con-
cerned have no function in males. Genes



24 Selected genetic principles

 
Fig. 2-7. Transmission of red-green color blindness in man. The geneis carried on the X chro-

mosome and is expressed in females only when homozygous. X chromosomescontaining the

gene are shown in heavyletters; afflicted individuals are shown in heavy outline. A, Color-

blind man X normal woman. B, Normal man X color-blind woman. C, Normal man X car-

rier. D, Color-blind man X carrier.

workat the cellular level; their effect on milk

production is indirect.

Autosomallinkage

Genesthat lie close together on a chromo-

somewill tend to go together in gametogene-

sis (Fig. 2-3) unless there is a crossover be-

tween them (Fig. 2-4). Such associations can

be detected by discrepancies between the

observed outcome of certain crosses and ex-

pectations based on the law of independent

assortment. Consider, for example, two

dominant genes A and B that are foundto-

gether in a strain breeding true for their

phenotypic manifestations, (A) and (B). We

desire to know whether the two loci are

linked or on separate chromosomes.

Our task is simplified if we have available

another stock breeding true for the recessive

phenotypes (a) and (b). We proceedas fol-

lows:

Parental cross

Genotypes AABB x aabb

Phenotypes (AB) (ab)

Gametes AB ab

F,
Genotype AaBb

Phenotype (AB)

Gametes AB Ab aB ab

Potentially the F,s can produce four types

of gametes, each in equal numbersif theloci

are unlinked. To discover the actual propor-

tions of the four gametic types, we backcross

the F, with the double-recessive parent(test

cross). Four kinds of zygotes are possible:

Aabb aaBb aabb

(aB) (ab)
Genotypes AaBb

Phenotypes (AB) (Ab)

Note that the phenotypes correspond pre-

cisely to the gametes produced by the F,; a

count of the backcross offspring gives the in-

formation neededto confirm orreject linkage

between the loci. Independent assortment

will yield equal numbers of each phenotype;

linkage will produce a higher proportion of

the combinations present in the original

lines. The outcome of such an experiment

might bethis:

Phenotypes (AB) (Ab) (aB) (ab)

Number 38 g* 11* 42

TOTAL = 100



The individuals in the groups marked with
the asterisks are known as recombinants.
Since 20% of the test cross offspring belong
in these classes, the recombination rate is
20%.

In the preceding example, genes A and B
are said to be coupled, since they are in the
same chromosome. Hence the phenotypic
traits associated with each will tend to be cor-
related positively. A different association be-
tween the phenotypesresults ifA and B are
in repulsion (in opposite homologous chro-
mosomes); thus Ab/Ab and aB/aB. Carrying
out the sameoperations as before, we obtain
from a test cross of the F, 40% Ab/ab, 40%
aB/ab, 10% AB/ab, and 10% ab/ab. Now
there is a negative correlation between the
phenotypesassociated with A and B. The as-
sociation between characters related through
a common chromosomeis inconsistent and
usually close to zero in the population at
large; within families the association may be
significant.

Chromosome maps

Linkage measurements have contributed
greatly to the science of genetics. If it is as-
sumed that close linkage indicates proximity
on a chromosome,recombination frequencies
can be used to construct chromosome maps.
In Drosophila it has long been possible to
confirm microscopically the validity of maps
based on this assumption and thus strength-
en faith in results with other species where
such visual checking is technically more dif-
ficult.

In mammals the correspondence between
linkage groups and individual chromosomes
as viewed under the microscope has been
more difficult to establish, but advances in
recognition of individual chromosomes
through fluorescent staining methods ensure
that such correlations will be established for
the species of greatest interest to geneticists.

In the mouse a large numberofgenes with
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neurological and metabolic effects that modi-
fy behavior have been assigned to linkage
groups (Green, 1966). Genes detectable only
by specific behavioral tests are also amenable
to mapping, although relatively few have
been studied. One exampleis the location
of the asp locus, audiogenic seizure prone, on
linkage group VIII (chromosome 4) of the
mouse (Collins, 1970a). This locus, which
controls initial-trial seizure susceptibility (see
p. 102 for further information), is loosely
linked with the b locus, which determines
coat color. A recombination value of 0.40,
though significant, is too high to make the
visible coat color a useful markerfor the pres-
ence, or absence of the cryptic behavioral
gene, asp. Marker genes closely linked to
deleterious genes would be particularly valu-
able in man for purposes of genetic counsel-
ing and guidance. An example of the search
for such linkages is a study by Elston, Krin-
glen, and Namboodiri (1973).

These investigators looked for linkages be-
tween a numberof blood group phenotypes,
whose inheritance is well established, and
manifestations of psychosis, schizophrenia in
particular. Positive evidence for linkage of
psychiatric symptomswith three of the blood
group systems was found, but the association
was not clear enough to be used clinically.
There was no evidence that any blood group
alleles were directly associated with psycho-
sis; they seemed only to be possible markers
for chromosomes that predisposed their
bearers to mental disorders. The classical
method of gene mapping by meansof com-
puting linkage from crossesis difficult to ap-
ply in humansexceptfor those genes located
on the X chromosome. New methods based
on somatic hybrids between human and
mouse cells in tissue culture have enabled
geneticists to determine the location of at
least one gene on each of the 23 pairs of hu-
man autosomes (McKusick and Ruddle,
1977).
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Physiological and developmental genetics

The mechanisms for the transmission of

genetic information from one generation to
the next are well understood. The manner
in which this information is applied to the
specification of a somatophene, particularly
in complex multicellular organisms, is still
largely unexplained. The problemis particu-
larly acute with purely behavioral pheno-

types (psychophenes) whose physical basis is
unknown. Butthe situation is far from hope-

less; much of the basic chemistry of gene ac-

tion, which has been determined largely

from experiments with microorganisms, ap-

pears applicable, with modifications,to flies,

mice, or men. In this chapter weshall sketch

the broad outlines of the processes that inter-

vene between genes and phenotypesofvary-

ing degrees of complexity. Additional details

may be found in textbooks of genetics and

in Watson (1970).

CHEMICALS OF HEREDITY

In 1944 Avery, McLeod, and McCarty

demonstrated that a nonvirulent strain of

pneumococcus bacteria (type R) could be

transformed to a virulent strain (type S) by

growing it in a medium containing deoxyri-

bonucleic acid (DNA) from theS strain. The

transformedbacteria continued to breed true

as type S. The experiment demonstratedthat

the physiological and structural differences

between the two strains were dependenton

DNAandsuggested that this substance had a

majorrole to play in heredity. DNAis a poly-

mer made up of aggregates of similar sub-

units as a chain is made up of links. A small

number of different subunits can be com-

bined in an infinite number of ways, provid-

ing the diversity neededto explain biological
variability. Supporting evidence for its ge-

netic role gained over the next ten years in-

26

cluded the following: (1) most DNAis found
in the chromosomes; (2) the amount of DNA
per diploid set of chromosomesis constant
for a given species; (3) the amount of DNA

per haploid set of chromosomesin the gam-
etes is half the diploid amount; and (4) DNA

is metabolically stable as required for accu-
rate transmission of information, and its syn-

thesis is inhibited by x rays and other muta-
genic agents.

In 1953 Watson and Crick demonstrated
by physical methods that the DNA molecule
was a double helix whose properties were
perfectly suited to the biological functionsre-
quired for the genetic material. A schematic
representation of the Watson-Crick model is
shown in Fig. 3-1. Each strand in the helix
consists of a linear sequence of nucleotides,
each of which in turn contains a nitrogenous
base, a five-carbon sugar (deoxyribose), and
phosphoric acid. In DNAthere are four dif-
ferent nucleotides corresponding to two

pyrimidine bases, cytosine (C) or thymine
(T), and two purine bases, guanine (G) and

adenine (A). The structural characteristics of

these bases are such that the complementary

strands are held together by hydrogen bonds

of two types, A==T or G==C.It follows that

the number of molecules of adenine equals
that of thymine, and, similarly, the amounts

of guanine and cytosine are the same.It is

also evident that the order of nucleotides in

one strand is related to the orderin its com-

plementary strand by a simple rule. If the

order in strand 1 is CGAATA,that of strand 2

must be GCTTAT.
The replication of DNA involves the

breaking of the hydrogen bonds, the uncoil-

ing of the helix, and the reassembly of each

strand of a new complementary helix from

free nucleotides in the nucleoplasm. The



 
Fig. 3-1. Watson-Crick model of DNA. The mole-
cule (double helix) is approximately 20 A in di-
ameter; the axial distance required for each com-
plete turn is 34 A (10 nucleotides per turn). A,
Adenine; C, cytosine; G, guanine; P, phosphoric
acid; S, deoxyribose; T, thymine. (Modified from
Watson, J. D., and F. H. C. Crick. 1953. Cold
Spring Harbor Symp. Quant. Biol. 18:123-131.)

process is catalyzed by the enzyme DNA
polymerase.
The second important chemical for the

transmission of genetic information is ribonu-
cleic acid (RNA). The RNAsdiffer from DNA
in the sugar component(ribose instead of de-
oxyribose); in the substitution of the pyrimi-
dine, uracil, for thymine: and in form (single-
rather than double-stranded). RNA is syn-
thesized in the nucleus on DNA templates
in the presence of the enzyme RNA poly-
merase, but its functions are performed in
the cytoplasm where the synthesis of pro-
teins from aminoacids takes place. Three va-
rieties of RNA differing in size and function
are recognized.
Messenger RNA (mRNA) comprises only

1% to 3% ofthe total, but it is of critical im-
portance, since the arrangement of its nu-
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cleotide bases provides a template specifying
the nature of the proteins that play such a
dominant role in cell function. Ribosomal
RNA (rRNA) comprises 75% to 85% oftotal
RNA. It is found in combination with pro-
teins in structures called ribosomes, which
may befree in the cytoplasm or attached to a
network of membranescalled the endoplas-
mic reticulum. Aggregations of ribosomes
(polyribosomes) providea structural base for
mRNA during the active synthesis of pro-
teins. Transfer RNA (tRNA), or soluble RNA
(sRNA), is a small form of RNA whose func-
tion is to convey aminoacidsfrom solution to
the ribosomesfor incorporationinto proteins.
Since there are 20 amino acids making up the
primary cell proteins, there are at least 20
species of tRNA, one for each amino acid.
Additional nucleotides have been found in
the tRNAs, but their significance has not
been clearly established.

PROTEIN SYNTHESIS

Proteins are complex molecules of be-
wildering diversity that have many roles in
the living cell. Like the nucleic acids they are
polymers, but their subunits are amino acids
that are joined by peptide linkages. Theyare
constituents of cell membranes, enzymes,
contractile fibers, and other structures found
in living organisms. With the possible ex-
ception of identical twins, probably no two
humanshave exactly the sameset of protein
molecules, a fact that interferes with success-
ful transplantation of tissues between indi-
viduals. The reason, of course, is the great
diversity of DNA molecules that regulate the
synthesis of the proteins. Two steps are
recognized in this process: transcription,
which involves transferring information en-
coded in DNA to mRNA, and translation,
which involves the actual synthesis of poly-
peptides (linear aggregates of amino acids
that may combine further to form larger pro-
teins) by the combined action of mRNA,
rRNA, and tRNA.

Genetic code

A correspondence between the linear ar-
rangementof nucleotides in DNA andthat of
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amino acids in proteins implies a code that

can be translated. The experiments by which

this code was deciphered are of great inter-

est, but the reader is referred to other

sources for a more complete account (Wat-

son, 1970; Levine, 1978). It is now generally

agreed that amino acids are coded bytrip-

lets of nucleotides. The language of genetics

is thus based on an alphabetof4 letters, A, T,

G, and C (with U substituting for T in RNA);

words, or codons, of 3 letters each, specify-

ing amino acids; and sentences long enough

to define a sequence of amino acids that can

function adequately in a living organism.

Table 3-1 showstranslation of the 64 possible

triplets from 4 letters taken 3 at a time.It will

be noted that the genetic language has

“Dunctuation marks”: three ofthetriplets are

terminators of messages, and one doubles as

the codon for methionine and asaninitiator.

Also there are multiple codons specifying

some of the aminoacids (leucine appearssix

times). The significance of this variability is

unknown.

Weare now in a position to see that an

error in replication of a DNA strand could

change the codon in an mRNAandlead to

the substitution of a new amino acid in the

protein for which that mRNAis the template.

The mutation that produced the varitint-

waddler mousereferred to earlier must have

been of this nature, although its molecular

basis is not known. The effects of such a sub-

stitution of amino acids vary greatly. If the

change involves a physiologically active site

on the protein, it might even belethal; other

changes may be undetectable except by high-

ly refined methods of protein chemistry.

An understanding of the genetic codealso

allows us to determine the enormous ca-

pacity of the system to convey messages. A

mRNA molecule in the colon bacillus con-

tains 900 to 1500 nucleotides corresponding

to peptide chains of 300 to 500 aminoacids.

It is possible to compute the numberof pos-

sible different chains of these lengths, given

the availability of 20 amino acids for each and

every link. Dr. Howard Dintzis of the Johns

Table 3-1. RNA genetic code: the 64 triplets and their corresponding amino acids*

    Letter 2

U U Phe Phe Leu Leu

U C Ser Ser Ser Ser

U A Tyr Tyr Term Term

U G Cys Cys Term Tryp

C U Leu Leu Leu Leu

C C Pro Pro Pro Pro

C A His His GluN GluN

C G Arg Arg Arg Arg

A U Ileu Ileu Ileu Met

A C Thr Thr Thr Thr

A A AspN AspN Lys Lys

A G Ser Ser Arg Arg

G U Val Val Val Val

G C Ala Ala Ala Ala

G A Asp Asp Glu Glu

G G Gly Gly Gly Gly

*Note that the DNA code would be complementary, with thymine replacing uracil.

tAla, alanine; Arg, arganine; AspN, asparagine; Asp, aspartic acid: Cys, cysteine; Glu, glutamic acid; GluN, glutamine;

Gly, glycine; His, histidine; Ileu, isoleucine; Leu, leucine; Lys, lysine; Met, methionine; Phe, phenylalanine; Pro, pro-

line; Ser, serine; Thr, threonine; Tryp, tryptophane; Tyr, tyrosine; Val, valine; Term, terminator or “nonsense” codon.
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Hopkins University Medical School esti- geneticist than estimates of the actual varia-
mates the numberof potential combinations tion in gene frequency among different
as larger than the numberofelectrons in the groupsof individuals. We shall return tothis
visible universe. But such theoretical calcu-_ matter in the next chapter.
lations are less important to the behavioral The overall scheme of transcription and
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Fig. 3-2. A schemefor protein synthesis. Messenger, ribosomal, and transfer RNAsaretran-
scribed from DNA,andall participate in protein synthesis. The actual site of protein synthesis
is the polyribosome. Messenger RNA and transfer RNA pair through their codon and anti-
codon regions and ensurea faithful reading of the message. One cistron is shown. (From Bi-
ology, fourth edition by Willis H. Johnson, Louis E. Delanney, ThomasA. Cole, and Austin
E. Brooks. Copyright © 1966 and 1972 by Holt, Rinehart & Winston. Copyright © 1956 and
1961 by Holt, Rinehart & Winston. Reprinted by permission of Holt, Rinehart & Winston.)



30 Selected genetic principles

translation is shown diagramatically in Fig.

3-2. The partially unwound DNAhelix tran-

scribes its information to each of the three

types of RNA following the rules of com-

plementarity. Thus the DNA nucleotide se-

quence CTT CAG CCTdirects the synthesis

of an mRNA segment GAA GUC GGA.Ref-

erence to Table 3-1 will show that these

codons correspond respectively to glutamic

acid, valine, and glycine. Messenger RNA

forms complexes with ribosomes that move

along the messenger in a direction deter-

mined by an initiation codon. As it moves,

the mRNA is read by charged tRNA mole-

cules, each bearing a specific amino acid

corresponding to its anticodon. The tRNA

anticodons in our example are CUU, CAG,

and CCU,respectively. As a ribosome moves

in the direction of the arrow in Fig. 3-2, the

tRNAs attach in the appropriate positions

and release their amino acids to be linked

with others by peptide bonds. The resultant

polypeptide terminates when a nonsense

codon not corresponding to any tRNA anti-

codon is encountered. Fig. 3-2 shows that a

numberof ribosomes may beattached simul-

taneously to a single mRNA molecule, each

reading a portion of the codein its turn and

Cell protein

Dietary protein

(Phenylketonuria)

Phenylalanine

Phenylpyruvic A

acid acid

Cell protein

“pS

p-seoorhomES

directing the synthesis of a separate polypep-

tide of the same kind.

Our knowledge of these processes has

come largely from microorganisms whose

phenotypes are enzymes and other protein

molecules. It is believed that the same pro-

cesses take place in mammalian cells, but the

control functions are more complicated. All

cells of a human or a mouse probably con-

tain the same types of DNA, but their prod-

ucts may be very different in neurons,

muscle fibers, and gland cells. This implies

that every gene is not active in everycell.

The study of gene control systems in multi-

cellular animals is an active field of research

with some implications for psychology that

will be discussed little later. For the pres-

ent, however, weshall turn to certain genet-

ic disturbances of metabolism (metabolic er-

rors) that have helped in the understanding

of the relationship between genes and phe-

notypes.

GARRODIAN ERRORS OF

METABOLISM

Early in the twentieth century a British

physician, Archibald Garrod, proposed that

Adrenaline

DOPA

sRAlbinism)

Melanin

(Genetic goitrous cretinism)

Thyroxine

—-- (Tyrosinosis)

Homogentisic acid

Cc — (Alkaptonuria)

CO, + H,0

Fig. 3-3. Phenylalanine and tyrosine metabolism in man. (From Levine, L. 1973. Biology of

the gene, 2nd ed. The C. V. Mosby Co., St. Louis.)



a numberof familial disorders were caused
by inherited “errors of metabolism” (Garrod,
1923). Today we recognize that these errors
and manyothers discoveredlater are the re-
sult of incorrect specification of proteins (of-
ten enzymes) which lead to physiological
malfunction. In general, such errors are in-
herited as autosomal recessives: heterozy-
gotes are normal. One of the better-known
examples concerns defects in aromatic amino
acid metabolism, as shown in Fig. 3-3. Each
of the three separate blocks in this set of re-
lated reactions produces an impairment.
A block at A prevents the conversion of

phenylalanine to tyrosine by hydroxylation.
As a result the metabolism of phenylalanine
proceeds by a normally secondary pathway,
producing large amounts of phenylpyruvic
and other keto acids. Because these products
are excreted in the urine, this disease is
called phenylketonuria (PKU). The develop-
ing brain is damaged by the keto acids, and
the victims of the disease are usually se-
verely retarded mentally. In Chapter 17 we
shall see how the physiological analysis of
PKU has led to a rational therapy for the
condition.
A block at B prevents the conversion of ty-

rosine to the pigment melanin and results in
albinism, a defect commoninall vertebrate
classes. Recently it has been found that the
visual pathways in albinos of several species
have abnormal connections in the central
nervous system. Further discussion of the
behavioral differences associated with al-
binism will be found in Chapter6.
The third block, at C, results in the dis-

ease called alkaptonuria (black urine), one of
the original conditions studied by Garrod.
The metabolism oftyrosine is halted at an in-
termediate step, homogentisic acid. Exposed
to the air, this substance turns black; in addi-
tion it accumulates in the joints, causing arth-
ritis. In contrast with PKU and albinism,
there are no known neurologicaleffects.
These three conditions thus illustrate

three different ways by which a metabolic
error produces a pathological effect. In PKU
the damageis due to a by-product produced
In excessive amounts when metabolism is
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shunted to an abnormal route: in albinism
the difficulties are traceable to a lack of the
normal end product (why the visual tracts
run askew is not known); and in alkaptonuria
the problem is associated with the accumula-
tion of an intermediary compound normally
present just proximally to the block.

MOLECULAR DISEASE

anemia, a genetic disease most common in
individuals of African descent, is an example.
The hemoglobin of the persons homozygous
for this disease differs from normal in elec-
trical charge and led Pauling etal. (1949) to
characterize the condition as a molecular dis-
ease. Heterozygotes produce a mixture of
normal and sickle hemoglobin. The cause of
the abnormal electric charge waslater traced
to substitution of valine for glutamic acid at a
specific location in the molecule (Ingram,
1957).
The concept of metabolic errors and mo-

lecular disease has notable explanatory pow-
ers, and many persons have sought to ex-
tend it to mental disorders and to variations
within the so-called normal range. Williams
(1956) has argued that much maladaptive be-
havior, such as alcoholism, is a behavioral ex-
pression of partial genetic blocks leading to
“genetotrophic disease.” Williams suggests
that it might well be possible to compensate
for these blocks by adjusting the diet to con-
tain moreorless of the components involved
in the disturbed system. Weshall return to a
consideration of possible inherited metabolic
deviations in the psychoses in Chapter 16.
For the present it is fair to say that no bio-
chemical error has been clearly linked to any
of the major or minor psychiatric entities.
Nevertheless, the genetotrophic hypothesis
is plausible, and there are many reasons for
failure to detect such conditions, even if they
exist (Kety, 1959; Robins and Hartman,
1972).

CONTROL OF GENE ACTION

The processesof replication, transcription,
and translation as described previously carry
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us onlya short way along the path from gene

to psychophene. An organism, particularly

the complex ones that behavior geneticists

usually study, is much more than a mixture of

specific proteins. Development is somehow

guided into a highly specific pattern of dif-

ferentiated cells, and within this pattern the

genes that express themselves in brain, liver,

and skin cells, for example, are very differ-

ent.

Much of the research on mechanisms of

control of gene action has been performed

with microorganisms, where problemsofcell

differentiation do not complicate matters. An

outstanding example is the control of lactose
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utilization by the colon bacillus, discovered

by Jacob and Monod(1961a).

Their work and that of others has led to a

modelof control of RNA transcription shown

in Fig. 3-4. The model distinguishes two ma-

jor kinds of control systems, inducible and

repressible.
Inducible systems (upper part of Fig. 3-4)

generally regulate the production of enzymes

that split compounds with a release of ener-

gy. In bacteria it is commonly found that the

genes for the various enzymes in such meta-

bolic systems lie close to each other. Since
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Mongolian gerbils (Thiessen and Yahr, 1970).

Malesof this species marktheir territory with

sebum from a ventral scent gland. The re-

sponse is androgen dependent and can be

elicited in castrated males by very small

implants of testosterone propionate into the

hypothalamus. The behavioral inductive ef-

fect of the hormoneis lost, however, when

actinomycin D is injected along with it. This

antibiotic prevents DNA-directed transcrip-

tion onto mRNA. Thiessen and Yahr suggest

that the normal hormonaleffect is due to the

stimulation of DNA transcription in central

neurons. The resultant RNA somehowtrig-

gers the combination of responses that com-

prise marking behavior. Obviously, as the



authorsstate, the links between transcription
and marking must be determined before the
theory can be accepted. Developmental ge-
netics and developmental psychologyare be-
ginning to influence each other.

TIMING OF GENE ACTION

Although an organism's genotypeis deter-
minedatfertilization, its phenotype changes
dramatically during development. Such
changesat the molecular, cellular, and organ
levels imply that different portions of the
genotype become quiescentor active as some

synthetic processes cease and others begin. A
well-known example is hemoglobin synthesis
in human beings. In the early stage of uter-
ine life, a fetal form of hemoglobin (HbF)is
produced by the combination of two alpha
and two gammachains, each type of chain
being controlled by its own locus. Late in the
fetal stage and continuing into infancy, the
gamma locus becomes inactive, and two
other loci, beta and delta, take over the syn-

thesis of peptide chains that combine with
alpha chains to form adult hemoglobin. By
1 year of age, 98% of hemoglobin is HbA (2
alpha + 2 beta), and 2% is HbA,(2 alpha and
2 delta).

Developmental changes of this kind are
not unique to blood. In the nervous system
many biochemical shifts occur during devel-
opment (Benjamins and McKhann, 1972). In
the newborn rat brain, enzymesofthe glyco-
lytic pathway permit anaerobic use of glu-
cose, but this capability is lost within thefirst
2 weeks. The situation is adaptive for the
young rat whenit is exposed to anoxia. Here
again the data are interpretable in terms of
scheduling of genic activity. We conclude
that genes may influence behavior in two
ways. Genes active early in life during the
differentiation and growth of neurons, glia,
and other elements mayaffect the permanent
patterning of the nervous system. Their be-
havioral effects may long outlast their bio-
chemical activity. Genes involved in the syn-
thesis of metabolically active molecules may
affect behavior by modifying the cellular
milieu throughout the period of life in which
they are active.
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The mechanisms through which temporal
changes in gene activity might operate are
several. At the level of DNA to RNAtran-
scription, segments of chromosomes can be
stimulated by various factors. In the ex-
tremely large chromosomesin thesalivary
glands of some fly larvae,it is possible to cor-
relate puffing in various regions with specific
stages of protein synthesis (Berendes, 1965).
Puffing has been demonstrated to be charac-
teristic of regions of DNA transcription;
hence the locus of control here seemsto be at
the geneitself. It is probable that similar pro-
cesses occur in vertebrates during differen-
tiation. But there may be other mechanisms.
Tyler (1969) has evidence for “masked
mRNA’ that can remain silent for a long
period and then be activated by specific
stimulation. Here the locus of control would
be shifted from DNAtranscription to mRNA
translation into polypeptide chains.
Amongthe stimuli that conceivably could

activate the DNA or masked RNA of neu-
rons are chemical neurotransmitters, ionic

changesin cells, and electric currents. It is
almost self-evident that molecular processes
of learning and those of cell differentiation
and gene activation must have elements in
common. But behavior genetics in the nar-
row sense has not yet made substantial con-
tributions to the pulling together of these
areas. The situation may be changing as the
emphasis of behavior genetic research shifts
from determiningheritabilities to the investi-
gation of the development of “species-
specific’ behavior (Thiessen, 1972).

PLEIOTROPY

Although each gene mayhavea single bio-
chemical function, its effects are not limited
to a unit function at the structural, physio-
logical, or behavioral level (Russell, 1963).
Descriptionsof the effects of identified genes
in mammals are at present better phrased in
terms of specific tissues affected and specific
stages of developmentthan in terms of chem-
ical reactions. Whena tissue (cartilage, for
example) enters into the development of
many structures, all will be affected by a
gene substitution affecting the tissue. The
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multiple effects are an example of pleiotropy,
in this case, secondary pleiotropy, since all
stem from onebasic process.
Not all cases of pleiotropy have been

traced back to a single commonorigin. The
dominant white spotting series of genes in
the house mouse (W and W’) produce, in
addition to their effects on pigment, anemia
and impaired gonadal function (Russell,
1963). Careful embryological studies have
traced the gene action backward in develop-
ment without convergence on a common

process. Russell, however, is not convinced
that the genes at this locus show primary
pleiotropism and suggests that they mayact
on the three biological systems through a
single chemical reaction. Perhaps the con-
trast between primary and secondarypleio-
tropism is a little forced, since one can never
prove that divergent but correlated phe-
nomena are not related by some undis-
covered unitary process. At any rate, the dis-
tinction is not important in behavior genet-
ics. The significant fact is that in complex or-
ganisms the consequences of a gene substi-
tution may be manifest in a numberof ap-
parently independent functions. Yet these
deviations will be correlated because of de-
pendence on a common genetic mechanism.

DUPLICATE PHENOTYPES,

DIFFERENT GENOTYPES

Phenotypic similarity need not imply ge-
netic identity. Shaker mice are a well-known
example. These animals have choreic head

movements and some tendencyto runin cir-

cles. Gates (1934) proved that there are two

distinct genetic forms, both inherited in a re-

cessive fashion, that are phenotypically alike.

Shaker 1 has normal alleles at the shaker 2

locus and vice versa. The mating between

the two is represented as follows:

Parents sh-1/sh-1, +/+ x +/+, sh-2/sh-2

Both are shakers.

F, sh-l/ +, +/sh-2
All are “nonshakers.”

In the F, each mutant gene is counter-

acted by its normal allele obtained from the
other side of the cross. The fact that the F,is

normal while the parents are not indicates

that the two shaker genes do not have the
same function. It may be inferred that each
locus is concerned with a different step in
morphogenesis of the nervous system and
that blocking the process in either place pro-
duces the sameresult.

In humangenetics it is not feasible to make
test crosses to determine whethertwosimilar
phenotypes are also genotypically alike.
Sometimes, however, genetic analysis of a
series of pedigrees of clinically similar cases
leads to the discovery that inheritance of a
particular defect in one family followsa pat-
tern of dominance, in anotherrecessivity,

and in still another, recessive sex-linkage.
This appears to be true of retinitis pig-
mentosa, a chronic progressive degenerative
disease of the retina (Sorsby, 1953). This type
of evidence proves genetic heterogeneity
but does not indicate whether the several
genes have the same or different physio-
logical effects.

PHENOCOPIES

Treatments by physical agents can produce

effects on phenotype comparable to those ofa
known mutant gene. Landauer (1945) in-

jected insulin into developing hen’s eggs and
produced a large numberof rumpless chicks

phenotypically similar to the rumpless birds
produced by a pair of autosomal recessive

genes. Goldschmidt (1938) produced aber-
rant types of Drosophila by exposing devel-
oping larvae of wild-type stock to elevated
temperatures for various periods of time at

particular stages of development. Theresul-

tant anomalies were often faithful replicas of
recognized inherited mutant phenotypes.
Rubella (German measles) in pregnant

women leads to a high proportion of mal-
formed children who may be indistinguish-
able from those bearing genetically induced
deformities.
The production of phenocopies experi-

mentally seems to have some promise as a

means of elucidating the mode of action of

mutant genes. There must be somethingin

common between two agents that produce
the sameresult, and, if the copy is very pre-

cise, the point of action may be the same.
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A

 
“Normal phenotypes”

Range of phenotypic variation

Fig. 3-6. The statistical nature of genotypic control of phenotype is depicted in these three
curves. Each represents the distribution of phenotypes in a related genotype. The range of
variation in A’ is much greater than in the “normal” A or “variant” A” genotype and overlaps
both. Hence phenotype is not an absolute guide to genotype.

Thefact that similar phenotypes(e.g., shaker
1 and shaker 2 mice) can be produced by
mutations at different loci, however, indi-
cates the need for caution in this approach.

STATISTICAL NATURE OF
GENOTYPIC CONTROL

A living organism is a dynamic system
whose range of adaptation is a function ofits
genotype as a whole. This concept is dia-
gramedin Fig. 3-6. Genotypeis the modal,
or “normal,” form that has essentially the
same phenotype undera variety of environ-
mental conditions. Genotype A”is a variant
that is alwaysclearly distinguishable from the
mode. Genotype A’ is extremely variable and
cannot be perfectly separated from either A
or A” on the basis of phenotype alone. The
A’ individuals falling far to the left are vari-
ants; those on the right are “normal over-
laps.” Genotypes control differentiation and
development in

a

statistical sense. Some-
times the choice between alternative pheno-
types is regulated with practically all-or-none
precision. In other situations nongenetic fac-
tors are morecritical.
The terms penetrance and expressivity are

often used with respect to the action of
genes. Penetrance is a measure of the prob-

ability that a genotype can be identified by
its phenotypic effects. Penetrance values are
provisional, since new effects may be dis-
covered and individuals reclassified on the
basis of obscure characters. The more gen-
eral term, expressivity, refers to the intensity
of the phenotypic manifestation. For ex-
ample, one form of jaundice is inherited as a
dominant autosomal character. All afflicted
individuals have fragile red blood corpuscles,
but the amountof red-cell breakdownin vivo
varies. Clinically, some individuals appear
healthy, whereas others have a severe, often
fatal, disorder (Snyder and David, 1953).
The environmentofa geneincludestheef-

fects of the other genes present, although
none of them maybeidentifiable as specific
contributors to the trait concerned. This is
well exemplified in an experiment reported
by Runner (1954). The fused (Fu) gene,
which produces structural anomalies in the
tail and other parts of the skeleton of mice,
was placed on two different genetic back-
grounds by repeatedly crossing fused indi-
viduals into two inbred lines. The results are
shown in Table 3-2. It is evident that the
gene was more effective in modifying the
BALB/c phenotype than the C57BR/a phe-
notype. Furthermore, a remarkable differ-
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Table 3-2. Effect of genetic background
on penetrance of Fu in heterozygotes*

   

 

Source of Fu gene

BALB/c 72% 88%
C57BR/a 34% 65%

*From Runner, M. N. 1954. Inheritance of suscepti-
bility to congenital deformation-embryonic instability.
J. Natl. Cancer Inst. 15:637-649.

ence between the reciprocal crosses was
found, particularly in the C57BR/astrain.
The reciprocal cross difference could be ex-
plained as due to cytoplasmic factors present
in the ova or by modifying genes in the Y
chromosome (Gruneberg, 1952). A more
likely explanation is that the uterine environ-
ment of Fu/+ mothers is less favorable for
the expression of the gene than that of +/+
mothers.

Variations in expression of a geneare pre-
sumably caused by small forces acting at ran-
dom. By manipulating the environment sys-
tematically, it is possible to shift the modal
phenotype. The incidence of skeletal anoma-
lies in the mouse can be shifted by such pro-
cedures as (1) producing temporary anoxia
in the mother at the seventh day of gesta-
tion, (2) transferring ova of one strain to the
uterus of another, or (3) simply allowing the
mothers to grow older (Runner, 1954). Ef-
fects such as these are functions of geno-
type, but the anomalies themselves are not
inherited in the usual sense of the word.
What has beeninherited is a reactive system
that respondsin a characteristic wayto stress.

Weshall refer again and again to therela-
tionship between gene and character in our
survey of behavior genetics. There is a great
gap between enzymes controlling phos-
phorylation reactions and a brain capable of
solving differential equations. Yet genes are
concerned with both, and both are problems
for behavior genetics in the broadest sense.

GENIC BALANCE AND X

CHROMOSOME INACTIVATION

In the previous sections we have concen-

trated on normal complements of chromo-

somes with each autosomal locus being rep-
resented twice in the genome. Wehave seen
that when a mutant gene is present on one
chromosome, its homologue on the other
may suppress its phenotypic effects com-
pletely or partially. We call such a mutant
gene recessive and interpret recessivity as

indicating that the wild-type gene produces
enough product to compensate for the defi-
cient mutant. Thus development and func-
tion in the heterozygote are essentially nor-
mal.
What happens whenthereis an excess of

genetic material instead of a deficit? Such a
situation can arise when homologous chro-
mosomes do not separate during meiosis
(nondisjunction). Half of the resultant gam-
etes will have a missing chromosome; the
other half will have a double dose. If the
gamete that is diploid for one chromosome
fertilizes a normal gamete of the opposite
sex, the zygote will have three rather than
two sets of some of its genes. One might
think that more is better, but this is not true.

An extra chromosome 21 in man (trisomy

21) is responsible for Down syndrome(for-
merly called mongolism), which is character-
ized by specific physical and_ behavioral
signs, including severe retardation. This syn-
drome and others resulting from distur-
bances of chromosomalbalance are discussed
in Chapter 17. Trisomyof the larger chromo-
somes in man induces more severe retarda-
tion and deformity and is frequently lethal.
Apparently the extent of the dislocation of
developmentis a function of the amount of
excess genetic material, and chromosome 21
is one of the smallest.

Weshall now consider the sex chromo-
somes, X and Y. The Y chromosome in mam-

mals appears to contain little or no genetic
information except for that concerned with

masculinizing development. The X chromo-
some is much more diversified. In humans
over a hundred pathologies, major and mi-
nor, have been found to be X-linked. Clearly

the one X chromosomeof a male, providedit
does not carry one of these deleterious muta-
tions, is capable of guiding normal develop-

ment. When such a mutation is presentit is



expressed in a male, even though the geneis
recessive in females. This situation poses a
problem for the hypothesis of genic balance.
If one X chromosome is enough to ensure
normal developmentin a male, why does the
double dose in females not produce prob-
lems? The answeris that an inactivation pro-
cess occurs in the early embryo that leaves
only one active X chromosomein each female
somatic cell. X inactivation was first demon-
strated in mice and has some implicationsfor
behavior genetics. It has been employed as a
procedure for investigating brain-behavior
relationships in fruit flies and mice (Chap-
ter 7).

Theclue that led to the concept of X inac-
tivation was provided by certain female cats
and mice. These animals, heterozygous for
recessive coat color genes, are always mot-
tled or blotched. On the average the reces-
sive allele is expressed over onehalf the body
area. Lyon (1962) proposed that the phenom-
enon could be explained by a random inac-
tivation of one or the other X chromosome
at an early embryonic stage. If the two chro-
mosomescarried different alleles, the result
would be a mosaic of two functionally differ-
ent kinds of cells. When the functionaldiffer-
ence involves pigmentation, the mosaicism is
apparent externally. However, it is not re-
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stricted to pigmentation. In human females
heterozygous for X-linked muscular dys-
trophy, one half of the muscle fibers are nor-
mal, one half dystrophic.

In human cells the inactivation of an X
chromosome leaves a deeply staining Barr
body (named for its discoverer) attached to
the nuclear membrane. The Barr body is a
consistent constituent of female cells, and it
is also found in male cells of aberrant chro-
mosome count such as XXY. Teleologically,
X inactivation has the function of making nor-
mal males and females, and even individuals
with unusual complements of X chromo-
somes, equivalent with respect to genetic
information.

Since the inactivation process appears to
be random, two individuals with the same
initial genotype, such as female monozygotic
twins, could have different active genes in
parts of the body involved with the control of
behavior and thus be more divergent than
male monozygotics. This possibility assumes,
of course, that there are genes on the X chro-
mosome with important behavioral effects
and that alternative alleles are relatively
common. For most of behavior genetics, the
significance of X inactivation is that it calls to
our attention the necessity for genic balance
to ensure normal development.
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Population genetics

Up to this point we have considered the
transmission patterns of genes from parents

to their offspring and the relationship be-
tween the genotype of an individual to its

phenotype. This chapter is concerned with

genotypes and phenotypes in a larger con-

text, that of a population. And weshall be

concerned with changes in genotype in suc-

cessive generations, changes that are the es-

sential basis of organic evolution.

The word population has a very special

meaning in genetics, one which is somewhat

difficult to define briefly and precisely, large-

lv because populations are fluid aggregations

of individuals often in a state of flux. We pro-

pose the following as a working basis: a ge-

netic population is a subgroup of a species

characterized by a gene poolsignificantly dif-

ferent from otherdivisions of the species and

maintained in its identity by geographical,

ecological, or cultural isolation. This defini-

tion is broad enough to cover major races of

mankind, the diverse breeds of domesticated

animals, and the numerousvarieties and sub-

species that are characteristic of most widely

distributed species of plants and animals.

Boundaries between populations are typical-

ly zones of mixing in which individuals of

different groups mate. Theclassification of

populations may be hierarchical; we may

consider all Caucasoid peoples as one popu-

lation or subdivide down to a point of com-

paring the genetic composition of Britons

with English and Welsh surnames (Roberts,
1942, cited by Stern, 1973). We shall return

to a consideration of the conceptofrace later

in this chapter. For the present weshall de-

velop a model system that involves interac-

tions between a number of dynamic pro-

cesses. Although population genetics may

involve laboratory experiments, its main
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thrust is toward the analysis of changes in the

gene pool of natural groups. To this end a
considerable body of theory has been built

up to deal with the complexities of the real

world. We shall present a much simplified

account of the subject; one which we hope

will enable students to apply their knowledge

to behavioral problems. More detailed ac-

counts can be found in Li, 1955; Falconer,

1960; Crow and Kimura, 1970; and Cavalli-

Sforza and Bodmer, 1971.

GENE POOL AND GENETIC

EQUILIBRIUM

Imaginethat all ova and sperm of a given

population were thrown together, thoroughly

mixed, and allowed to form zygotes which

then developed into the next generation. We

are assuming here that the species must re-

produce sexually. If we consider any particu-

lar autosomal locus A, with two alleles, A’

and A”, a gamete may contain either of these

but not both. We now symbolize the pro-

portion of A’ as p andthat of A” as q, with

p + q = 1. The model can deal with more

than twoalleles at a locus, but their introduc-

tion would make the equations more complex

without illustrating any new principles. If

there are no barriers to the fertilization of

either type of ovum byeither type of sperm,

the probabilities for the formation of each

possible type of zygote are given by the prod-

ucts of the frequencies of the combining

gametes. Such a random-mating system is

called panmixia. The outcome is shown in

Table 4-1 as a Punnett square. Since the two

ways of forming heterozygotesyield identical

zygotes, the proportions of the three geno-

types are p{A'A') + 2pq(A’A") + q{A'A").
This is the familiar binomial expansion of

(p + qg)?. When p = q = 0.5, as in the F, of



Table 4-1. Panmixia in a one-locus

two-allele system*  
Male gamete  

     

 

Zygotes

A'A"(p*) A’A"(pq)
A’A ‘(pq) A "A "q’)

*The frequencies of genes and genotypesare in paren-
theses. p + g = 1.

Female A'(p)

gamete        

two purebreeding lines (one homozygous
for A’, the other for A”), these proportions
are 0.25(A'A') + 0.50(A’A") + 0.25(A"A"),
If p = 0.9, the proportions are 0.81(A‘A’) +
0.18(A'A") + 0.01(A"A").

It is important to note that the attainment
of these frequencies of combinations bears no
relationship to the source of the genesif they
combine at random. The gametes could come
from two pure stocks, one A’A’ and the other
A"A", or from a population that has practiced
panmixia for many generations. The result
in either case, provided the assumptions are
met and the population is large, is a predict-
able genetic equilibrium. In small popula-
tions, of course, sampling variation can lead
to substantial deviations. We shall stay with
large populations andstate that genetic equi-
librium, a condition of transgenerational sta-
bility of the frequency of both genes and
genotypes,is attainable with a single genera-
tion of random mating regardless of possible
previous assortment of the genes. This fact,
discovered independently by twoscientists
(Hardy, 1908, and Weinberg, 1908), is known
as the Hardy-Weinberglaw andis thestart-
ing point of further extensions of population
genetics.

Perhapsthefertilization of the ova of star-
fishes occurs in the random manner assumed
in our model because the gametes of these
animals are shed into seawater, where they
combine. In most of the animals studied by
behavior geneticists, mating occurs between
individuals, and in some species monog-
amous sexual relations are the rule. In hu-
man beings and many other species, genera-
tions overlap and thus complicate matters.
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Despite these deviations from the idealized
model, many genetic systemsfit the Hardy-
Weinberg equations well. In Chapter 12 we
shall illustrate its use in testing a genetic
hypothesis in humans, thus circumventing
our inability to perform genetic experiments
in Our Own species.

DEVIATIONS FROM EQUILIBRIUM

There are other, more serious weaknesses
in the panmictic model as descriptive of ac-
tual populations. Gametes, and particularly
zygotes, vary in viability; errors in replica-
tion of DNAresult in new alleles; the mixing
process in our modellake is imperfect; genes
may be transferred between pools and thus
alter the value of p and q. Six ways in which
deviations from genetic equilibrium may oc-
cur are formally recognized. Weshall discuss
each separately and then consider how they
interact.

Mutation

As we have learned, DNA replication is
subject to error at a very low rate; the novel
allele is called a mutation. We shall desig-
nate the mutation rate of A’ to A” by u. This
meansthat the proportionof alleles changing
from A’ to A” per generation is pu. Mutations
are potentially reversible, and we symbolize
the backward rate, A” to A’, by v. Hence
qu is the proportion of genes reverting from
A" to A’. Ifp and u arerelatively large with
respect to q and v, the mutational process
will move the gene pool toward a higherpro-
portion ofA”. As A” increases, the backward
mutations tend to balance the forward ones.
At equilibrium, the rates will be equal: pu =
qv;q =ul/u +v);p =v/(u + v). Note that
the equilibrium values for p and q are in-
dependent of the absolute mutation rates
and depend only ontheir relative sizes. The
so-called spontaneous mutation rate in high-
er animals is low and is generally measured
indirectly. It varies from locus to locus, but
values between 107° and 10-® (between 10
and 1 per million) are often reported. In gen-
eral u and v differ markedly; thus mutation
by itself would produce equilibria in which
the more mutable allele is much rarer than
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Fig. 4-1. Selection rate for various genetic situations. (From Levine, L. 1973. Biology of the
gene, 2nd ed. The C. V. Mosby Co., St. Louis.)

Table 4-2. Selection against recessive allele at a single locus
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Genotype frequency Frequency of a*

 

 

Base population Do 2Po qo qo do
Generation 0

Fitness 1 1 1-—s
After one generation Do 2 Go qo (1 — s)

When s = | "=; fe

1l—-sWhen s < 1 gq, = toe

 

*The formula for q; is derived by substituting 1 — gp for py in the equation giving the composition ofthe first selected
generation in termsof the parental population. The sum of these terms reduces to 1 — sqo, indicating that the selected
generation is deficient in offspring of the recessive class. Since each heterozygote contributes one recessive gene, and
each homozygote, two, the total number of recessive alleles in the selected generation is poqo + qi — sq?. This
simplifies to qo(1 — sqo).

dominance, starting each curve with an ini-
tial frequency of 0.95 for the allele selected
against. Can you explain whycurve

a

is so flat
from the tenth to the thirtieth generation?
And why the decline in the frequencyofa
dominantallele that is exposed to selection
in both homozygous and heterozygous com-
binations is so slow whenthe allele is com-
monp

There are important implications of the in-
accessibility of fully recessive genes to selec-
tion. By extending the analysis shown in
Table 4-2 to additional generations, it is easy
to demonstrate that q,, the frequency ofa

after n generations, is:

_ Yo

+ NY0 (1)
Yn

Suppose, for example, that one wishedto re-
duce the frequencyofa deleterious recessive
gene from 10-? to 10~° by preventing the
breeding ofall individuals showing thetrait.
Such a change would result in the lowering
of the incidence of the trait from 1: 10,000 to
1: 1,000,000. Rearranging equation 1, one
obtains:

~
do dn

n= (2)
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Solving for n vields 900 generations. If there

were a method for detecting heterozygous
carriers of the unwantedallele, the efficiency

of selection could be increased. An important
area of human behavior genetics is directed
toward this objective, which can be vervuse-
ful in genetic counseling.
The equationsrelating changesin genefre-

quencyto the numberof generationsof selec-
tion become more complex whenfitness of
the homozygous recessive is greater than

zero. Solutions may be found in specialized
texts such as Li (1955), Crow and Kimura

(1970), and Wilson and Bossert (1971). Given

data for values for changes in gene frequen-
cles over one or more generations, it is pos-

sible to compute s. Such computations may
have behavioral significance if s can be re-

lated to sensory and motor capacities or to

other traits that may affect fitness.
Kindsof selection. All organisms are sub-

ject to natural selection, which operates

throughall factors influencing the survival of

genes. Darwin (1859) madethis principle the
cornerstone of his theory of organic evolu-

tion, although his ideas of genetic transmis-

sion were completely erroneous. Natural se-
lection has no preordained direction; the
genotypes with the best survival potential in

one environment maybeinferior in another.

And,of course, differential survival of pheno-

types has no genetic consequencesunless the
phenotypes are based on genetic variability

within a population.
Artificial selection was practiced by man

long before genetics emerged as a science,

and it resulted in the production of improved

(from the human point of view) varieties of

domestic animals and crop plants. Psychol-

ogists have used selection to produce strains

of rats differing in maze learning (Tryon,

1929, 1940), in emotionality (Hall, 1938;

Broadhurst, 1960b), and in other characteris-

tics. Artificial selection is ordinarily direc-

tional, since it is guided by previously as-

signed criteria of what is desired.

Natural selection mayalso be directional

if an environmental change renders an ex-

treme phenotype more fit than those nearer

the population mean. More frequently, nat-

ural selection worksagainst all extremes, and
it is then called stabilizing selection. An ani-
mal breeder culling undersized and over-
sized individuals from his stocks is practicing
the samething.

Intensity of selection may be defined as
the proportion of individuals in one genera-
tion who transmit their genes to the next.
Clearly, selection can be much more intense
if one parental pair produces manyoffspring.
Very intensive selection might seem to be
the way to achieve the most rapid results in
a directional project, since only the most ex-
treme phenotypes would contribute. But, as
we shall explain more fully later, funneling

all propagation througha few individuals nar-
rows the amount of genetic variation on

which selection can operate. For the long
pull, moderate intensity of selection is usu-
ally more productive.

Migration

If there is mixing between two populations
with different gene frequencies, the new
composite population will have a new set of
frequencies determined bytheinitial values
in the two original groups and the propor-

tional contribution of each. Let g, and qy

symbolize the frequency of an allele of in-
terest in populations x and y, respectively.
Let M equal the proportion of x individuals
in a new population, z, formed by a mixing of
x and y. Then:

q: = Mq; + (1 — M)qy (3)

If the values of g,, gy, and g, are determined
empirically, it is possible to compute M and
thus estimate the degree of admixture of two
originally separate populations. The equation
is simplified if either g, or gy is zero. For ex-
ample, the contribution of persons of Euro-
pean descent to produce the American black
population has been estimated by a number
of investigators with variable results. Perhaps
the best estimate is that about 22% of genes
in present-day blacks are of non-African
origin. Reed (1969) has dealt critically with
the difficulties of applying the simple model
to real populations. More important than the

exact values is the principle that population



genetics can provide information on mating

patterns of natural populations, human and
animal, that are not accessible to direct ob-
servation.

Genetic drift

Perfect mixing of the gametes in our hypo-
thetical gene poolis unlikely in practice. Ova
and sperm from onesource will tend to stay
together so that samples from oneregion will
not represent the whole population. In avery
large population, deviations in opposite di-
rections will over the long run be equal, so
that the gene and genotype frequencies re-
main stable in the population as a whole.
However, if a small, nonrepresentative sam-

ple were used to seed a new pool(a previous-
ly uninhabited area), the gene frequencies of
old and new populations would be different
and would continue so. Successive serial
sampling and colonization of several new
areas could result in a number of discrete
groups of the sameorigin, although differing
significantly from their source and from each
other. Such sampling variations will be more
important when very small numbers of in-
dividuals found a new population. Until re-
cently mankind was characterized by numer-
ous small religious or geographical isolates
that were reproductively isolated. Many of
the features that differentiate human racial
groups must have been established in such
isolates through drift, although others could
be the result of different selective pressures
associated with climate, food resources, and
the like.

Assortative mating

The mating of individuals with others of
similar phenotype more frequently than
would be predicted by random association is
called positive assortative mating. Negative
assortative mating is, of course, a dispropor-
tionate incidence of matings between in-
dividuals of differing phenotypes. Positive
assortative mating for physical and psycho-
logical characteristics of man is well docu-
mented (Conrad and Jones, 1940: Vanden-
berg, 1972). Positive assortative mating for
morphological traits in Drosophila melano-
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gaster has been demonstrated by Parsons
(1965), and in mice both positive and nega-
tive assortment have been shown in labora-
tory studies (Mainardi, Scudo, and Barbieri,
1965; Yanai and McClearn, 1972, 1973).

Assortative mating is based on pheno-
types, but it will have genetic consequences
if genes contribute substantially to the vari-
ability of the characteristics on which it is
based. As weshall demonstrate later, genes
do contribute to many kinds of behavioral
variation, and assortative mating must be

considered in applying mathematical models
to real populations. By itself, however, assor-
tative mating does not alter gene frequen-
cies, only genotypic ones. In the extreme it
could result in a bimodal distribution of the
phenotype on which assortmentis based and
the establishment of two relatively inde-
pendent populations.

Inbreeding

Inbreeding may be defined as the mating
of individuals more closely related than the
average of the population. In humans such
matings are usually called consanguineous.
The definition implies that the measureofin-
breeding must be relative to some base pop-
ulation in which all individuals are nonre-
lated. It also implies that some inbreeding
will occur in panmixia, since a perfectly ran-
dom system will not proscribe matings be-
tween close relatives such as parent and off-
spring or brother andsister. Inbreeding has
been an important tool for geneticists, since
it is used to establish the pure lines on which
much of experimental genetics depends.
To understand the consequences of in-

breeding it is convenient to introduce two
new terms. Genes are consideredto be iden-
tical by function when theyare alike at the
molecular level and perform identically in
the cell. Genes are identical by descent when
they can be traced back to one specific an-
cestral gene that has replicated to form iden-
tical descendants. Obviously, identity by
descent also connotes identity by function,
but the opposite is not true. Note also that
there must be some arbitrary base from
which identity by descent is determined. All
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human beings alive today are descended
from a small band of Homo sapiens from
whom we are separated by perhaps 10,000
generations. Many mutations have occurred
during this time; some have survived, and

others have been lost, but in a broad sense

most of our genesare alike by descent from
the remote past. For our purposes, however,

it is more useful to consider closer relation-
ships. Thus, before considering the quanti-
tative aspects of inbreeding, we shall con-
sider the measurementof relationships.

Coefficient of relationship. An objective
measure of genetic relationship between two

individuals is the probability that their genes
at a given locusare identical by descent. This

will also be the average proportion of all
their genes that are alike by descent. We
shall calculate this coefficient for a few com-
monsituations: parent-offspring, sib-sib, and

uncle-nephew. In the following diagram we

deviate from the standard method of desig-

nating alleles and use a series of capital let-

ters, unique for each of four homologous

genes in a pair of unrelated individuals.

Father Mother

Parental genotypes AB wx

Possible offspring AW AX BW BX

genotypes

It can be seen readily that each offspring

must have one gene in common with each

parent and no more than one gene. Hence

the coefficient of relationship between a child

and either parent is %.

The computation of the relationship be-

tween sibs is slightly more complicated but

still straightforward. Sibling 1 must receive

either A or B from the father; the probability

 

Fig. 4-2. Pedigree for calculation of degree ofrela-

tionship. (See text for explanation.)

that sibling 2 will receive the same geneis 4;
the probability that they will be different is
also 4%. The same reasoning applies to the
maternal contribution. Combining the prob-
abilities of identity and nonidentity of the
two parental contributions we have:

Degree

of rela-

Sibs 1 and 2 tionship

Alike in maternal and wWxh=M% 1

paternal contribution
Alike in maternal, dif- wWwxh=\%

ferent in paternal Vy

Different in maternal, wxh=M%

alike in paternal

Different in both ma- wxh=% 0

ternal and paternal

contribution

The average relationship is the same as par-
ent with offspring, but siblings may be more
or less closely related at particular loci, de-

pending on chance.
A simple method of determining relation-

ship is illustrated in Fig. 4-2. The letters

designate individuals; the connecting lines,

transmission of a gene preceded by segre-

gation. To find the relationship (probability
of having genes identical by descent) be-

tween any pair of individuals, I, and I,, we

count the numberof sectors, k, in each sepa-
rate pathway connecting them, and record

the lengths, n,, n....n,. Their relationship

is simply:
k

Rio = 2 (2) (4)

For the siblings, D and E, there are two
paths (1,2) and (3,4), each of length 2. Their

relationship is (44)? + (4)? = %. Similarly,

the relationship ofH to E is %4. As an exercise
determine the relationship between H and I;

I and J. These computations assume that

none of the individuals in the pedigrees are

inbred. If some are, the probability that their

descendants will have genes identical by

descent is increased.

Coefficient of inbreeding. The quantita-

tive measurement of inbreeding follows the

same line of reasoning we have usedto cal-

culate relationships between individuals.

The inbreeding coefficient, commonly sym-



(a’ a”)
A _

E

Fig. 4-3. A is a commonancestor ofC and D, par-
ents of E. The inbreeding coefficient of E, Fz =
(¥2)* (1 + F,). (See text for explanation.)

bolized as F, is the probability that the two
homologous genesofan individualare identi-
cal by descent. Whentheyare, the individ-
ual may be called autozygous at the locus.
One can think of F as a measureof the re-
latedness of the maternal and paternal con-
tributions to the genome. The more closely
related the parents, the greater is the prob-
ability of autozygosity in their offspring.

Consider, for example, the pedigree of
Fig. 4-3. A is an ancestor of both C and D,
whose offspring EF is, therefore, inbred. Five
segmentsin the lines of descent form a closed
path, including A and E. The probability is
(44)° that A’s gene a’ was transmitted in each
of the five segregations, so that E’s genotype
is a’a’. There is an equal probability for auto-
zygosity of a", and the probability of one or
the other outcome is the sum of the two,
(%4)* = 4/16. IfA were already inbred,the in-
breeding coefficient of E would be higher,
since both B and C would receive genes
identical by descentfor all of A’s autozygous
loci. Thus, the general formula for the in-
breeding coefficient ofi is

Fi = : (4)"~' (1 + F,) (5)

where

n = numberof segregations in each ring
k = numberof closed paths

F, = inbreedingcoefficient ofcommonancestor

Inbreeding does not directly change gene
frequency, but it may have large indirect
effects. As the probability of autozygosityin-
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Fig. 4-4. Percentage of homozygosis in successive
generations under three different systems of in-
breeding. (From Russell, W. L. 1941. Inbred and
hybrid animals and their value in research. In
Snell, G. B., ed. 1960. Biology of the laboratory
mouse. Dover Publications, Inc., New York.)

creases, recessive alleles will be more fre-
quently exposed to selection than in a pan-
mictic population. Homozygosity and conse-
quent phenotypic expression of rare reces-

sive alleles is substantially more frequent in
the offspring of consanguineous matings. And
regardless of selection, continued inbreeding
within lines results in loss of genetic vari-
ability as more and moreloci becomeautozy-
gous. Geneticists have made use ofthis fact
to develop inbred lines whose members are
essentially genetically identical. Fig. 4-4
shows the rate of attaining homozygosity
with several regular systems of inbreeding.
The particular assortmentofalleles fixed in a
group of inbred lines derived from the same
base population is essentially random, though
subject to constraints imposed by the neces-
sity of survival and propagation.

Inbredlines of rats and mice are in a sense
a sampling of populations of commensal ro-
dents that have been domesticated by man
quite recently. If they were a true random
sample, the genomes of an array of such
strains could be considered to be represen-
tative of the original species. Actually, inbred
strains come in an assortment of coat colors
almost neverseenin their feral and commen-
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sal relatives, and have been subjected to se-

lection for docility and adaptability to con-
finement or for special phenotypic character-

istics such as susceptibility to cancer. Inbred
strains are usually smaller, less vigorous, and
less fertile than noninbred lines or than their
F, hybrids. They do, however, have the great

advantage for geneticists of genetic unifor-
mity within lines that usually leads to a high
degree of phenotypic resemblance. Excep-
tions to this principle will be noted later. De-
spite the somewhatartificial nature of inbred
strains and their generally reduced vigor as
compared with heterogeneous stocks, they
are extremely valuable for experimental be-
havior genetics.

Interactions between factors

In real populations, selection, mutation,

mixing, assortative mating, and inbreeding
mav be acting simultaneously. Drift may
have important influences on gene frequen-

cies if the population is small. The quanti-

tative aspects of such interactions are dis-

cussed in the specialized texts previously

cited. In general, theory is ahead of experi-
mentation and even farther ahead of our

knowledge of actual populations. Neverthe-

less, there is growing interest in what Bruell

(1970) has called “population behavior ge-
netics.” Here we shall merely touch on a few

of the ways in which the concepts of popula-

tion genetics have been important to be-

havior genetics.

Mutation-selection equilibria are of par-

ticular relevance in the case of genes that

produce mental defect with resultant reduc-

tions in fitness. Such genes are regularly re-

moved from the population as their carriers

fail to leave offspring, but they continueto be

added through new mutations. In a popu-

lation at equilibrium, the rate of removal

must equal the rate of mutation. If one makes
some simplifying assumptions, it can be

shown that, for a dominant gene with com-

plete penetrance, the mutation rate, u, is

approximately equal to one half the product

of the selection index by the gene fre-
quency,p.

u= — (6)

For a completely recessive gene with fre-

quency, qg, the comparable expressionis:

u = q?’s (7)

And for an X-linked recessive (qj, = fre-

quencyof the gene in males):

— Gms 8u 3 (8)

In each of these equations the right-hand
term represents the product of the selection
index by the proportion of individuals show-
ing the trait. Dominant genes and X-linked
genes in males are exposed to selection inall
individuals carrying them; recessive genes
are so exposed primarily in the homozygous
state. One can use these expressions to mea-

sure mutation rates indirectly in a population
if data are available on the incidence of the

genetic anomaly and the intensity of selec-
tion against it. The accuracy of the estimate

depends on the validity of the assumptions
(1) of genetic equilibrium and (2) of the lack

of deleterious effects of “recessive” genes in
heterozygotes.

When one homozygote, say AA, is supe-
rior to another, say A’A’, and at least equal-

ly as fit as the heterozygote, selection leads

steadily to the elimination of A’. What hap-

pens when selection favors the heterozy-
gote over both homozygotes? A classic ex-
ample of such a situation is the genefor sickle
hemoglobin, HbS. In portions of Africa
wherefalciparum malaria is or has been com-
mon, heterozygotes (HbA/HbS) resist the
disease better than do individuals with nor-

mal hemoglobin (HbA/HbA). HbS/HDS in-

dividuals suffer from severe anemia and die
in infancy or, at least, before reproducing.
The geographical distribution of HbS and
some other genes with similar effects on re-
sistance to malaria has been found to cor-

respond closely with high-incidence areas of

the disease. Equilibrium in such casesis at-
tained when the proportional rate of removal

of each allele is the same for both. Consider

a situation in which the fitness of AA is

(1 — s), and that of A’A’ is (1 — s’). Gene

frequencies are p and gq, respectively. The

proportion of allele A accessible to selection

is 2 p?/p = 2p. The numberofhomozygotes



(AA) is p?, and each individual removed from

the population carries two genes. A similar
calculation can be made for A’. Then,at equi-
librium:

2 ps = 2qs' (9)
,

— d =

P s+5°0 4

S

s+ s’ (10)
  

Such systems are said to show balanced
polymorphism because they ensure the con-
tinued survival of more than oneallele at a
locus. The store of genetic variability so
maintained can be an important resource in
adapting to environmental change. Under
such conditions the relative values of s and s’
will shift, and a new equilibrium of genefre-
quencies will be established.

Natural populations appear to be very
heterogeneous genetically (Lewontin and
Hubby, 1966), and this heterogeneity is
likely to be based in part on the balance sys-
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tem just described. However, other mech-
anisms could also lead to the maintenance of
genetic diversity. In a nonhomogeneous

world therelative fitness of genotypesfluctu-
ates; AA may sometimes outpropagate A’A’
and at othertimesor in other places do more
poorly. Whateverits source, one expects that
a highly variable population would be more
successful in exploiting new environments
and in coping with unusualstresses.
The population genetics models described

in this chapter have necessarily been simpli-
fied. Assortative mating and inbreeding, par-
ticularly in small populations, introduce com-
plexities that must be considered in research,
particularly with humans who do not mate
and propagate to suit an ideal experimental
design. For our species, in particular, the
concept of a gene pool in a somewhat un-
stable equilibrium is central to much behav-
ior genetic research.
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Genetics of quantitative attributes

Thus far we have been considering the re-

lationship between genotype and phenotype

as deduced from experiments in which the

substitution of one allele for another leads to

a change of the phenotype from oneclass to

another. Thus a wild-type house mouse of

agouti coat color has an AA genotype; chang-

ing one of these genes to A™ produces a

vellow coat because of the suppression of

black pigment formation. If we know the

dominance relationships of each allele for a

single locus, we can determinethe frequency

of each by the Hardy-Weinberg formula,

provided, of course, that the population is in

genetic equilibrium.

Genes with clearly defined phenotypic ef-

fects are often called major genes, and many

are known by their influence on structural

and biochemical traits. Often such genes

have pleiotropic effects on behavior; thusal-

bino mice are less active than pigmented

mice in a brightly illuminated openfield. The

merits of looking for behavioral effects pro-

duced by well-defined mutations are great.

The progress of genetics as a science is based

on its adoption of a particulate theory of he-

redity to replace the older ideas of blending

of the germinal material from the two parents

in their offspring. Mendel demolished this

concept when he recovered both parental

phenotypes in typical form from the F, of a

cross between purebreedinglines.

Yet there are characteristics that super-

ficially appear to be transmitted as the blend-

ing model would predict. Children resemble

their parents in height, and, when the par-

ental difference is great, the children are

usually intermediate between them. Theoff-

spring of two parents of intermediate height

will, on the average, also be intermediate,

although they may vary considerably in both
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directions. There are no sharp discontinu-

ities in the frequencydistribution of height

that enable oneto classify humansas “tall”,
“intermediate,or ‘short’ on a rational basis.

Neither can the outcomes of matings be-
tweenindividuals of different heights be pre-

dicted from the original form of the Men-

delian laws, which require specification of a

limited number of phenotypic categories.
In the early part of the twentieth century

there was a period of controversy between

Mendelians and biometricians regarding the
proper method for genetic analysis of con-
tinuously distributed traits, such as height,
body proportions, and behavior. Somebio-
metricians believed that mechanisms other

than the nuclear factors that transmitted
Mendelizing traits must be involved in the

inheritance of quantitative traits with an

essentially continuous distribution. Fisher

(1918) demonstrated, however, that the

observed resemblance between relatives

in such traits was explicable by a model

which assumed that the degree of their de-

velopment was dependent on effects of

segregation at a numberofloci with cumula-

tive effects on the phenotype. Mather(1949)

introduced the name polygenes for genes that

cannot be identified individually but whose

existence is inferred on the basis of the trans-

mission patterns of quantitative phenotypes.

This definition essentially holds today, al-

though in a few instancesloci affecting quan-

titative characteristics have been mapped

through their linkage with major genes (Tho-

day, 1961).

Sometimes the term polygenic trait is

used, but one mustnot infer that major genes

and polygenes operate in separate realms.

Current hypotheses for genetic regulation of

intelligence uniformly stress the involvement



of many loci. Yet there are a great numberof

biochemical and neurological mutations that
interfere with nervous system function and
depress IQ test scores moderately or se-
verely. For the most part (there are excep-
tions; see Chapters 14 and 17), the influence

of such mutations on intelligence is nonspe-
cific; a gene is identified by its biochemical
and morphological effects rather than by a
unique psychological effect. Since such genes
are individually rare, they account for only a
small portion of the heritable componentof
intelligence, but they are of great concern to
persons involved with problems of mental
deficiency. Polygenes affecting intelligence
are not detectable by abnormal products or
gross alterations in structure but can be dem-
onstrated bystatistical means, just as Mendel
demonstrated the existence of genetic factors
with absolutely no knowledge of their physi-
cal nature.

Wehavesuggested that traits with discon-
tinuous distributions are likely places to look
for major gene control, whereas those with
continuous distributions usually involve
polygenes. As generalizations go, this is rea-

sonably accurate, but there are exceptions. A
basically continuously distributed trait, such
as the activity of an enzyme involvedin neu-
ral transmission, may have minor effects on
behavior until it falls below a critical thresh-
old. The population will then be divided on a
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behavioral scale into two phenotypicclasses,
afflicted and normal but on a biochemical

scale its variation could fit the normal curve.

Conversely, a single locus might produce
classical Mendelian ratios for a biochemical
characteristic that has a small input into brain
function, an input which is insufficient to
split the population into discontinuous phe-
notypic groups. Fig. 5-1 represents the two

situations. We shall see later that after sever-
al decades of research, monogenic and poly-
genic models of inheritance are still compet-
ing as explanations for such traits as audio-
genic seizures in mice (Chapter 6) and
schizophrenia in man (Chapter 16).

For a behavior geneticist with physiological
interests, polygenic systemsareless satisfying
for study than monogenic ones. The specific
locus approachoffers the potentiality of relat-
ingprimarygene products to behavior through
the intermediacy ofdevelopment, differentia-
tion, and cell function. The advantagesof this
strategy have beenstressed by several writers
(e.g., Caspari, 1964; Merrell, 1965; Hawkins,
1970), andit has also been stronglycriticized
(Wilcock, 1969). Weshall leave the mediation
of this clash ofviewsto students as they evalu-
ate the results of each method. Actually the
two strategies, specific locus and biometrical,
are complementary, since each is uniquely
suitable for certain problems. Behavior is an
attribute of an organism as a whole, and hun-
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Fig. 5-1. A, Continuous frequency distribution (dashed line) of a somatophene and discon-
tinuous distribution (heavy bars) of a psychophene whose two states are determined by the
value of the somatophenerelative to a threshold. B, Discontinuous distribution (heavy bars)
of a somatophenewith continuousdistribution (brokenlines) of a related psychophene. Broken
lines represent distribution for each of three genotypes; solid line is the sum of the three
Curves.
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dreds of genesare active in the differentiation
and functioning of sense organs, effectors, and
the nervousand endocrine systems. In a sense
all behavior is under polygenic influence,al-
though at times one locus can produce an
enormousdifference between individuals. As
long as psychologists are interested in indi-
vidual differences in complex phenotypes,
such as rate of learning, levels of activity and
emotional arousal, and tendencies to explore
or to seek mates, they will be involvedin poly-
genic systems, and their synergism with en-
vironmental stimuli. The sharper analytical
properties of the specific locus approachwill
find usefulness in the study of extreme be-
havioral deviations, and such investigations
can contribute to understanding of normal
functions.

In this chapter we shall introduce only as
much of the methodology of quantitative ge-
netics as is essential to comprehension of
later chapters. A minimum ofproofs will be
given, and these for simple systems. Other
methods will be introduced later in connec-
tion with discussion of specific studies. Use-
ful guides to this area of genetics include

Reeve and Waddington (1952), Falconer

(1960), Burdette (1962), and Mather and

Jinks (1971).

MEASURING QUANTITATIVE

ATTRIBUTES

Since individuals cannot be arbitrarily as-

signed to classes on the basis of a measure-

ment (X;) of a continuously distributedtrait,

their positions aredefined in relation to the

population mean (X). Immediately it is clear

that the genetic analysis of quantitative traits

must involve the specification of a reference

population. It will often be convenient in our

discussions to express measurementsas devi-

ations from the mean (x; = X; — X). The dis-

persion of measurements within the popula-
tion is commonly expressed in termsofvari-

ance (V or s?). The standard deviation (s) is

the square root of the variance and is ex-

pressed in the same units as X. Variance is

the average of the squared deviations of a set
of observations from their mean. The rela-

tionships for a sample of N individuals in

terms of both X and x are summarizedhere:

Rawscores (X) Deviation scores (x)

 

=> =X; _ 2x; _
Mean X = N x= N = 0)

> (X; — xy 2x?
. 2 _— 2 =

Variance S yO S N 

Textbooks of statistics should be consulted
for additional information. For example, the
best estimate of the variance uses N — 1 as
the denominator rather than N, as given
here.

Ifa population is distributed symmetrically
about its mean, approximately 67% of the ob-
servations will fall within one standard devia-
tion from X, and about 96% within two stan-

dard deviations. We shall be concernedpri-
marily with variances because of certain

mathematical properties that are useful for

genetic analysis, in particular their property

of additivity.
Basically, all forces determining the phe-

notype (P) of an individual can be subsumed
under a genetic (G) or an environmental (E)

category. Each category is extremely com-
plex and must be subdivided for analytical
purposes. We mayexpress the simple model
as follows:

P=G+E (1)

All three terms are best expressed in relation

to the population mean. It follows that the

phenotypic variance can likewise be divided
into components:

Vy = Va + Ve + Vee (2)

The V,. term is added to take care ofsitua-
tions in which the effects of E are quantita-
tively different for different genotypes. The
fundamental problem of quantitative behav-
ior genetics is to partition V, into its compo-

nents so as to estimate the proportional con-
tributions of genes andlife histories to popu-
lation variability. All methods make use of
the phenotypic resemblance between rela-

tives as a meansof estimating V,. In animal

experiments inbred strains and selected lines

can be compared andcrossed in orderly fash-

ion. In human behavior genetics the investi-
gator compares the degree of similarity of
close relatives with that of individuals taken



at random. In both cases attention must be
given to possible genotype-environmentcor-
relations. It is often possible in animal ex-
periments to reduce such correlations by
strictly controlling rearing and test proce-
dures. With humans an attempt must be
made to evaluate the degree of correlation
and consider it in any partitioning of vari-
ance into genetic and environmental compo-
nents. Genotype-environment correlations

may even have interest in their own right.
Before further formal developmentof the

model, it is of interest to consider special
situations that illustrate some fundamental
points. If one were to measure behavior in a
highly inbred strain of fruit flies or mice,all
or nearly all of the phenotypic variation
would be attributable to environmental
sources, since genetic homogeneity abolishes
Vz, leaving only V,. Similarly, differences
between monozygotic (one-egg or identical)
co-twins are a pure measure of V,. Con-
versely, if one could rear genetically different
individuals exactly alike, all variance between
them would be V,. In practice this is impos-
sible to achieve, although a close approxima-
tion can be reachedin the laboratory.
These extreme examples demonstrate that

V,, Vz, and V, are properties of defined pop-
ulations in specified situations. Ratios be-
tween them, such as heritability, which will
be defined later in this chapter, can neither
be constants for a given trait nor indicate the
relative contribution of G and E to the phe-
notype of a particular individual. Quantita-
tive genetics is inextricably bound up with
the concept of populations.
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GENOTYPIC VALUES: ADDITIVE
AND DOMINANCE EFFECTS

Our modelfor the genetics of quantitative
attributes is a one-locus system with two
alleles, A and A’ (Falconer, 1960). For-
tunately, it can be extended with reasonable
accuracy to polygenic systems with multiple
alleles at each locus. In Fig. 5-2 we depict a
cross between two purebreedinglines, P,,
which is homozygous A’A’, and P,, which is
homozygous AA. The average phenotype
of P, is —a; that of P, is +a. Throughoutthis
chapter lowercase symbols will designate
phenotypes rather than recessive genes.
Plain capital letters represent alleles associ-
ated with positive deviations from the mean:
primed capitals represent alleles producing
negative deviations. In Fig. 5-2 the parental
strains are shown as equidistant from ficti-
tious midparent (M) with a phenotype of
zero. The mean phenotype of the F, hybrid

is shown on the P, side of M at point d, in
this diagram at 0.4a. If A and A’ combined
additively (no dominance), the F, mean
would coincide with M. If the F, were on the
left of M, d would be negative, and if it were
on the right of P,, as shownin the lowerpart
of the figure, we would call the phenomenon
overdominance.

An extension of the model to a two-locus
system is shown in Fig. 5-3, and further ex-
pansion to n loci is straightforward. We show
the simplest situation, the F, of a cross be-
tween two purebreeding strains, one AABB
and the other A’A’B'B’. The phenotypic ef-
fects of the two loci are equal and cumula-
tive. Thus either AA or BB contributes a/2

  

Fig. 5-2. Genotypes and phenotypes: a model of quantitative inheritance.
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Male gametes
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to the phenotype; AA’ or BB’ contributes

d/2: A'A’ or B'B' contributes —a/2. The

achieved average phenotypesare simply the

sums of the effects of the two loci and are

shown in the lower portion of each of the 16

cells in Fig. 5-3. Adding these values and di-

viding by 16 yields d/2 as the mean pheno-

type of the whole array.

In more detail the 16 cells constitute six

phenotypic classes that are listed here with

the frequencyof each: l(a), a(¢ 5 o), 4(5)

2(zero), a(4 —4), 1(—a). Note that ifd = 0,

 

 

the mean phenotype also becomes0, and the

distribution is symmetrical: 1(a), 4(5)

—a
6(zero), 4(): l(—a). A valuable exercise

is to extend this model to the two back-

crosses, (F, < P, or B,) and (F, X Py, or By),

and the F,. You should obtain means of

qa) for B, and Pa) for B,. What do

you find for F,? The graphic representation

of this calculation is shown in Fig. 5-4.
The thoughtful reader will recognize that

nature may be much more complicated than

AB’

AABB’

at+d

2

A’B A’B’

A’A’BB

d-a

2

A’A’B’B’

—a

P
h
e
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t
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p
e
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Genetic group

Fig. 5-4. Graphic representation of phenotypes of

crosses shown in Fig. 5-3.

this model. A pure line maycarry a mixofin-

creasing alleles and decreasing alleles (e.g.,

AAB'B’): there may be strong dominance

at the A locus and noneat the B locus; inter-

locus interactions may result in making the

value of BB partially dependent on condi-

tions at the A locus. Unraveling such prob-
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Fig. 5-5. Binomial distributions for n pairs of genes with equal effects and superimposed nor-
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Complete dominance in the samedirection in all pairs of genes. (From Lush, J. L. 1945. Ani-
mal breeding plans, 3rd ed. Iowa State University Press, Ames, Iowa. Reprinted by permis-
sion.)

lemsis the concern of biometrical geneticists.
Weshall stay with the simple model, which
has proved adequate in a numberofstudies.
As the numberofeffective loci influencing

a quantitative characteristic increases, SYS-
tematic changes occur in the dispersion of
the phenotypic measurements. One can gen-
eralize from the dihybrid case of Fig. 5-3 toa
system of n loci with an increasing and a de-
creasing allele at each. There are 2n + 1
genotypes in terms of the numbers of in-
creasing genespresent. Actually there are 3”
different genotypes, but many may beas-
sumed to be equivalent functionally. The
proportions of each of these “equivalent
genotypesare given by the successive terms
of the expansion (p + q)?” when all plus

alleles have the same frequency, p, andall
negative ones the frequency q(q = 1 — p).
The distribution converges on the normalas
n becomeslarger (Fig. 5-5). The effect of
dominance is to produce marked skewness
at low values of n, but the distortion from
symmetry is low when

n

is 8 or more(right-
hand side of Fig. 5-5). If gene frequencies
are unequal, variability is somewhat reduced:
if the various loci have unequal effect, vari-
ability is increased.

TRANSMISSION OF QUANTITATIVE
TRAITS

In the following four sections the model
of quantitative gene action we have just de-
veloped is combined with the simple popu-
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lation genetics of genetic equilibrium and

random mating. The algebra is straighttfor-

ward, but the answers may not be obvious

without working through the calculations.

We have supplemented the algebraic treat-

ment with an arithmetic example to facili-

tate understanding of the material. How-

ever, it must be recognized that adopting

other values for p, g, and d or introducing

assortative mating and selection would yield

different numerical solutions.

The important points to be understood

are (1) populations are genotypically and

phenotypically stable in the absence of se-

lection, in spite of the fact that the off-

spring of phenotypically extreme individu-

als tend to be less extreme than their par-

ents (regression toward the mean), and

From specified

genotypes
Female gametes

Genotype

phenotype

frequency

Ph x F

AA
a(1.0000)
p2(0.5625)
p2a(0.5625)

d(0.4000)

2pq(0.3750)

2pqd(0.1500)

A’A’
— a(— 1.0000)
q2(0.0625)
— q2a(— 0.0625) 

(2) the phenotype of an individual is an im-

perfect guide to its breeding value when

allelic frequencies are unequal and domi-
nant gene action is present. The first of
these points is demonstrated in Fig. 5-6,
which depicts gene transmission and_ its
phenotypic consequences in a_twoz-allele

system from a parent generation, G-1, to

its offspring, G-2.
The two alleles are designated A (fre-

quency = p) and A’ (frequency = q). The

average phenotypic scores of the three pos-

sible genotypes are a (AA), d (AA’), and —a

(A’A'). For the numerical computations that

accompany the algebra we have set a = 1,

d=0.4, p= 0.75, and q = 0.25. The

three left-hand boxes contain descriptions

of G-1 in terms of genotypes, phenotypes,

From random

mating population

Male gametes
By parentage| By genotype

Genotype

phenotype

frequency

Ph X F

Average
phenotype

frequency
Ph X F

AA
a(1.0000)
p2(0.5625)

(0.5625)

pa + qd(0.8500)

p?(0.5625)

(0.4781)

Yo[(p — g)a + dj

(0.4500) A A’
d(0.4000)
2pq(0.3750)

2pq(0.3750) (0.1500)

(0.1250) (0.1688)

A’A’

— a(— 1.0000)
q2(0.0625)

(— 0.0625)

A’A’ pd — qa(0.0500)

—a(— 1.000) q2(0.0625)

(0.25) (0.0031)

Sum

(p — q)d + 2pqd
(0.6500)

Fig. 5-6. The transmission of genes and phenotypes in a random mating population. Genesof

a two-allele system are represented by uppercaseletters. The average phenotypes of the geno-

types are represented by lowercase letters. Arbitrarily assigned numerical values for the

phenotypesfollow the algebraic symbols in parentheses. Allele frequencies (p for A, q for A’)

have also been assigned numerical values. The left-hand boxes show the three possible geno-

types and their frequency in the population. The individuals represented by these boxes are

designated as females and are assumed to mate at random with males of the same population.

The position of the sexes could be reversed without changing any other feature of the figure.

See text for further explanation.





G-1 genotype

AA

AA’

ATA’
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G-2 phenotypesas deviations from the mean,

(p — q)a + 2 pqd, with the same algebraic

and numerical values used in Fig. 5-6:

G-1 phenotype G-2 phenotype

2q (a — pd) qla + q — p)d} (6)
(0.35) (0.20)

@ — pa + (p? + gdPPABO (7)
(—0.25) (—0.20)

—2p(a + qd) —pla+q-p)d]_ (8)
(—1.65) (—0.60)

Let us now look at the average effects of

genes A and A’ in a random population and

see howtheylead to a simplification of these

rather complex relationships. Average effect

is defined as the expected phenotype of the

offspring from a gametewith a specified gene

such as A or A’. An A-bearing gamete, for

example, will unite with another A_ with

probability p to produce an a phenotype and

with an A’ to produce a d phenotype with

probability g. The average effect of A’ can be

calculated similarly, and both are summa-

rized here with our arbitrary equivalents:

Expected

Gamete progeny -— Population mean =

A pa+qd — (p—q)at 2pqd =

(0.85) (0.65)

A! pd —qa — (p-—q)a+2pqd =
(0.05) (0.63)

Average effect

qla + (q — p)d| = qa (9)
(0.20)

—pla +(q —p)d]=—pa (10)
(—0.60)

The bracketed terms in the full algebraic ex-

pressions are identical and are commonly

symbolized as a, which has the numerical

value of 0.80 in our example. The breeding

value of a genotype, sometimes called its

additive value, is logically the sum of the

average effects of its two alleles. Thus:

 

Geno-

type Breeding value Meanofoffspring

AA qa (0.40) ga (0.20) (11)

AA’ (gq — p)a (-0.40) 4 —? o (—0.20) (12)

A'A' —2na (— 1.20) —pa (— 0.60) (13)

The reason that the expected meanof the

offspring is half the breeding value is that a

given parent contributes only one-half of the

genotype of each offspring, and under ran-

dom mating the average breeding valueofits

mates will be zero. We do not need to know

the actual genotype of an individualto esti-

mate its breeding value from the mean ofits

offsprings phenotypes. Of course, large

families are required for precision, and the

basic assumption of random mating and zero

correlation of genotype and environment

must be met.

Dominance deviations

The preceding section demonstrated that

the breeding or additive (A) value of a geno-

type differs from its average phenotype or

genotvpic value (G). This differenceis called

the dominance deviation (D) and can becal-

culated simply from the difference between

the values of G (equations 6 to 8) and A (equa-

tions 11 to 13) for each genotype. For the AA

genotype, for example:

Dus = 2q(a — pd) — 2qa = —2q'd (14)

(Numerical value in our example = —0.05.)

Similarly:

D414: = —2n7d (—0.45) (16)

It can be demonstrated that A and D are

not correlated and that the mean value of

each is zero. The importanceof differentiat-

ing between the two kindsof genetic effectis

that they contribute unequally to the resem-

blance between different types of relatives

and henceaffect the interpretation of pheno-

typic correlations. Furthermore, therelative

importance of D and A has been interpreted

from an evolutionary point of view. The asso-

ciation of a large dominance deviation with a

trait is taken as evidence that the trait has

been subjected to positive selection (Bruell,

1964).

Note that the dominance deviation (D) and

the value we have called d, deviation of the

F, from the midparent, are not the same.

The formula for the additive component in-

cludes a term ind,so that part of the effect of



a dominantgeneis transmitted. Ifd = 0, the
dominancedeviation disappears completely,
and the breeding values are Ay, = 2ga,
Aga = (q — p)a, and Ayi4, = —2pa. Quan-
titative genetics is simpler when dominance
is eliminated. One way of doing this is by
scaling, which is considered

a

little further
on.

It is appropriate here to note that there
are two major terminologies for quantitative
genetics. In this chapter we have employed
with slight modifications the system of Fal-
coner (1960). Roberts (1967) and McClearn
and DeFries (1973) have also followed this
system. Many authors, however, employ a
somewhatdifferent terminology that may be
confusing, since someletters (e.g., D) have
unlike meanings. We do notin this book deal
extensively with this alternate system and
recommendthat the student who encounters
it in the literature refer to such sources as
Broadhurst (1960b) and Mather and Jinks
(1971).

Epistatic deviations

The model we have developed based on a
single locus can be generalized to a poly-
genic system as

G=A+D+4I1 (17)

where G, A, and D are summedoverall loci.
The new term, I, is inserted to provide for
nonadditive interactions between two or
more loci. Such interactions define the term
epistasis, a phenomenon that is probably
common for behavioral traits which involve
synergistic actions of many genes. In prac-
tice, however, it is often impracticable to
distinguish I, and its variance may be pooled
with the error term. The concepts of breed-
ing value and dominance deviations, com-
bined with the quantitative expression of
degree of genetic relationship, provide a
basis for the estimation of heritability from
the phenotypic resemblance of various kinds
of relatives. We shall return to this topic after
a digression on the problem ofscaling.

Onscales and transformations

Wehave stated in the preceding sections
that the equations of quantitative genetics are
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simpler in the absence of dominance. Theas-
sertion of dominance is not as simple as one
might think. Suppose, for example, that we
have a strain of rat (P,) that averages four sec-
tion entries during an open field test. We
breed this strain to another (P,) which aver-
ages 64 entries in the sametest and obtain an
F, that scores 25. Since this is 9 points below
the midparent, we conclude that low activity
is dominant. There may be good reasons,
however, to express scores in terms of the
square root of the numberof entries. Now we
have average scores: P,, 2; F,, 5; and P, 8.
Dominance has disappeared. Were we to
transform the scores into logarithms to base
10, we would obtain P,, 0.60; F,, 1.40; and
P,, 1.81, with dominanceof high activity.
A commonreason for scale transformation

is the requirement of manystatistical tech-
niques, such as analysis of variance, that the
groups to be compared have reasonably ho-
mogeneous variances. This requirement is
often in conflict with the expression of data in
natural form such as the numberofsectors
entered in the open field. Commonly large
quantities fluctuate more than small ones
with a correspondinginflation of the variance
in an active as compared with a lethargic
strain. This is well illustrated by exploratory
activity scores in a Hebb-Williams (1946)
maze of two inbred strains of mice and their
hybrids (Thompson and Fuller, 1957) (Table
3-1). Note particularly that the variances of

Table 5-1. Exploratory activity in C57BR(P.)
and A (P,) mice and their hybrids

Transformed
Raw scores (X;) scores (X;)”

Mean

|

Variance

|

Mean

  
    Genetic group Variance

  

P, 932 22,274 22.9 9.74
B 396 22,259 18.9 30.15
F, 303 10,420 =—-:17.0 12.23
F, 288 23,613 16.1 29.60
B, 148 11,816 11.0 27.58
P, 11 80 1.0* 16.48%

 

*There were manyzero scores in this group. An adjust-
ment was madebyconsidering the distribution of X? to
be of truncated normal form.
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the raw scores for the genetically homo-

geneous groups, P, and Ps, vary more than

700-fold. When the data are transformed

to squaye roots, the ratio falls to 1.69. Both

these variances, as well as that of the F,, are

attributable wholly to environment. The

transformation not only helps to meet the

requirement for homogeneity of variances,

butit allows one to estimate V, by pooling the

information from P,, P., and F,. Weshall re-

turn to these data later and will only point out

here that on the transformed scores the vari-

ances are considerably higher in the three

groups in which segregation of P, and P,

alleles was possible than in the three genet-

ically homogeneous groups.

Judgment must be used in normalizing a

distribution by meansof a scale transforma-

tion, since nonnormality is one way of recog-

nizing genetic effects. But if skewness is

found in the distribution of test scores from a

highly inbred, genetically homogeneousline,

it is probably due to somefeatureof thetest,

and a formula for normalization derived from

such data can be applied with caution to data

from other populations.

Wright (1952) described four criteria for

scaling and gave examples of their applica-

tion. The best scale is one on which the ef-

fects of both genetic and environmentalfac-

tors are as additive as possible. This desidera-

tum may be sought by various methods.

1. A scale may be derived on which the

variances of the purebreeding (homozygous,

if possible) strains and their F, are as similar

as possible. The assumption is that a scale

which works well with environmental vari-

ance (the only one operative if the strains are

truly homozygous)will also serve wellfor ge-

netically produced variance.

2. A second type of transformation uses La-

place’s principle that a variable compounded

from the effects of many small factors acting

independently should be normally distrib-

uted irrespective of the frequency distribu-

tion of each individual component. This in-

volves transforminga scale in such a waythat

the relative rank of each individual is main-

tained while the new distribution follows the

normal curve. Scott and Fuller (1965) em-

ployed stanine scores based on this principle

in their study of behavioral differences among

breeds of dogs.

3. Scales may be developed that allow two

major factors to operate additively.

4. Scales may be basedontherelationships

of the means of the parental (P;, P,) and F,

(F,) groups and so calculated that the means

of the backcrosses (B, and B.) and the F,(F2)

fit the following identities:

 

 

— p,—FB, = 5 1

— B+F,B, = “> 1

— P+PR4+2FF, = 1 1 1

There is no simple rule, and the various

criteria may conflict with each other. Each

situation must be evaluated separately and a

solution found that is genetically and psy-

chologically defensible. The important point

is that experimenters be aware of the prob-

lem because faulty scaling can lead to errone-

ous conclusions.

HERITABILITY

The heritability of a phenotypeis briefly

defined as the proportion of its variance in a

specified population attributable to additive

genetic factors. The concept was developed

by animal and plant breeders who were con-

cerned with predicting the results of selec-

tion. It has been taken over frequently in

behavior genetics, sometimes with a less

limited sense than is implied by the preced-

ing definition. For example, heritability in

the broad sense is the ratio of the total geno-

typic variance (A + D +1) to the pheno-

typic variance. Sometimes the result of a

cross between two purelines is used to com-

pute a heritability. Although such an esti-

mate may beperfectly valid, it is extremely

limited in generality, since the population

on which it is based is atypical.

Analysis of variance model

The basic theorem of variance analysis is

that a total variance can be expressed as the

sum of the variances of a set of independent
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Thereverse of these circumstanceswill in-

crease heritability, as will the increase of ge-

netic variance by mutation or immigration.

A parameter subjected to so many influences

is certain to vary widely. Lerner (1954) has

theorized, however, that natural selection fa-

vors a relative constancyof h?, a phenome-

non called genetic homeostasis. The argu-

mentis that genetic variability within a popu-

lation allows some of its members to cope

with changes in the environmentandto pass

on the genic basis for superior copingto their

descendants.

Measuring heritability

The determination of the heritability of a

psychophene may be compared with a psy-

chological experiment in which genotypes

are the treatments. Our task is to determine

the relative contribution of this treatment to

the total variance. In behavior genetics the

technique of analysis of variance is employed

widely. Most readers will be familiar with the

use of this procedure asa test of the null hy-

pothesis, which states that the differences

between experimental groups (genotypes) do

not exceed those to be expected from a set of

random samples from the tested population.

Weshall go a little beyond this application

and estimate variance components that have

genetic meaning.

Since heritability is defined as a ratio of

variances, V,/V,, it is clear that it can be es-

timated if these two quantities can be mea-

sured. V, is simply the observed phenotypic

variance of our sample; we have considered

measurement of V, in previous sections and

shown that A is the portion of the pheno-

tvpe predictable from the phenotype of an

ancestor (or ancestors). Another way of ex-

pressing this is V, = COV», where the co-

variance is between the breeding value and

the phenotypic value of individuals. Since

COVap/Vp = bap (bap is the regression of

breeding value on phenotypic value), one

can write:
fh? = ap (23)

This form is appropriate for determining

heritability from measurements on parents

and their offspring.

The variance and covariance approaches

both involve determining the phenotypic

similarity of relatives and comparing it with

the proportion of genes that they have in

common.

Regression analysis

It may be helpful here to remind the stu-

dent of the derivation and meaning of covari-

ance and regression. Consider twovariables,

X and Y, which occur in pairs. The covari-

ance of the two, COV,,, is

S(X, — XW, = ¥)
N — 2

COVey = (24)

where N is the numberof pairs. The regres-

sion coefficient, b,,, is:

COV,
bys = v, ~ (25) 

In concrete terms, b,, is the average devia-

tion of Y; from Y per unit deviation of X,; from

X. The expected value of Y in individuali is:
A

Yi = Y + bye(Xi — X) (26)

Suppose that Y is a measure of IQ made on

sixth-grade children, and X is a measure of

IQ on eachoftheir fathers. We might obtain

data of this nature: X = 100, Y = 110, and

byr = 0.25. The expected IQ of a child

whose father scored 120is:

Y = 110 + 0.25(120 — 100) = 115 (27)

Since the father contributes only one half

the child’s genes, the regression coefficient

should be multiplied by 2 to estimate herita-

bility of IQ (2 x 0.25 = 0.50). The general

principle is to multiply the phenotypic re-

gression between relatives by the reciprocal

of their coefficient of relationship. If scores of

both parents are available, the regression of

offspring on midparent, bo», is a direct esti-

mate of h?.

In many species parents provide more

than genes to their offspring, and the as-

sumptions of random mating implicit in the

basic model are often violated. Hence, cau-

tion must be used in the interpretation of

heritability estimates made by this method.

In mammals it is frequently found that



mothers have a greater effect on their off-
spring than do fathers. Scott and Fuller
(1965), for example, foundthis to be true of a
majority of the behavioral measures obtained
from hybrids between breeds of dogs. The
difficulties are not insurmountable, however,
and we shall encounter various procedures
such as cross-fostering in animals and retro-
spective studies of adoptive children in
which an attempt has been madeto separate
genetic and experiential transmission from
parent to offspring.

Intraclass correlation

A schematic analysis of variance is shown
in Table 5-2. The table is based on data from
k treatments with n subjects in each. M, and
M, represent the mean-square deviations
between and within groups. In the familiar
F test, the ratio, M,/M,,, is used to test the
null hypothesis. Inspection of the table will
showthatthe higher the value ofV,, the vari-
ance componentattributable to group differ-
ences, the larger the F ratio. Another way of
expressing the relative importance of V, is
the ratio, V,/(V, + V,,), the intraclass corre-
lation coefficient. Weshall designate this as
x; it is often symbolized by t. A very similar
statistic, w? is more appropriately used with
some experimental designs (Hays, 1963;
Wahlsten, 1972). Both statistics denote the
proportion of variance in the experimental
data attributable to differences between
groups. Convenient methods of computingr;
from an analysis of variance are included in
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Table 5-2. If the group means are more un-
like than random samples from a homoge-
neous population, r; is positive with an upper
limit of 1.0 when membersof each group are
identical and all variation is found between
groups. A nonsignificant F ratio in an analysis
of variance meansthat r; is not reliably dif-
ferent from zero and that group differences
may be accounted for by sampling variation.
Whenthe group meansare moresimilar than
predicted from random sampling theory, 1; is
negative, although it can reach its limit of
—1.0 only when n = 2. Such negative values
suggest either sampling biases or interactions
between group members, which accentuate
divergenceof individuals within a group. For
example, pairs of male mice from an inbred
strain often develop dominance-subordina-
tion relationships when housed together. If
pair-raised males are tested later for aggres-
sion against a standard opponent, one would
expect wide differences between the domi-
nant and subordinate membersof a pair but
little variation among the pair averages.

In a genetic experiment genes are the
treatments, and individuals who receive the
same genes, thatis, families or pure lines and
their hybrids, are the treatment groups.
Genes cannot be manipulated directly, but
their distribution is controlled in a statistical
sense by mating patterns. Full sibs, for ex-
ample, have half their genes in common,just
as parent and offspring. With full sibs thereis
no basis for designating one as X and the
other as Y, and weusetheintraclass correla-

Table 5-2. Simple analysis of variance for k groups with n subjects each

  Source of variation

 

    Components of mean square

 

Between treatments k-1 M, Vio + nv,
Within treatments k(n — 1) Mv Vio

V, = (My — M,,)/n
= M,/M,,

rjeo= (My — M.w)/[Mo + (n ~~ 1) Mw]

or
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tion rather than a regression coefficient to

estimate heritability. It might be thought

that r; for full sibs would be multiplied by

two to obtain h?, as was done for the parent

offspring relationship, since the degree of

relationship, 0.5, is the same. Actually, the

cases are dissimilar. A family is not a random

Table 5-3. Covariances, regression (b)

or correlation (r;), and heritability

for relatives*

      

 

  
Heritability

(h?)CovarianceRelationship

Offspring- Vi 2b

one parent

Offspring- WV, b

midparent

Half sibs YVa Ay;

Full sibs WV, + “Va + Veco <r;

Monozygotic Va + Va + Vee <r;

twins

 

* Modified from Falconer, D. S. 1960. Introduction to

quantitative genetics. The Ronald Press Co., New York.

mating system, and sibs share one half the

dominance deviation and also a common

family environment. The intraclass correla-

tion for full sibs is (2Vq + ’Va + Vec)/Vp;

where V,, represents the effects of a common

environment. Doublingr; for full sibs, there-

fore, overestimates h? to an unknown degree.

In animal studies half-sib correlation, usu-

ally one sire mated to two females, is often

used to estimate heritability, sinceit is free of

this bias (Table 5-3). The special case of

monozygotic twins will be considered in

Chapter 12.

Classical cross

The classical Mendelian procedure of

crossing purebreeding lines has been em-

ployed for quantitative as well as qualitative

characters. By means of suitable analytical

techniques, such experiments provideesti-

mates of additive, dominance, and epistatic

effects in polygenic systems. A concise sum-

mary of the procedures and their underly-

ing assumptions has been made by Wright

(1952).

Table 5-4. Biometric analysis of cross between two purebred lines*

     Population

P, P

P, P;

Midparent Py ¥(P, + P,)

F,(P, x P,) F, -
F,(F, x F,) F, Ye (Py + F;

B,(P, x F,) B, 6 (P, + F))

Bo (P, x F,) B, 4 (P, + F,)

Theoretical

Symbol value Symbol

    

  

Variancet

     

Theoretical

value

Ve1 Ve

Vp2 Ve

Vem LV.

Vei Ve

Vero V+ Vat Ve

Ve1 %4V,+Vat V+ > AD

Veo %4V,+ Vat Vv - > AD

 

*From Wright, $. 1952. The genetics of quantitative variability. In E. C. R. Reeve and C. H. Waddington, eds.

Quantitative inheritance, Her Majesty's Stationery Office, London.

+ Notes: Nonadditive interactions removed by meansof an appropriate scale.

Variances V, and V, refer to F, even when used for backcrosses.

> AD = nonlinear additive-genetic interaction.

V. estimated as the mean of Vp;, Vp and Vr.

a = 2Vp2

V, = Veo — Vy — Ve
R2

 

— (Vgi + Vez) or Veo — Vex (if Va is relatively small).

Minimal numberof segregating units = BV" where R = distance between P, and P).
a

Va2
h Va + Va + Ve
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Table 5-5. Replicated diallel cross of mating speed in male Drosophila melanogaster* t

   

Paternal line

6CL 1.4 3.6 2.2

1.2 2.6 2.6

Ed 4.0 3.0 3.7

3.2 3.8 4.6

Or 2.3 3.4 1.8

1.6 4.6 0.8

Ww 3.2 4,4 3.8

3.4 3.0 3.2

5 2.4 3.6 2.0

3.2 4.0 2.2

F 3.3 4.0 3.2

3.8 4.2 2.8

   

  

Statistics

 

32 - i 0.759 0.547

34 Se ne 0.172 0.001

34 4 ve 1.120 0.903

30 oe to 0.218 0.020

ae cg OT07 0.585

46 =e 7 0.524 0.382
I

IIIIIa

«From Fulker, D. W. 1966. Mating speed in male Drosophila melanogaster: a psychogenetic analysis. Science 153:

203-205. Copyright 1966 by the American Association for the Advancementof Science.

+ Mating speed was measured by the numberof females fertilized during 12 hours. Maximumpossible score = 6.

Scores of inbreds on the main diagonal areinitalics.

tV,. Variance of the row (andits corresponding column) containing data from all groups with a commonparentstrain.

§COV,, Covariance of the row (and its corresponding column) with scores of the variable parents.

to the additive genetic effect. The devia-

tions of particular cells from the expectations

based on the average performanceofthe hy-

brids of the two parents is a measure of spe-

cific combining ability attributable to domi-

nance and genic interaction. The differences

between the reciprocal hybrids detect mater-

nal and othereffects.

The diallel analyses of Hayman (1954) and

Jinks (1954) yield a larger numberof param-

eters: D, the additive genetic variation; H,

and H,, which are indicators of dominance;

F, an indicator of the relative proportions of

dominant and recessive alleles; and E, the

environmental variation. Fulker’s analysis of

his data showed,in addition to E, only highly

significant additive effects (D) with strong di-

rectional dominance (H) for higher mating

speed. In this situation a variance-covariance

diagram based ontheresults of the diallel is

instructive. The variance of each of the six

arrays of scores from all crosses with a recur-

rent parent is calculated, averaging over re-

ciprocals and replicates. The covariances of

each array with the nonrecurrent parent

scores (the pure lines lying on the main di-

b = 0.97 +. 0.05

 
Fig. 5-7. Variance-covariance diagram for mating

speed in male Drosophila melanogaster, showing

regression of COV, and V, for number of females

fertilized for a replicated diallel cross of six inbred

lines. (From Fulker, D. W. 1966. Science 153:

203-205. Copyright 1966 by the American Asso-

ciation for the Advancementof Science.)



agonal in Table 5-5) are also calculated. If
the recurrent parent contributes a large
number of dominant genes, its hybrids will
all tend to be like that parent; hence the
variance of the array will be small. The co-
variance with the nonrecurrent parents will
also be small. The opposite holds for the off-
spring of the lines that contribute predomi-
nately recessive alleles. When the data are
plotted as in Fig. 5-7, the strains fall on a
straight line of unit slope. Strains Ed and W
carry mostly dominantalleles; Or contributes
mainly recessives. The others are interme-
diate.
As with other methods of biometric anal-

ysis, a diallel cross permits computation of
broad and narrow heritabilities that can be
used to predict the results of selection and,
with certain assumptions, to deduce the
probable evolutionary history of a behavioral
trait.

Realized heritability

Oneof the reasonsfor estimating heritabil-
ity is the prediction of the efficacy of selec-
tion. Unless V, is substantial relative to V,

and V., progress under directional selection
is expected to be low. Realized heritability
can be determined from three values, the

mean score for the original population, X;
the mean score of the individuals selected for
breeding, X,; and the mean score ofthe off-

spring in the following generation, X,(Fig.
5-8). The selection differential, X, — Xo, is
the gain that would beachievedif the pheno-
type were determined only by the genotype.

 

Fig. 5-8. Realized heritability. X), mean oforiginal
population (G,); Xs, mean of selected group
(shaded portion of Go); X;, mean ofthe offspring
of the selected group (G,).
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The realized gain is X, — Xo. Realized herita-
bility is:

h2 _ (X, 7 Xo)

(X, _ Xo) 28)

In practice there are several proceduresto
be followed. An unselected control popula-
tion must be maintained undersimilar condi-
tions to distinguish between theeffects of the
selection and fortuitous environmentalvaria-
tion. Frequently anotherline selected in the
opposite direction is established to show
whether the upward and downward changes
are symmetrical. If one of the objectivesis to
look for other characters correlated with the
criterion trait, it is important to have mul-
tiple selected lines in orderto test the reli-
ability of the correlations. Finally, the selec-
tive process should be carried out over sev-
eral generations so that chance fluctuations
can be averaged out. One would not expect
h? to remain stable over long periods, since
selection, if it is successful, will change the
genotypes of the population. As the popula-
tion becomes more homogeneous,heritabil-
ity must decline.
An example of successful selection for a

psychopheneis Siegel’s (1965) experiment on
mating ability in male domestic fowl. The
subjects of this study were tested with a
panel of random-bred females andscored for
the numberofcompleted matings. The prog-
ress of the selection over six generations is
depicted in Fig. 5-9. Although progress was
irregular, the separation between the high
line and the low line was well established by
the fourth generation. The realized _herita-
bilities for each generation are shown at the
bottom of the figure. Although the progress
of selection appears to be symmetrical with
respect to direction, the realized heritability
was 0.18 + 0.05 for high success matings and
0.31 + 0.11 for low success. Equality of rate
of progressin both directionsis explained by
the reducedintensity of selection in the low
line. The rate of progress of selection is re-
lated to the product of heritability by the
size of the selection differential: in this ex-
ample, the two varied inversely so as to pro-
duce near equality of results.
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Fig. 5-9. Bidirectional selection for number of

completed matings. The x denotes the meanof re-

ciprocal crosses between lines in the Fy genera-

tion. Linear regression lines were fitted to the

generation meansin both directions. (From Siegel,

P. B. 1965. Genetics 52:1269-1277.)

CORRELATED CHARACTERS

Selecting for one phenotypic trait often

brings about changesin other characters not

entering into the selection criterion. Castle

(1941), MacArthur (1949), and Lewis and

Warwick (1953) have described behavioral

changesassociated with selection for physical

characters. Many psychologists have selected

for one behavioral character and found ac-

companying changesof quite a different sort.

In interpreting these results, consideration

must be given to the genetic significance of

phenotypic correlations (Thompson, 1957b).

Four sources of correlation may be recog-

nized.
1. The correlated traits may derive from a

commonfunctional dependenceon a particu-

lar gene (gene communality). In other words,

the gene has pleiotropic effects. The relation-

ship may belineal:

Gene — Selected trait ~ Correlated trait

or collateral:

Selected trait

7)
Gene

N\

Correlatedtrait

In the lineal relationship any environmental

factor that suppresses the selected trait will

also affect the correlated trait. This is not

necessarily true whentherelationshipis col-

lateral.
2. Genetic linkage (chromosomal commu-

nality) results in phenotypic correlations

within families. Indeed, phenotypic correla-

tions are the means by which linkagesare de-

tected. In large random-breeding popula-

tions, chromosomesof types AB, Ab, aB, and

ab occur in numbers proportional to the

products of the gene frequencies, and no cor-

relation is found. In more limited popula-

tions, as in most behavior genetics experi-

ments, the possibility of linkage must always

be considered.
3. Phenotypic correlations may be gen-

erated whenever the mating system is non-

random. Such correlated characters may be

said to have gametic communality. The

mechanisms that bring this about are as

varied as the processes of assortative mating

and selection. Many examples are found in

domestic animals in which a particular color

is selected as a kind of identification tag for

the breed, along with a variety of functionally

unrelated traits. In human populations, a

correlation will be built up between two

heritable traits if individuals high in one tend

to choose mates high in the other without

regard to standing on the first trait (Price,

1936: Bartlett, 1937). This phenome-

non, cross-homogamy, probably characterizes

some humansocieties.

Under special conditions phenotypic cor-

relations arise from certain physiological

properties of genetic systems. Most popula-

tions are genetically variable; hence attempts

to change the population mean by selection

are usually successful. But it is a mistake to

consider the original population as really un-

selected or to believe that selection can ac-

tually deal with one criterion only. More vig-

orous and adaptable individuals leave on the

average more progeny, and their genes in-

crease in proportion. Over the generations,

combinations of genes have been built up

that produce the maximum average fitness

of the species. This does not lead to genetic

uniformity because natural conditions are so

variable that the fitness value of a particular



genotype fluctuates from generation to gen-
eration. The great bulk of the population is
intermediate genotypically and phenotypical-
ly with respect to the possible range of vari-
ation. The most common genotypesare bal-
anced for maximum average fitness, while
the extreme genotypesare a safety factor in
the event of environmental changes.If selec-
tion for an extreme phenotype upsets the
genic balance, a correlation may be gener-
ated betweenthe selected character and such
attributes as low fertility (Lerner, 1958). Ex-
amples cited to illustrate disturbed genic
balance usually refer to selection for traits of
economic or esthetic significance to the
breeder. Reduced fertility has sometimes
been observed in stocks selected for be-
havioral characters, and this may represent
a similar phenomenon.

4. A commonresponseof twotraits to en-
vironmental variation is the final source of
phenotypic intercorrelations. A vitamin de-
ficiency would affect both sensory functions
and general activity; good home environ-
ments favor both physical growth andintel-
ligence. If environmentalfactors were always
recognized, these correlations would not be
confused with genetic correlations. Actual
experiments must becarefully scrutinized to
ensure against misinterpretations.

The stability of the three types of genetic
correlations varies. Gene communalities are
generally very stable in a constant environ-
ment under any mating system. Chromo-

somal communalities are unstable to an ex-
tent dependent on crossover frequency. In a
small-scale experiment lasting only a few
generations, it may be impossible to distin-
guish these two forms of communality. Ga-
metic communalities are disrupted by a
single generation of random mating and are
thus readily identifiable in laboratory situa-
tions. Since human beings do not materan-
domly with respect to behavioral traits, ga-
metic communalities in this interesting
species are less easily recognized.
The study of environmental communalities

is, of course, the main task of all behavioral
science except behavior genetics. For this
one areait is desirable to minimize environ-
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mental variability while maximizing genetic
variability. This procedure reducesthe sig-
nificance of environmental communalities.
Phenotypic correlations that persist in a con-
stant environment are probably genetic.
Conversely, correlations in a highly inbred
strain are safely inferred to be of environ-
mental origin.

Phenotypic correlations are often used to
analyze the organization of behavior. Ani-
mals selected for timidity, maze learning, ac-
tivity, and the like are given various physio-
logical and psychological tests. Positive
correlations with the selected trait have been
assumed to indicate a functional relationship
dependent on gene communality or pleio-
tropy. It should be obvious from the preced-
ing discussion that correlations within small
selected populations may be caused by any
one type of communality or by a combination
of them. To use correlations to prove a func-
tional relationship based on commongenes,
one must study randomly bred populations
raised under uniform conditions or demon-
strate the particular association of characters
in a numberof independently selectedlines.

Genetic correlations

As used in quantitative genetics, the term
genetic correlation (rq) applies only to pheno-
typic associations based on gene communal-
ity. Consider, for example, that selection for
criterion trait X is accompanied by a change
in trait Y. Is this an indication that the geno-
typic change responsible for the change in X
is also responsible for the change in Y? In
other words, is there a genetic correlation,
and how largeis it?
The derivations of the formulae for ge-

netic correlations are well summarized by
Falconer (1960). Any phenotypic correlation
(r,) can be considered as the sum of two terms

rp = hyhyrg + e,eyre (29)
where

h, and h, = square roots of heritabilities of X
and Y

e, and e, = square roots of environmentalities
of X and Y, e? = 1 — h?

Ye = environmental correlation





conditions, however, each genotypeis char-
acterized by a constant percentage of individ-
uals who surpass the threshold for convul-
sions.

The threshold hypothesis can be expressed
in a somewhat more formal fashion. Weshall
denote the unknown physiological basis for
susceptibility by the symbol X and assume
that X varies continuously over a wide range
of values. When X < X,, a nonconvulser
phenotypeis produced; when X > X,, a con-
vulser phenotyperesults. The value ofX for a
particular individual i of genotype g is

X,=X,+ X, (31)
where

X, = average value of X for all individuals of
genotype g

Xe, = sum of environmental influences on char-
acter X ini

The influences may be positive or negative,
and the mean of X,, within strain g is
Zero.
The requirementfor a resistant phenotype

is expressed as

X, +X, <X,

and for a susceptible phenotype as

X,+X.>X,

Whenthe value of X, is close to a thresh-
old, fluctuations in X,, are extremely impor-
tant in determining whether X, will be above
or below the threshold. When the genotypic
mean is far from a threshold, environmental
factors have less influence on the observed
phenotype.

Quantitative estimates of X, are possible if
certain assumptions are made. We assume
that X,, is normally distributed within a geno-
type with a mean ofzero and standard devia-
tion of 1.0. Furthermore, we shall consider
that genetic and environmental effects on X
are additive over the limited range of X that
is near a threshold. Referring back to equa-
tion 31, we can predict that when X,, is nor-
mally distributed, 68.2% of individuals will
lie between X, + 1 and X, — 1. Similarly,
95.45% will be in the range of X, + 2, and
4.6% will be beyond this range. If X, is lo-
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cated 2.0 units below the threshold, X,, it is
apparent that one half of the 4.6% will be
over the threshold and show a distinct pheno-
type. In practice this reasoning is reversed,
and values of X, are computed from the ob-
served percentagesof the two phenotypes by
means of the inverse probability transforma-
tion (Wright, 1920, 1952).
Some of the features of polygenic-thresh-

old systemsare illustrated in Fig. 5-10 (Ful-
ler, Easler, and Smith, 1950). Animals resis-
tant to audiogenic convulsions in a standard
test are considered to be above the thresh-
old. The three curves in each section of the
figure represent the distribution of X in a
highly susceptible strain, DBA, a resistant
strain, CO7BL, and their F, hybrid. These

Do not convulseConvulse

 
-5 -4-3-2-1 0

Convulsion

Fig. 5-10. Changes in convulsive risk on first trial
(numerals under curves indicate percent) associ-
ated with conditions shifting physiological suscep-
tibility by one standard deviation. The abscissa is
a scale of physiological susceptibility. Each geno-
type is assumedto vary normally about somepoint
on this scale. The convulsiverisk is dependent on
the proportion of the curve to the left of an arbi-
trary threshold. (From Fuller, J. L., C. Easler,
and M. E. Smith. 1950. Genetics 35:622-632. )



72 Selected genetic principles

curves have been drawn assuming additive

genetic effects so that the hybrid is exactly

intermediate to the parent strains. The top

set of curves represents the results in the

main experiment. Theeffects of changing the

testing conditions so that the threshold is

raised by one unit are shown in the middle

section. Reducing the threshold byone unit

produces the results shown in the bottom

section of the figure. A significant feature of

the system is that a given amountof change

on the X scale has quite different effects on

the phenotypic ratios of genotypes lying near

or far from X,. Changes in the proportion of

convulsions in the DBAs are insignificant,

but they are large in the hybrids. In general,

threshold characters are most sensitive both

to environmental and genetic effects when

they are near threshold, that is, their fre-

quencyis near 50%. This produces a compli-

cation in selecting for or against such charac-

ters, since their heritability decreases as the

selected populations move away from a mid-

point (Dempster and Lerner, 1950).

One further point should be emphasized.

Crosses between strains that are high and

low with respect to a behavioral trait may

yield ratios in the F, and F, and backcrosses

that closely approximate Mendelian ratios for

a single factor showing dominance (Witt and

Hall, 1949). This similarity may lead to the

adoption of a hypothesis of single-factor de-

termination. However, these results are

much like those which will be obtained in a

polygenic threshold system if one strain is

more distant from the threshold than the

other. The predictions are not exactly the

same, but the precision of measurement is

usually not sufficient to decide between the

two hypotheses in a small-scale experiment.

One property of the polygenic thresholdsys-

tem is that the backcrosses tend to be some-

whatcloser to the parental types than to the

F,, so that an appearance of dominance in

opposite directions may be found. Repeated

backcrossing to the strain that appears to

carry the recessive factors is one method of

arriving at a decision between the polygenic

and single-gene hypotheses and should al-

ways be employed before one or the otheris

adopted. When such procedures are impos-

sible, Falconer’s (1965) method for estimat-

ing liability to a disease based on its inci-

dence in relatives may be useful.

CONCLUDING REMARKS

Although we have reviewed a considerable

number of biometric procedures that have

been employed in behavior genetics, much

has been excluded. Sometopics, twin meth-

ods, for example, will be considered in more

detail later. Nothing has been said concern-

ing the errors of estimate for heritabilities

and genetic correlations. Individuals con-

templating such measurements can find this

information in the cited references and in

texts on quantitative genetics. For the more

complex analyses, the computational burden

is heavy and can be greatly reduced byaccess

to a computerwith the appropriate programs.

Despite the brevity of this treatment,

some readers may wonder about the purpose

of biometrical analysis. Certainly there are

advantages in working with phenotypesasso-

ciated with segregationat a single locus; here

it is possible, at least theoretically, to follow

the path from a DNA molecule through vari-

ous complexities of somatophenesto a related

psychophene. Estimates of Va, Va, and V,

do not directly lead to this kind of reduction-

ist approach. Instead they are chiefly useful

for guiding artificial selection of animals and

forecasting or reconstructing the genetic his-

tory of natural populations including human

ones.
Within the field of genetics, quantitative

genetics, although based on Mendelian prin-

ciples, has developed independently of other

branches to a considerable degree (Caspari,

1967, 1972). Similarly, in behavior genetics

there are workers who apply biometric tech-

niques and those whoprefer to studythe ef-

fects of individual genes on behavior. Ac-

tually the two methods address themselves

to different questions, and each is superior

in its own domain. The two approaches have

been called the phenotypic and the geno-

typic (Scott and Fuller, 1963). When one

starts with a psychophene,it is almost axio-

matic that a variety of genes will influenceit



and that a biometric analysis will be appro-
priate. Caspari (1972) refers to Hirsch and
Boudreau's (1958) investigation of phototaxis
in Drosophila melanogaster, which demon-
strated that each of the three major chromo-
somesof this species carries genes modifying
the behavior. The genotypic approach is
illustrated by Benzer’s (1967, 1973) isolation
of a large numberofgenesaffecting phototac-
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tic behavior, and his use of these as a “ge-
netic dissection” of the nervous system. And
finally, it seems clear that the phenotypes
employedin these two investigations, though
both labeled as phototaxis, were really very
different from each other (Rockwell and
Seiger, 1973). We shall return to these ex-
periments in Chapter 7 as case studies in
experimental behavior genetics.



II
Experimental behavior genetics

Experimental behavior genetics involves
observations on animals whose ancestry and
rearing have been regulated by an investiga-
tor. Potentially, any species and any be-
havior of that species could be the subject
of research, but in practice the majority of
investigators have restricted their attention
to the traditional material of animal genet-
icists, various species of Drosophila, labora-
tory strains of mice and rats, and the smaller
domestic animals. In part this is a matter of
convenience andin part a recognition of the
fact that prior knowledge of the genetics and
behavioral repertoire of a speciesis impor-
tant for the design of fruitful experiments.

In Chapter 6 we consider the general ob-
jectives and materials of experimental be-
havior genetics. Chapters 7 and 8 deal with
the genetic analysis of a numberof simple
behavior patterns, primarily in drosophilae
or in mice. Selected case histories illustrate
the strategy and general nature of the re-
sults of such studies. In Chapter 9 were-
view studies in learning and memoryas re-
lated to genetics. Here we are concerned
in particular with the generality of psycho-
logical principles and the possibility that
behavior-genetic analysis can be a means of
dissecting the learning process into com-
ponents that have biological significance.
Chapter 10 summarizes research on interac-
tions between genotypes and environment,
particularly environment during the period
of most active psychological development.
Here again we encounter the problem of

generalization of principles deduced from ob-
servations on a limited genetic sampling to all
membersofa species.

In Chapter 11 attention is given to social
behavior that involves interactions between
two or more individuals. A pair or a groupis,
of course, the basic unit for phenotypic de-
scription, but genotypes are individual char-
acteristics. Behavior-genetic analysis of social
behavior, therefore, encounters complexities
not found when the individual is both the
phenotypic and the genotypic unit. Social
behavior is of particular importance in evolu-
tion, since it has implications for assortative
mating and, in birds and mammals, for the
differential survival of offspring. To the ex-
tent that sexual and care-giving behaviors
are genotype dependent, behaviorwill play a
role in natural selection.
Whenappropriate wecall attention to re-

lated humanstudies that are treated in more
detail in Part III. In someinstancesthe paral-
lelisms are clear, but, despite the essential
identity of genetic mechanisms in human
beings and other sexually reproducing
species, there are important psychological
differences between humans, mice, andfruit
flies. Nevertheless, experimental behavior
genetics has developed to the point that it
can illuminate problems that cannot be
studied experimentally in human beings.
Andit can be a source of hypotheses of wide
generality applicable to humansas well as to
other species.
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Experimental behavior genetics: goals
and methods

In Chapter 1 we contrasted the genotypic
and phenotypic approaches to behavior ge-
netics research. Now with a background in
genetic principles we can consider these
strategies in moredetail. The subject matter
for both is the same, but starting from the
right or from theleft side of the following dia-
gram has a numberof consequences.

Genotype <—>Somatophene <—>Psychophene

If we enter from the left, the natural unit of
behavior is the variation associated with a
gene substitution (Ginsburg, 1954). For ex-
ample, the phenylketonuria gene primarily
affects amino acid metabolism and produces a
variety of behavioral symptoms, mental re-
tardation, and, frequently, convulsions, mo-
tor disabilities, and temper tantrums. Since
these all depend on the PKU gene, they form
a natural unit or syndrome in the genetic
sense. But no psychologist would attempt to
classify the forms of human behavior by mak-
ing the basic units correspond to the in-
herited forms of mental retardation.

Admittedly the concept of “natural units”
is easier to apply whenonestarts with genes
than when onestarts with psychophenes.
There is no standard system ofclassifying be-
havior, although Nissen’s (1958) “axes of be-
havioral comparison” are useful. His func-
tional axis compares behaviors with respect
to their biological utility (e.g., food getting
and mating). The descriptive axis is con-
cerned with the mechanics of behavior, such
as locomotor functions and sensory capaci-
ties. The explanatory axis includes several
levels of analysis, phylogenetic history, phys-
iological and biochemical correlations, and
explanations in terms of purely behavioral

observations and concepts. In this book we
have classified behavior in functional terms
and attempted to explain them by the appli-
cation of genetic techniques.
Even though genes have major effects on

behavior, it should be apparent that natural
units derived from genes and those derived
from psychopheneswill not be related in any
one-to-one fashion. Wecall this the principle
of noncongruence.

THREE QUESTIONS OF
EXPERIMENTAL BEHAVIOR
GENETICS

Once an appropriate psychophene has
been defined (this is crucially important),
there are three main kinds of genetic ques-
tions to be asked: Is the psychophenetrans-
mitted genetically? If so, how do the genes
produce their behavioral effects? Finally,
how are these genes distributed in time and
space?
Sometimes the transmission problem has

already been solved. Numerous identified
mutationsin all well-studied species have ob-
vious or suspected pleiotropic effects on be-
havior. In such instances, an experimenter
can go directly to the second two questions.
More frequently, presumed behavioral dif-
ferences between strains or natural popula-
tions are identified, but their modeof trans-
mission is not clear. In such instancesthereis
generally no somatophenic marker for the
psychophene, at least none that is obvious
at the start. Methodsfor the identification of
such cryptic loci and fitting the data to a
Mendelian modelare discussedin a later sec-
tion. Relating psychophenicvariation to seg-
regation at a single locus is an advantage,
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since it opensthe possibility of explaining be-

havioral variation in terms of defined bio-

chemical reactions. Unfortunately, it is often

not possible to assign psychophenic variation

to segregation at one or two loci. Given the

noncongruence model we espouse,this is the

expected outcome. However, the biometric

methods described in Chapter 5 are available

to partition the observed variance into envi-

ronmental and genetic components. Al-

though such analysesare less useful in lead-

ing back to the physiological bases of geneac-

tion on psychophenes, they do permit deduc-

tions regarding the adaptive value of behav-

ioral characteristics and predictions concern-

ing the effectiveness of selection on them.

Furthermore, a genetic correlation between

two psychophenes is presumptive evidence

that their variability is controlled by the same

group of genes.

There are two main methods by which ex-

perimenters have sought to discover the

pathways between genetic variation and be-

havior. One methodis to search for correla-

tions between somatophenes and_psycho-

phenes. The possible genetic interpretations

of such correlations were discussed in Chap-

ter 5 (pp. 68 to 70). Correlations attribut-

able to pleiotropic effects of genes may sug-

gest not only functional relationships be-

tween somatophenes and psychophenes but

common developmental processes for corre-

lated behavioral measures. By the same rea-

soning, similar psychophenes showingdiffer-

ent patterns of correlation with genotypes

probably have unlike biological bases.

The method of retrograde analysis may be

useful when behavioral phenotypes are

sharply divergent from the normal range.

The investigator looks at earlier and earlier

stages of development, possibly going back

into the fetal period, searching for the first

and presumably causal somatophenic or psy-

chophenic differentiation between normal

and aberrant individuals.

Problemsof gene survival and distribution

in space and timeare also the province of ex-

perimental population behavior genetics.

Laboratory studies of this type have been

performed primarily with insects, where

large populations can be maintained at rea-

sonable cost. Field studies of natural popula-

tions of insects and rodents, though not as

strictly controlled as is possible in the labora-

tory, have demonstrated that the behavioral

effects of genes are often critical factors in

evolution. The distribution of genes in a pop-

ulation can also be a means of deducing so-

cial structure in natural populationsthatis in-

accessible to direct observation (Chapter11).

The differences in objectives between

physiological and population behavior genet-

ics imply differences in the kinds of genes

that are of interest. For the physiological ap-

proach, a rare mutant that must be main-

tained by special procedures can be excellent

material for investigating such behavior as

food intake or locomotion. The fact that the

mutant could not survive in nature is imma-

terial, as long as it is a preparation with

unique properties. The population geneticist

is more interested in the fine tuning of be-

havior that is mediated by systems less ame-

nable to classic Mendelian analysis.

The three questions of experimental be-

havior genetics we have discussed are pri-

marily genetical in content. On the psycho-

logical side there is a fourth question: How

universal or, conversely, how genotype

specific are psychological principles? A tre-

mendous amountof psychological theory is

based on experiments with white rats and

college students. Sometimes the white rats

are of different strains or the students from

different backgrounds; then the question

arises as to the extent that principles de-

rived from experiments on one group are

generalizable to another.

MATERIALS OF EXPERIMENTAL

BEHAVIOR GENETICS

The practice of experimental behavior

genetics, including the choice of experi-

mental design, is shaped by the availabil-

ity of suitable genetic stocks. The most

used types are inbred strains and their hy-

brids, heterogeneousstocks, selected lines,

and mutations on various backgrounds. In

Drosophila, stocks with chromosome inver-

sions or transpositions have proved useful
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(Hirsch, 1967). In this chapter we discuss
the advantages and limitations of these
stocks in general terms with illustrations
from someclassical experiments.

Inbred strains

The genetic homogeneity achieved by con-
tinued close inbreeding provides one of
the most useful techniques for behavior ge-
netics. Possibly natural selection for viability
permits the maintenance of some hetero-
zygosity, but it is certainly small and can
usually be neglected. The investigator who
employs these strains, however, must not
assume that removing genetic variance nec-
essarily reduces phenotypic variance. Evi-
dence exists that homozygous individuals are
less well buffered against minor environ-
mental agents, and inbred animals are some-
times no more uniform in response than
random-bred subjects (McLaren and Michie,
1956). The use of F, hybrids between inbred
strains retains the advantages of genetic uni-
formity while adding the advantages of su-
perior developmental and physiological ho-
meostasis. Most of the evidence in support
of the hypothesis of greater heterozygote
stability is derived from physiological and
morphological studies (Lerner, 1954: Yoon,
1955).
There are complications in applying the

concept of developmental homeostasis to be-
havioral characteristics (Mordkoff and Fuller,
1959; Hyde, 1973). Increased behavioral
variability could actually facilitate physio-
logical homeostasis, which is really the im-
portant consideration. Another complica-
tion arises in threshold systems. If the hy-
brid between twoinbred strains happensto
fall in a critical range, small environmental
differences can produce large phenotypic ef-
fects. For example, almost all C57BL/6 mice
are resistant to audiogenic seizures on first
trial at 30 days of age, and almost all DBA/2
mice are susceptible. Their F, hybrids are
less predictable; separate groups hadrisks of
74%, 95%, and 36% (Fuller, Easler, and

stable than inbreds in experiments in which
environmental variation can be considered as
chance fluctuations or “error” (Hyde, 1973).
There is evidence, however, that F, hy-
brids are more responsive to major modifica-
tion of their environment (Henderson, 1972)
and that heterosis is shown most clearly in
homeostatic behaviors (Barnett and Scott,
1964). For experiments designed to detect
genetic-environmentinteractions, F, hybrid
mice maybeparticularly suitable.
Once made homozygous, inbred lines re-

tain their genetic characteristics for long
periods of time. Over many generations mu-
tations will occur, and the phenotype may
change. Experience suggests that the drift
will be slow during one investigators re-
search career. Thompson (1953b) compared
the open field activity of a numberof inbred
strains from the Jackson Laboratory. Very
large differences were found among the
scores of the fourteen inbred strains and one
mutant strain. Details of the results are sum-
marized in Chapter 10 (p. 161 and Tables
10-4 and 10-5). Here it is interesting to com-
pare the orderingofthe strains with Heston’s
(1949) chart showing their origin. The three
C57 strains descended from Lathrop’s colony
and occupied the three top ranks. The two
DBAstrains, although separated for many
years, did not differ significantly. BALB/c
and A have common ancestry, and both
scored near the bottom. C3H,derived from a
cross between the ancestral DBA and BALB/
c lines, was intermediate between them in
activity. Strain TC3H is descended from
C3H through an ovum transferred to another
strain to free the line from the mammary-
tumor milk virus. The difference in explora-
tory behavior between these strains, though
large, did not reach the 0.05 level of signifi-
cance. Thompson’sdata indicate thatrelative
behavioral performance in mice is correlated
with genetic events occurring over a hundred
generations before his subjects were born.

Other comparisons might show less con-
stancy over generations. Certainly the pru-Smith, 1950). Here the heterozygotes are

more variable both within and between
samples. In general, F, hybrids are more

dent investigator using inbred lines as stan-
dards should take steps to avoid subline dif.
ferentiation, which is likely when stocks are
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separated over a period of generations. Com-

parisons with the results of other workers will

be facilitated if breeding stocks are regularly

replaced from a mammalian genetics center.

Between replenishments a controlled mating

system as shown in Fig. 6-1 can be used to

preventdiversification within a single colony.

Inbred lines are valuable for experiments

on the inheritance of quantitative psycho-

phenes. Their value in reducing phenotypic

variance in other types of study differs from

case to case, and their advantages, if any,

maynot be worth the cost in reduced vigor.

Employing a numberofsuchstrains for com-

parative studies can bereadily justified. Each

strain may be considered as an individual

that can be duplicated, and the replicates

exposed to a number of experimental treat-

ments without concern for interactions be-

   

tween one procedure and another. Compar-

ing a numberofstrains in a variety of en-

vironments often provides a striking demon-

stration of heredity-environment interaction

(Chapter 11) and tests the generality of prin-

ciples derived from a single strain.

Inbreeding is not restricted to inbred

strains. It cannot be avoidedin a small closed

colony, since the choice of matesis limited,

and eventually all animals becomerelated to

one another. The rate of inbreeding increase

per generation in a closed population mated

at random is approximately

1 1
AF = 8N, + 8N,

where N,, and N; are the numbers of breed-

ing males and females respectively. With a

systematic mating system, taking equal num-

bers of offspring from each mating and pair-

ing them with the least related available

mate, the rate of inbreeding can be reduced

to approximately one half the value given by

the preceding formula (Falconer, 1960).

Heterogenic stocks

In contrast with inbred lines, heterogenic

stocks are bred deliberately for high genetic

variability. They are particularly useful as the
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Fig. 6-1. A mating system for routine maintenance of an inbred line. A,, Av, Bo, etc. are

brother-sister pairs. The strain is maintained by a single direct line, A, > Aq. At A, collateral

pairs are taken, bred for two generations to produce experimental subjects, and then dis-

continued. The process is repeated as needed.
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basis for planned selection, for observations
on the range of phenotypic variation within
a species, for measuring genetic correlations
between psychophenesand between psycho-
phenes and somatophenes, and as back-
groundsforascertaining the generality of the
behavioral effects of mutant genes.

Someofthese purposescan be achieved by
employing F, hybrids between inbredlines,
but phenotypic correlations obtained in such
crosses may beattributable to linkage rather
than to a true genetic correlation. Further-
more, there cannot be more than twoalleles
at any locus in an F, population, andthefre-
quencyofanypossible allele must be 0, %, or
1. Noninbred stocks such as those supplied
by commercial producers, though genetically
variable, have an unknown amount ofin-
breeding and may have been selected for
characteristics making them adaptable to
mass production at low cost. Thus there has
been a move in behavior genetics toward
synthesized heterogenic lines based on
crosses between a numberof independently
derived inbred lines (McClearn, Wilson, and
Meredith, 1970; Fuller, 1975). Each of the
two stocks described by these authors is de-
scended from an eight-way cross between in-
bred lines and is maintained by quasi-ran-
dom mating, in whichall fertile matings are
represented equally as parents, and no
mated pairs share common grandparents.
Such stocks are more vigorous thantypical

inbreds, as reflected in more rapid develop-
ment, higher fertility, and larger litters
(McClearn, Wilson, and Meredith, 1970).
These authors found their HS stock (hetero-
genic stock) to be generally more active than
its inbred constituents in a wide variety of
situations, although on sometests one or two
of the inbred strains scored higher. Since the
HS stock contained many segregating loci,
one might predict that its phenotypic vari-
ance would be larger than that of an inbred
strain. Again the data confirmedthis expec-
tation, but not uniformly. This inconsistency
in outcomeis not surprising, considering the
dual sources of variance, heredity and envi-
ronment. McClearn, Wilson, and Meredith
point out that the phenotypic correlation,rp,

between twotraits, x and y, depends on the
heritability of each, their genetic correlation,
and their environmental correlation.

ry = h,hyrg + e,eyre (1)
When heritabilities are low, widely dispa-
rate, or the genetic correlation is low, mod-
erate values for rg will lead to higher rather
than lower phenotypic correlations in in-
breds. Empirically the correlations between
various measuresof activity were frequently
higherin inbred than in HS mice (McClearn,
Wilson, and Meredith, 1970). Such

a

situa-
tion implies strong common environmental
influences on the correlated characteristics.

Heterogenic stocks will probably see more
use in behavior genetics research in the fu-
ture. They complement rather than com-
pete with inbredstrains.

Selected lines

psychophene that is adapted to certain ex-
perimental procedures. The goal is an emo-
tionally reactive or nonreactive rat (Broad-
hurst, 1960b), an active or inactive mouse
(DeFries and Hegmann, 1970), a maze-
bright or maze-dull rat (Tryon, 1940a), or a
rapid- or slow-avoidance learner (Bignami,
1965). Occasionally the selection criterion is
a somatophenebelieved to have correlations
with behavior, brain cholinesterase (Rod-
erick, 1960), or brain weight (Fuller and
Herman, 1974). Domestic animals selected
for behavioral and other characteristics also
find some use (e.g., Willham, Cox, and
Karas, 1963; Scott and Fuller, 1965). Success
in changing a behavioral phenotype by
means of genetic selection is a priori evi-
dencefor heritability of the criterion charac-
ter, provided precautions have been taken to
rule out effects due to environmentalfactors
and genetic drift.

In principle the expected phenotypic re-
sponse, R, is the product of the heritability of
the criterion character and the selection dif-
ferential, S, the difference between the mean
of the base population and that of the indi-
viduals selected as parents,

R = hs (2)
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It is clear that from this equation that high

heritability which is dependent on additive

genetic variation and an “expressive” envi-

ronment will facilitate progress. With other

factors equal, a high selection differential will

also speed progress. In practice, however,

there may be conflicts between simultane-

ously maintaining high h? and high S.

In the typical laboratory selection study,

the base population is small, and the number

of selected individuals for a line is still small-

er. Under such conditions the amountofin-

breeding in a selected line can increase rap-

idly, so that further progress is blocked. The

problem of adequatesize of the selected lines

is accentuated by the desirability of carrying

out two complete replications, each consist-

ing of a control, or unselected line, with cor-

responding high and low scoringlines. Such

duplication is insurance against accidents and

also important in evaluating the significance

of correlated responses. In small, inbred

populations, fixation of noncriterion charac-

teristics may occur by chance, giving rise to

a phenotypic correlation with the criterion.

Such a correlation has no functional signifi-

cance, and it can be misleading. When the

same correlations between traits appear re-

peatedly in independently selected lines,

however, the case for genic communality be-

comes stronger. Good practice in a selection

program involves maintaining as much ge-
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netic variability in the selected lines as is

compatible with the objectives and limita-

tions of resources.

Course of selection. The psychologist se-

lecting for a quantitative psychophene is

dealing with the simultaneous effects of

genes at many loci. Underthe simplest set of

assumptions, the outcome can be predicted

from principles already described. Considera

system of n pairs of genes, each plus allele

producing one unit of positive effect, each

minus allele one unit of negative effect, and

no dominance.Fig. 6-2 represents the course

of such an idealized experiment under in-

tense selection, starting from a population in

which the frequency of each plusallele is 0.5.

It is interesting to note that this figure ap-

proximates the results of actual experiments

such as those of Tryon (1940a). As the num-

ber of involved loci increases, the effect of

selection on each individual geneis less be-

cause the selector cannot know whether he

is choosing +2, +>, +°, or any otherallele.

However, the rate of change of the popula-

tion mean is not dependent on the numberof

loci (N), but is proportional to N times the

averageeffect of all loci. Genotypes will be-

come fixed more slowly, and progress will

continue over more generations when N is

large. Although there may have been no indi-

viduals in the base population who possessed

the maximum numberof plus alleles, such

 
Numberof plus genes present

Fig. 6-2. Distribution of successive generations under intense selection toward an extreme,

with few mistakes from dominance or from environmental causes and with noepistasis. (From

Lush, J. L. 1945. Animal breeding plans, 3rd ed. Iowa State University Press, Ames, lowa.

Reprinted by permission. )
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individuals may appearas plusalleles gradu-
ally displace their negative counterparts. In
this statistical sense selection can create new
phenotypes by increasing the probability of
gene combinations that would occur infre-
quently under a system of random mating.

Selection procedures. Falconer (1963) pro-
vides an excellent introduction to the prac-
tice of selection in mammals, and muchofhis
material is applicable also to other groups.
Essentially the behavior geneticist who em-
ploys selection has two variables under his
control, the selection differential and the
mating system. The need for keeping an ade-
quate numberof breeders to maintain a line
places a limit on intensity. If it is desired to
make selections from a pool of 50 animals
(25 males and 25 females) per generation,
and a female can be counted on for 10 young,
then at a minimum,the top 5 and the bot-
tom 5 females must be set aside. For insur-
ance against losses, the criterion should be
broadened. If the criterion character is dis-
tributed normally and the top and/or bottom
25% are selected, the differential will be
about 1.3 standard deviations: with a 50%
cutting point the differential will be about
0.8 standard deviation. High fecundityfacili-
tates selection, since it permits more inten-
sive culling. By using polygamous matings,
the intensity of selection on the male side can
be made more intense, and the entire pro-
cess accelerated at the cost of increased in-
breeding.

Selection can be based on individual per-
formance, on average family performance,or
on some combination, such as taking the
highest or lowest individuals from each avail-
able family. Selection on the basis of the per-
formance of progeny is often practiced in
farm animals, and it has been used in behav-
ior genetics to select for phenotypes such as
brain weight whose determination requires
sacrifice of the animal (Fuller and Herman,
1974). When h? is high, the phenotypeof an
individual is an accurate guide to its geno-
type, and individual selection is effective.
When h? is low, selection of whole fam-
ilies on the basis of sibling averages will
give faster results. A consequence of family

selection is increased inbreeding, since more
and more of the parents will eventually be
closely related even though brother-sister
matings are avoided. As a population be-
comes more inbred, family selection be-
comes relatively more effective than indi-
vidual selection, and in a set of isogenic
lines, selection within lines is totally useless.
Lerner (1958) has published diagrams com-
paring the efficiency of individual and family
selection for various degrees of inbreeding,
family size, and heritability. Falconer (1963)
estimatesthat a laboratory selection program
with rodents can be expected on the average
to change a character by between 0.2 and 0.5
standard deviation per generation and that
this rate of response may continue for five to
ten generations. Eventually progress ceases,
although genetic variability maystill be pres-
ent, as indicated by the success of reverse
selection.

Heritability determines the optimum in-
tensity of selection. Whenit is high, prog-
ress is more rapid with intenseculling. Ifit is
low, intense culling may impede progress
because many of the selected individuals
will owe their position to environmental
rather than genetic factors. If there are non-
linear genotype-environment interactions,
the most extreme phenotypes might come
from a “sensitive” genotype whose averageis
near the mean but which is extremely vari-
able.
A simple system for retarding the inbreed-

ing process in small selected populations is
shown in Fig. 6-3. The foundation stock
should be composedofunrelated individuals.
Inbreedingincreasesat the rate of0.0625 per
generation underthis system with twopairs
(Fig. 6-3, A) and at half the rate with four
pairs (B).
An ingenious method for mass screening

and selection was developed by Hirsch and
Tryon (1956). Essentially the technique con-
sists of a procedure for permitting observa-
tions of a large number of subjects at one
time and simultaneously separating subgroup
classes based on their cumulative score on a
series of tests. The schemecanbeillustrated
by an apparatus designed by Hirsch to sepa-
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Foundation animals

A Selected generation

Selected generation

Foundation animals

Selected generation1

B Selected generation 2

Selected generation 3 As3

Selected generation 4 A,

1

2

Ao

Ao Bo

Ai Bi

A> B>

Bo Co Do

By Cy DyA;

Az By C2 D>

Bz C3 D3

Sa
Ba

Fig. 6-3. Mating systemsto retard inbreeding in selection experiments. Ao, Bo, Co, and Do

represent pairs of unrelated animals. A, is a pair whose father came from A, and motherfrom

B,. Other symbols have similar meaning. A, Two-pair system. Twopairs are retained in each

generation, and males from one are mated to females from the other. B, Four-pair system.

Fourpairs are retained in each generation, and alternate generations are mated in a similar

pattern.

rate drosophilae on the basis of their geo-

tactic response (Fig. 6-4).

The numberof steps of selection can be

extended without limit, although in the dia-

gram it is restricted to three. In this particu-

lar device, separation is achieved automat-

ically by the design of the apparatus, but the

same plan of screening can be used for any

selection based on a 2-point scoring system.

Methods for computing the reliability of the

measurements are given in the original pa-

per. Mass screening procedures are particu-

larly important in working with Drosophila,

since the small size of individuals makes

them difficult to handle. The advantages of

their large production of offspring are ne-

gated unless procedures are available for

measuring individual differencesreliably and

rapidly.

Natural populations

A natural population can be considered as

a heterogeneous group that has been sub-

jected to natural selection. Comparisons be-

tween the emotional behavior of wild and

domesticated rodents were certainly among

the earliest in the field of behavior genetics.

In 1913 Yerkes published a study of the in-

heritance of wildness, savageness, and timid-

ity. Four 5-point rating scales were used.

The subjects were captured wild rats and

tame hooded animals from the Harvard

colony. The contrast between the two parent

lines, Yerkes pointed out, was extremely

marked and could definitely be attributed to

genetic factors. In the tamestrain, females

were less gentle and tame than males. Co-

burn (1922) reported work that was essen-
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Fig. 6-4. Representation of a set of pathways in a
vertically oriented sheet of plastic. Arrowheads
represent devices for the discouragement of re-
tracing. Drosophilae start at the left and move to
the right. For each upward turning at a choice
point, the individual receives a score of 1: for each
downward turn, a score of 0. The pathways lead
together in such a mannerthat individuals having
the same cumulative scores are grouped together
at the end of each trial. (Modified from Hirsch,
J., and R. C. Tryon. 1956. Psychol. Bull. 53:402-
410.)

tially a continuation of Yerkes’ study but
used miceinstead of rats. Wild gray and tame
strains were rated for wildness and savage-
ness, timidity being omitted. There was a
striking difference between the wild and
tame strains in these traits, and, as before,
females were found to be wilder than males.

Dawson(1932) also studied the inheritance
of wildness and tameness in mice, but, in-
stead of a rating scale, he used an objective
measure, the average time taken to traverse a
22-foot runwayin three trials. A barrier was
moved along behind the subjects to prevent
retracing. Reliability of the measure over the
whole population was 0.92. The subjects
werelaboratory-reared offspring of wild mice
(Mus musculus) and three strains of tame
mice. Again, marked behavioral differences
between the genotypes were found, indicat-
ing the influence of hereditary factors. Stone
(1932) reached the same conclusion using
rats.

A good deal of work was also done on the
endocrine differences between wild and do-
mestic rats. Rogers and Richter (1948) found
striking differences in the size of adrenal

glands in two wild strains of rats (Norways
and Alexandrines) and a tame strain (do-
mesticated Norways). Most of the difference
was in the cortical portion of the gland, rath-
er than the medulla. F, hybrids resembled
the tame parent in adrenal size. Evidently
wild animals dependheavily on adrenal func-
tion for survival, the cortex of this gland play-
ing an important adaptive role in response to
stress. It is significant that domestic rats
survived adrenalectomy, but wild ones
tended not to surviveit.

Further endocrine differences were also
found. Wild rats have a great deal more ad-
renal cholesterol than tame animals. Cap-
ture causes temporary loss of cholesterol with
a return to normal in 24 hours (Nichols,
1950). Richter, Rogers, and Hall (1950)
showed that salt replacementfailed to com-
pensate for adrenalectomy in wild but did so
in tame rats, and Woods (1954) found that
fighting caused a decreasein adrenal ascorbic
acid content in domesticated but not in wild
rats. Finally, Richter and Uhlenhuth (1954)
demonstrated that gonadectomyhadlittle ef.
fect on the activity of wild Norways but a
strong reducing effect on that of domesti-
cated Norway animals. The authors sug-
gested that running activity is controlled in
wild rats largely by the adrenals and in tame
animals by the gonads and that during the
process of domestication, a gradual shift oc-
curs from adrenal to gonadal control of many
bodily functions. |

Clearly, domestication has had striking ef-
fects on the physiological and behavioral
characteristics of animals, even though the
basic behavioral repertoires are very similar
in wild and domesticated individuals.
The behavioral genetics of natural popula-

tions in the field has been less investigated,
althoughthis situation might seem to provide
the best model for the situation in human
genetics. The reason for the neglect is not
lack of interest but technical difficulties in
making the necessary observations. Bruell
(1970) has urged that “population behavior
genetics’ be expanded into the field. In
Chapter 11 weshall discuss the beginnings of
this aspect of our subject.
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Mutant genes and mutantstocks

Conceivably any gene substitution could

have pleiotropic effects on behavior. The na-

ture of these effects can be tested by com-

paring the psychophenesofindividuals carry-

ing differentalleles that are identifiable by

their somatopheniceffects. In such situations

the formal genetics are already available, and

attention can be focused on the mannerin

which the alternative alleles produce their

behavioral effects. The nature of the genetic

background on which the effect of the allelic

substitution is studied is often important.

This background may be an inbred strain

genome into which the mutant gene is intro-

duced by means to be described later.

Strains of this type in which both mutant and

nonmutant individuals, differing only at a

single locus, occur are known as congenic

strains. Phenotypic differences between the

two forms can be ascribed with confidence

to events set in motion at the locus of

interest.

There is, however, somecost in attaining

this precision, since the effects of a gene sub-

stitution may be specific to certain back-

grounds. For example, Caviness, So, and

Sidman (1972) studied correlations between

behavior and neurological characteristics in

reeler mice (rl/rl) in a congenic line and in

an F, cross between two inbred strains. On

the inbred background the reelers survived

for too short a time to permitsatisfactory be-

havioral studies. On the F, background the

neurological aberrations remained, but the

mutants were vigorous enough to permit ex-

tensive observations. It is also possible to ob-

serve the effects of a mutant gene on a het-

erogeneous background, where its behav-

ioral effects will be randomly associated with

those of other segregating loci. The loss of

precision because of background variability

may be compensatedbythe greater ability to

generalize any findings.

It is fairly simple to introduce a dominant

gene into an inbred stock that carriesits re-

cessive allele by repeatedly backcrossingtrait

bearers into the inbred line. With each back-

crossing the proportion of “foreign” chromo-

somes decreases by one half. The introduced

chromosome bearing the mutantallele will

gradually exchange material with its homo-

logue from the inbred line until only the lo-

cus of interest and adjacent chromosomal

segments differentiate the two phenotypic

classes.
If the gene is an autosomal recessive,

progress is slower. After each cross into the

inbred line, brother-sister matings must

again be made to produce trait bearers

(phenotype R) that can be crossed into the

inbred line (phenotype D). The plan is as

follows:

Generation 1 Trait bearers (R) x Inbredline (D)

ala x +/+

Generation 2 All D

+/a x +/a

(brother-sister)

Generation 3 R offspring from 2 Inbredline (D)

ala x +/+

Subsequent generations repeat the alterna-

tion of 2 and 3.

Sometimes the bearers of a homozygous

recessive gene are sterile or almost so. In

such cases the gene of interest has to be

transmitted through heterozygotes.It is still

possible to put such a gene onto a standard

background, although the processis labori-

ous.

Generation 1 Known heterozygote x Inbred line

+/a x +/+

Generation 2

a. Offspring will be % +/a and % +/+.

Mate to known +/a in orderto identify

the +/a individuals.

b. Tested heterozygote < Inbredline

+/a x +/+

Subsequent matings are repetitions of 2afol-

lowed by 2b. Matings betweentested hetero-

zygotes yield 25% mutantoffspring.

The number of generations of crossing

into an inbredline that is necessary for a par-

ticular experimental use is a matter of judg-

ment. E. L. Green (1966) provides tables of

the degree of background homozygosity at-

tained by various mating systems. The possi-

bility of confusing pleiotropic effects of a

gene witheffects due to a closely linked gene

introduced along withit is rather large. After
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30 crosses, genes with a recombination fre-
quency of 0.02 wouldfail to be separated in
36.4% of all lines developed by this method.

For genes with robust effects on the phe-
notype, the matter of background genotype
is less important. The obese gene (ob) in the
mouse producesa striking effect on the regu-
lation of eating, regardless of the back-
grounds in which it is observed. For many
studies the advantagesof placing such a gene
on an inbred background may not be worth
the trouble. However, in Chapter 8 we de-
scribe experiments in which the physiologi-
cal effects of ob were strikingly different in
two inbredstrains.

Mutantgenestudies in Drosophila
and mice

Because of the great variety of identified
mutants in Drosophila melanogaster, it has
been a favored species for the unit-gene ap-
proach. Among the mammals, house mice
offer the greatest possibilities in terms of de-
scribed mutations and specialized stocks. We

3 from multiple
mutantstrain

Generations

y
ct

D ras )

f

xX Y 7

“3

2y x

ct

@ ras )

---Xf an
' Sister x brother|

| UN |
| a { \ |
| ¢ | \

YY yyy
y +

ct +4

@ ras ++

+ f

have chosen a study of Merrell (1949) to
illustrate the application of the mutant gene
technique to a behavioral problem in D. mel-
anogaster, The influence of four X-linked
genes on mating success was ascertained in
competitive situations. X-linked genes are
particularly convenient because the mutant
phenotypes of recessive genes are directly
observable in the hemizygous males, thus
obviating the necessity for test matings to
identify heterozygotes. The following is Mer-
rell’s mating system:

Generation 1 Mutant male x wild-type inbred female
Generation 2 Female heterozygote x wild-type male

(both from 1)
Generation 3 Male mutant from 2 x wild-type female

(inbred)
Generation 4 Repeat of 2
Generation 5 Repeat of 3

In Merrell’s experiment the procedure was
complicated by a requirementof developing
stocks with all possible combinations of mu-
tant and wild-type genes at four loci. Even-
tually sixteen sublines were produced, each
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Fig. 6-5. A method for obtaining various combinations of the sex-linked genes, y, ct, ras, andf, on a constant genetic background by
into an inbredstrain andisolation of the

repeated backcrossing of the multiple mutant stock
various crossoverclasses as they occur. On the left,for example, is shown a crossover that produces a y-ct-ras line and an f line. (Modified fromMerrell, D. J. 1949. Genetics 34:370-389.)
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with a specific set of wild-type and mutant

alleles at the raspberry (eye color), cut wings,

vellow(body color), and forked(bristles) loci.

Fig. 6-5 illustrates the procedure for pro-

ducing twoof these lines by taking advantage

of a crossover between ras andf.

Both male-choice and female-choice mat-

ing experiments were conducted,andthe re-

sults were evaluated by the types of off-

spring produced. Male choice involves plac-

ing mutant males with a mixture of mutant

and wild-type females and noting which are

inseminated. Female choice can be identi-

fied by the use of genetic markers as illus-

trated in the following example. Wild-type

females heterozygousfor rs were placed with

wild-type and raspberry males. The kinds of

offspring resulting from successful matings of

the two kinds of males are shown in Table

6-1. Note that the appearance of mutant fe-

males indicates success of the mutant male.

The results of the female-preference ex-

periments showedthat wild-type males were

much more successful than yellow males and

moderately more successful than cut and

raspberry males. Forked males were equal to

wild-type in mating capability. In general,

the effects of multiple mutant genes were

additive, although ct ras males were superior

to both ct or ras males, implying some com-

pensatory effect of this particular combina-

tion. The behavior of the females was pri-

marily responsible for nonrandom mating.

So-called male choice is better interpreted as

caused by rejection of the less vigorous males

bythe less receptive type of female. In line

with this hypothesis, male choice was most

evident in the least vigorous males; further-

more, it was consistently in the same direc-

tion for all males tested with the same com-

binations of females. Merrell concluded that

within D. melanogaster there is selective,

but not assortative, mating.

In a later experiment, Merrell (1953)

showedthat the rate of elimination of mutant

genes from a population followed time curves

predicted from the effects of each gene on

mating successin the earlier “choice” experi-

ments.

Other studies of the effect of single-gene

substitutions on the behavior of drosophilae

have been reviewed by Parsons (1967a),

Wilcock (1969), and Rockwell and Seiger

(1973b). Some of them will be considered in

Chapters 7 and 11.

Behavioral pleiotropy in mice

Systematic observations of the effects of a

number of mutant genes on the behavior of

mice have been made (Denenberg, Ross,

and Blumenfield, 1963; van Abeelen, 1963a,

b,c; Thiessen, Owen, and Whitsett, 1970).

Van Abeelen constructed an ethogram con-

sisting of distinguishable forms of behavior

shownbyeither solitary mice, pairs of males,

or male-female pairs. Typical elements of

these ethograms were grooming, digging,

wrestling, and copulation. Four mutants,

yellow (A"), pink-eyed dilution (p) (p/p),

brown (b) (b/b), and jerker (je) (je/je), were

compared with nonmutants. Typical of the

findings were reduced “exploratory” and

Table 6-1. Evaluation of effects of ras on success in mating*

Mutant male

Gametes

Wild-type male

Gametes

(heterozygous ras tras /ras

wild-type + ras/+

female)

raslY ras/[+ ras [Y

+/Y +/+ +/Y

“Based on data from Merrell, D. J. 1949. Selective mating in Drosophila melanogaster. Genetics 34:370-389.

tRaspberry females produced only when mutant maleis successful.
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“comfort” behaviors in the mutants. Feed-
ing, fighting, and mating werelittle affected.
Thiessen, Owen, and Whitsett observed 14

tion in activity, sensory sensitivity, and sen-
sory preferences. They, too, reported effects
of certain genes on such behaviors as open
field activity, geotactic response, latency to
escape from water, and amount of wheel
running. Denenberg, Ross, and Blumenfjeld
found hairless mice (hr/hr) less active in an
open field and unable to perform on water
escape. Pintails (Pt/+) extinguished more
rapidly in shock escape. No behavioral dif.
ferences were found associated with the
short-ear (se/se) or pale-ear (eplep) geno-
types.

Studies of this type have been criticized
by Wilcock (1969) on the grounds that most
behavioral differences between mutant and
nonmutant animals are “direct peripheralef-
fects of the mutant gene andare thus devoid
of psychological significance.” It must be ad-
mitted that simply correlating a mutant gene
with a quantitative or qualitative variation in
activity, sensory capacity, or even learning
ability does not in itself have much explana-
tory value. But it is not necessary to stop
with the correlation. If something is known
aboutthe total somatopheniceffects of a mu-
tant gene, there is a possibility of relating
these to the physical substrate of the ob-
served psychophene. We mayconcludethat
hairless mice failed on a water-escape test
because they lacked buoyancy, but other
cases are not as obvious. Genes named for
their effect on coat color may have very im-
portant effects on the nervous system. Albi-
nism is a case in point and will be considered
in detail in Chapter 7.
A numberof interpretations are possible

whena battery of behavioral tests are applied
to a set of genic substitutions. A case may
be made that the tests responding similarly
to a particular substitution share a depen-
dence on a commonbiological substrate. One
might also reason that all genes affecting a
particular behavior are interacting to pro-
duce the biological substrate on which be-

havior depends. In such a procedure the mu-
tant is essentially a “black box” (though it
comes in various colors and forms) with its

clusters could provide clues to the functional
relationships within the black box.
The researcher adopting the mutant sur-

vey strategy is faced with choosing among a
potentially infinite number of phenotypesof
both classes, and he can measure only a few.
A guiding principle is that mutant genes are
useful in behavioral reseach when they pro-
duce biochemical and structural effects re-
lated to important behavior systems (Fuller,
1967). Some mutant genes produce physio-
logical changes that could be attained in no
other way, and, in such cases, they can be
valuable as adjuncts to other experimental
procedures such as lesioning or drug admin-
istration.

Another approach to the study of behav-
ioral pleiotropy of recognized genesis retro-
grade analysis. The technique, which is
widely used in physiological genetics, in-
volves a search for the earliest deviation of
the mutant from the normal phenotype. In
behavior genetics retrograde analysis has
been applied to the wabbler-lethal mouse by
Thiessen (1965). Although it is particularly
suitable for detecting the embryological basis
of neurological anomalies that lead to behav-
ioral deficits, it could be employed at the
purely behavioral level.

Identifying cryptic loci

Loci are typically identified and named for
their somatophenic effects. The great value
of linking a behavioral variation to a named
locus is the possibility of tracing its cause
backward to a specific biochemical process.
The advantages andlimitations of the geno-
typic approach have been discussed earlier.
Here we may add the observation that the
information obtained from studies of the
usual mutants may contribute little to our
understanding of the genetic basis of behav-



90 Experimental behavior genetics

ioral differences among phenotypically nor-

mal individuals. Fruit flies with bar eyes or

vestigial wings and hairless mice do not sur-

vive in nature.

The attractiveness of the single-locus ap-

proach for developmental-physiological anal-

ysis is real, however, and has motivated the

search for cryptic genes that are recogniz-

able, at least initially, only by their behav-

ioral effects. Although all behavior is funda-

mentally under polygenic control, it is not il-

logical to suppose that differences in the

psychophenes ofindividuals or inbred strains

could be caused by genesubstitution at one

or veryfew loci.

The simplest procedure for detecting such

loci is to classify one’s subjects into discrete

classes, carry out a standard set of crosses,

and note whether the proportions in each

class conform with Mendelian expectations.

Typically, two inbred strains clearly distinct

in behavior are chosenas the initial subjects.

An example of this approach is the inheri-

Table 6-2. Observed and expected

frequency of high (75% and over) and

low (under 75%) preference for 0. 1%

saccharin in crosses between C57BL/6]J (B)

and DBA/2 (D)*
  

  

    

 

B 32 1 —- —

D a 25 — —

F, 25 3 — —

BX F, 14 1 14.0 1.0

D x F, 37 25 34.0 28.0

Fr, 30 12 45.9 16.1

iD x L 7 37 7.1 36.9

{Dx H 18 19 20.3 16.7

*Based on data from Fuller, J. L. 1974. Single-locus

control of saccharin preference in mice. J. Hered. 65:

33-36.

‘Predictions based on single-locus model with high-

preference dominance. Adjustments have been made for

partial phenotypic overlap between presumed homozy-

gous parental strains. None of observed values differ

significantly from those predicted.

tHigh preferrers (H) and low preferrers (L) from F, x

D were backcrossed a second time to D to strengthen

case for single locus control of preference.

tance of saccharin preference in crosses be-

tween C57BL/6J and DBA/2J mice (Fuller,

1974). The data, as shown in Table 6-2, are

compared with the expectations for control of

preference by a single locus with the high-

preference allele dominant.

Two features of the table are noteworthy.

First, there is a small amount of overlap in

preference behavior between the original in-

bred strains. The expectations for high- and

low-preference individuals in the backcrosses

and F, were adjusted to allow for overlap;

thus the ratios of high: low individuals are not

precisely 1:1 in the backcross to DBA/2 or

3:1 in the F,. Second,theoffspring from the

first backcross to DBA/2 were separated into

high preferrers (presumably heterozygous)

and low preferrers (presumably homozygous

recessive) and crossed again with DBA/2.

This was done becauseit is possible to simu-

late Mendelian ratios in a polygenic system

operating on a developmental threshold

(Wright, 1934). In this instance the second

backcrosses yielded high and low preferrers

in proportions consonant with the single-

locus hypothesis and a new locus, Sac, was

proposed with at least two alleles, Sac? from

C57BL/6 and Sac from DBA/2.

A later study (Ramirez and Fuller, 1976)

indicates that the Sac”allele is probably rare

in laboratory mice. In a heterogeneous pop-

ulation of laboratory mice from an eight-way

cross (one ancestor was C57BL/6), amount of

saccharin intake was foundto be highly herit-

able, but biometric analysis suggested poly-

genic control of variation.

A somewhatdifferent approach was used

by Whitney (1973) to test for single-locus in-

fluences on handling-induced vocalization

(squeaking) in another heterogeneous stock

of mice from an eight-way cross. Oneofits

progenitor strains, I°/Bi, was a high vocal-

izer: the remainder were low. The frequency

of vocalization and its distribution among

families matched that predicted by the hy-

pothesis that squeaking dependedon

a

single

dominant gene with a frequency of 0.125,

the expected contribution from strain Is. Two

locus models were also tested but did notfit

the observed data.
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Any method which depends on classifica-
tion of individuals into discrete categories re-
quires that the boundaries of the groups be
prescribed in advance of measuring the seg-
regating generations. This procedure wasfol-
lowed in Fuller's (1974) study of saccharin
preference, but even here an allowance had
to be made for misclassification. Most psy-
chophenes are so remote from the primary
action of genes that one-to-one correspon-
dence is unlikely. The more closely it is ap-
proached, however, the strongerthe case for
a simple modeof transmission. In the follow-
ing chapters we shall see that the different
techniques for measuring psychophenes can
lead to different genetic hypotheses.

Analysis of multimodal distributions. Cat-
egorization of individuals becomes difficult
when behavioris highly variable within pure
lines, and the scores of segregating groups
are distributed with indistinct evidenceofbi-
modality or trimodality. Such overlapping
distributions do not negate cryptic major
gene influences, but they do require special
analytical methods.
Assume that we have a set of Mendelian

crosses between two purebreedingstrains.
The avenue of approach is to determine
first the empirical total frequency distribu-
tions, f,, of the nonsegregating groups, P,,
P,, and F;. On a single-locus hypothesis the
frequency distributions of the backcrosses
and F,are:

fp = Vy (fp, + fr.)

fs = % (fp, + fy)

fe = Ya (fp, + 2fr, + fp,)
2

Collins (1967, 1968a) has proposed a general,
distribution-free, nonparametric method for
cases in which assumptions of normality and
equal environmental variances in the groups
are not met. Obtained distributions can be
compared with those predicted by one- and
two-factor models. An application to ethanol
consumption in hybrids between C57BL/6]
and DBA/2J mice indicated that a two-factor
model fit the data very well: a one-factor
model did not (Fig. 6-6).

If the assumption of normaldistribution of
environmental variance is considered appro-
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Fig. 6-6. Distribution-free analysis of consump-
tion of ethanol by C57BL/6] and DBA/2 mice and
their hybrids. Note that a one-factor model does
not fit the data; a two-factor model does. (From
Fuller, J. L., and R. L. Collins. 1972. Ann. N.Y.
Acad. Sci. 197:42-48.)

priate, a variety of genetic hypotheses can
be tested on data from Mendeliancrosses be-
tween inbred strains (Elston and Stewart,
1973). The model giving the best fit to the
data can be provisionally accepted. The
methods are based on graphic and numerical
analytic procedures developed by Stewart
(1969a,b) and applied to a number ofana-
tomical characteristics of mice by Stewart
and Elston (1973).
The tests are based on the principle that

multimodalfrequencydistributionsin a set of
measurements may indicate an underlying
discontinuity attributable to gene segrega-
tion. The position of the modesis ascertained
by arraying individual scores in rank order
and plotting the cumulative frequency
against the phenotypic values. A smooth S-
shaped curve indicates probable polygenic
control; a curve with one or more discon-
tinuities may indicate segregation. By dif-
ferentiating the cumulative curve and graph-
ing the results, the regions of maximum
slope can be visually identified. In Fig. 6-7
this procedure is applied to a portion of
Fuller's (1974) data on saccharin preferences
in mice. The complete data are shown in
Table 6-2. Fig. 6-7 shows clearly that the
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Fig. 6-7. Frequency distribution of preference ratios for 0.1% saccharin in crosses be-

tween DBA/2 and high- or low-preference segregants from a prior backcross. Each

individual is represented as a point in the curve with abscissa, Xo, corresponding to its

preference score. The ordinate shows frequency calculated from the midpoint formula,

28

3X, + 2X) + X, — X-, — 2X» — 3X_3”

viduals arranged in rank order, low to high. The more closely the scoresare packed,the higher

the ordinate. Thusin this figure about onehalf of the high-segregant crosses are found on the

 

where X_3, X_», . . . X3 are scores for consecutive indi-

high peak at the right, as predicted from a one-factor theory. The low-segregant crosses

showed no definite peaks, as was also predicted. Both genotypes showed a secondaryrise

between 0.40 and 0.60, scores that reflect neither preference nor aversion.

backcross to the low-preference segregants

equal acceptance of saccharin and water. In

contrast, the backcross to the high-preter-

ence segregants showed

a

significant peakin

the 0.9-to-0.98 range, containing approxi-

mately 50% of the subjects. Further details

may be foundin the legend for Fig. 6-7.

The technique of Stewart and Elston

(1974) confirms by an objective procedure

the earlier empirical division of the mice in

the high-preference segregant backcross into

two categories and strengthens the case for

the hypothesis that a single locusaffects the

response of mice to saccharin solutions. The

method should have manyapplications in be-

havior genetics.

Recombinantinbred strains

Recombinant inbred (RI) strains of mice

were developed by Bailey (1971) for the pur-

pose of studying the genetics of tissue trans-

plantation and were introduced to behavior

genetics by Oliverio, Eleftheriou, and Bailey

(1973b). An RIline is produced by a series of

brother-sister matings, starting with the F,of

a cross between two highly inbred and unre-

lated progenitors, P, and P,. In the course of

time each line becomesfixed for one or the

other allele at any locus at which the two an-

cestral strains differed. Thus, on the average,

an RI strain will have one half of its genes

from P, and one half from Py. If a set of RI

lines are clearly divided into two classes

based on a behavioral test, one resembling

P, and the other P2, one can argue that a

single locus is responsible for the original

strain difference. Further genetic analysisis

made possible by the fact that each of Baileys

RI lines has been characterized by means of

skin grafting tests as carrying a P, or P, allele

at a numberof histocompatibility (H) loci. If

the classification of RI strains based on be-

havior matchesthat of a specific H locus,it is

likely that the behavioral effect may be me-

diated by that H allele or by a closely linked

gene. Fig. 6-8 showsthat the avoidance per-

formances of seven RIlines wereclearly sep-

arated into two groups, one like their

BALB/c progenitor, the otherlike C57BL/6.

The distribution pattern of good and poor
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Fig. 6-8. Mean percentage of avoidances perses-
sion for 5 days of seven RI lines, their two ances-
tral strains, and two reciprocal F, hybrids. (From
Oliverio, A., B. E. Eleftheriou, and D. W. Bailey.
1973. Physiol. Behav. 11:497-501.)

avoidance was found to correspond exactly
with that of alternative X alleles at the H-25
locus on chromosome 9. On_ this basis
Oliverio, Eleftheriou, and Bailey proposed a
new locus, Aal (active avoidance learning),
which is either identical or closely linked
with H-25.

SUMMARY

This review of materials and methods of
experimental behavior genetics is not ex-
haustive, but it does demonstrate that in a
numberofinstances evidence has been found
for one- or two-locus systems with important
behavioral effects. In addition to statistical
tests of compatibility with a simple model, it
is always desirable to link a cryptic gene,
identified through a psychophene, with a so-
matopheneandtolocate it on a chromosome.
Whenthis is accomplished, of course, one no
longer has a cryptic gene.

In the following chapters we shall con-
stantly return to the methodological prob-
lems discussed in this chapter. With all the
advantages of inbred lines, defined hetero-
geneousstocks, RI lines, and thelike, it has
not been easy to prove unequivocally the
superiority of either a Mendelian or poly-
genic interpretation of variation in psycho-
phenes. Oncea test procedureis changed or
a new set ofstrains observed, the genetics
of transmission may also change. Weshall
find examples in the case histories of Chap-
ter 7.
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Individual behavior: four case studies

To introduce the experimental genetics of

behavior, we have chosen to illustrate a

variety of research strategies by four rather

diverse case studies: phototaxis in Drosoph-

ila, audiogenic seizures and paw prefer-

ence in mice, and the behavioral correlates of

albinism in severalspecies. In the first three,

analysis starts with a behavioral phenotype of

interest and employs genetic techniquesfor

acquiring a deeper understanding of the phe-

nomenon.The fourth example represents the

genotypic approach; the mode of inheritance

is already known,and the nature and magni-

tude of the behavioral effects of the albino

gene are the goals.

Phototaxis is movement toward (positive)

or away from (negative) a sourceoflight. More

complex than a reflex, since it involves a

response of the organism as a whole, a taxis

seems to belittle affected by learning, al-

thoughits strength maybe affected by physio-

logical state and environmental factors.

Drosophila melanogaster is typically posi-

tively phototaxic, undoubtedly because such

a response contributes to survival undernatu-

ral conditions. In spite of natural selection,

however, there is still great diversity in the

strength of the response among laboratory

stocks, making the phenotype well suited for

genetic analysis. It also turnsout that the type

of procedure used for measuring phototaxis

has a greatinfluence on theresults obtained.

One advantage of Drosophila is its adapt-

ability to mass separation techniques that

makes it unnecessary to handle and record the

behavior of individuals one by one. Thus

selection experiments with fruit flies are pos-

sible on a scalethat is impracticable with even

the smallest, most prolific, and least expen-

sive mammals or birds. This fact plus the

advantagesofworking with a species with four

94

pairs of chromosomes anda great variety of

specialized stocks provide behavior geneti-

cists with unique opportunities for research.

Audiogenic seizures and paw preference in

mice have no obvious adaptive significance;

their interest for behavior geneticists is based

on the distinctiveness of their phenotypic

expression. Most mice are either susceptible

or resistant to a sound-inducedconvulsion at a

given time, and they are either right or left

pawed. Such distinctive psychophenes are

good candidatesfor the classical techniques of

Mendelian crosses with the objective of ex-

plaining the behavioral variation by a simple

one-locus model. Actually, matters are not

that simple.
The albino gene is probably the mutation

most widely studied by psychologists, though

few experiments include nonmutant controls.

Because so much ofthe literature and theory

ofexperimentalanimal psychologyis based on

the white rat, it is particularly important to

know what kinds of biases may have been

introduced by this choice of a standard ani-

mal. Albino individuals have been described

from a great number of species, but their

rarity in nature indicates that the mutants are

severely disadvantaged. Obviously, in the

sheltered laboratory they survive.

PHOTOTAXIS IN DROSOPHILA

A taxis is an oriented movementin relation

to a gradient or a directional field of force.

Inherent in the concept is a degree of auto-

maticity similar to a reflex but involving

coordinated locomotoractivity. Actually, the

direction of a taxis whether toward or from

a light source is not invariant. The sameindi-

vidual may be phototactically negative or

positive, dependingonits physiological state.

Furthermore, as we shall see in this section,



both natural and laboratory populations are
heterogeneous with respect to the direction
and strength of tactic responses.
Among the parameters affecting photo-

tactic responses are age, diurnal rhythms,
desiccation, wavelength and intensity of the
stimulus, temperature, andlevel of excitation
as produced by mechanicalstimulation prior
to the test (Rockwell and Seiger, 1973a).
Various combinations of these factors may
change thesign or intensity of the phototaxis.
Regardingtaxic behavior as a simple automa-
tism is naive.

Rockwell and Seiger recognize three major
designs, each with variations, that have been
employed in research on phototaxis of Dro-
sophila. Design 1 involves movement toward
a light source whose gradient is parallel to
the plane of movementoftheflies. Strength
of phototaxis can be measured by(1) rate of
approach, (2) position after a fixed time pe-
riod, or (3) fractionation of the tested popula-
tion in a series of trials (usually five) so that
the flies responding positively zero, one,
two, three, four, or five times are contained
in separate bottles. Design 2 involves move-
mentofflies in a field illuminated by a light
perpendicular to the plane of movement.
Design 3 requiresthe flies to make a series of
choices in a classification maze (Hirsch and
Boudreau, 1958; Hadler, 1964a). At the end
of the maze the subjects enter different
chambers, depending on the numberof pho-
tonegative and photopositive responses they
have made.

It is obvious from the preceding discussion
that comparisons between results obtained
with different techniques must be made with
care. Furthermore, conclusions with respect
to the adaptive advantages of phototaxis must
consider the relationship between laboratory
test procedures and the ecological conditions
under which flies exist in a natural state.

Mutant geneeffects

Someof the earliest behavior-genetic anal-
yses were directed toward the effects of
mutant genes on phototaxis in Drosophila.
The methodology was a simple version of
design 1. Flies were placed in a tube with a
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light directed along it from one end,andtheir
rate of progression toward the light was
measured. This procedure does not separate
the photokinetic effect of light (stimulating
locomotion) from its phototactic effect (direct-
ing the locomotion). Some of the earlier
workers, including McEwen(1918, 1925) and
Cole (1922), compared stocks containingvari-
ous mutations but did not distinguish the
effects of conspicuous genes characterizing
the stocks from othergenetic differences that
accumulate when stocks are separated for
many generations.

A marked improvement in genetic tech-
nique wasachieved byScott (1943), who pre-
pared congenic inbred stocks segregating for
either white (w) or brown (b) eye color. The
red-eyed wild-type and the mutants in each
stock could be assumed to be genetically
identical except for the named gene andits
closely linked neighbors. Phototaxis was
scored by the medianrate of crawling over a
measured course. White-eyed flies were less
phototactic than their congenic siblings, but
brownflies did notdiffer from the wild type of
the same stock. Particularly notable was the
large difference in running time between the
wild-type flies from the congenic brown stock
(11.5 seconds) and the wild type from the
white stock (32 seconds). Effects of the two
mutant genes were being observed on very
different genetic backgrounds.

Scott's experiment did not separate the
effects of photokinesis and phototaxis. This
was accomplished by Brown and Hall (1936),
who used a Y tube, one arm of which was

against an opalred light to which they did not
respond. The threshold was defined as the
level of illumination at which entries into the
light and the dark tube were equal. Full and
bar-eyed (eyes reduced in size) flies with red
or white pigmentation were tested. The re-
sults are summarizedin Fig. 7-1, which shows
a linear relationship between the logarithm of
thresholdlight intensity and the surface area
of the eye. Apparently, white achieves its
effect on phototaxis through reducingthe size
of the eye just as bar does. In the Brown and
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Fig. 7-1. Mean light-intensity threshold for phototaxis in Drosophila melanogaster, mutants

and wild-type, as a function of the surface area ofthe eye. The threshold is a simple function of

area irrespective of eye color. (Modified from Brown,F. A., Jr., and B. U. Hall. 1936. J. Exp.

Zool. 74:205-221.)

Hall experiment, genes act like surgical in-

struments to reduce thesize of a receptor and

thereby to lessen the neural input to the

central nervous system. The importance of

the study lies in localization of the significant

gene action in the periphery ratherthan in the

central nervous system and the demonstra-

tion that two genes with different external

features affect behavior through the same

mechanism.

This line of investigation has been con-

tinued by Pak, Grossfield, and White (1969)

with induced mutations as the genetic tools

for physiological investigations. Their object

was to generate a series of nonphototactic

mutations, each of which could produce a

defect in one step of the visual pathway, and

to use them as a set of probes to analyze the

visual system. Mutations were induced in

males by ethyl methanesulfonate. These

treated flies were bred to virgin females of an

attached-X stock, yielding F, males with a

paternal X chromosome. Dark-preferring hy-

brid males were backcrossed repeatedly to

the attached-X stock, producing male non-

phototactic flies with the mutated X chro-

mosome. Seven sublines were produced by

these elegant manipulations, and

_

electro-

retinograms (ERGs) were obtained from

each. Six sublines had normal ERGs, indi-

cating that their nonphototactic behavior was

caused by factors outside the visual system.

One had an abnormal ERG pointing to a

defect in the visual pathway. Thus similar

psychophenes mayresult from unlike somato-

phenes.

Genetic dissection of behavior

By adding a technique for producing ge-

netically mosaic flies to procedures for in-

ducing mutations and for mass screening of

behavioral variants, a genetic dissection of

behavior is possible (Benzer, 1967, 1973;

Hotta and Benzer, 1972). Mosaic flies have

different genotypes in various parts of the

same individual and are produced by breed-

ing to a stock with an unstable ring chromo-

some, Xz. Duringthefirst division of the zy-

gote of a female, XXz, the Xz may be lost; the

descendants of such a cell are genetically and

phenotypically male. If the Xp stock is

crossed with a stock carrying a recessive mu-

tant gene affecting body color on its X chro-

mosome, parts of each offspring will be fe-

male, XpXy, and parts male, Xy. The mutant

gene is phenotypically expressed only in the

male parts, and it will thus serve as a marker

for the location of other X-linked mutant

genes known only by their behavioral effects.

The use of these mosaics in dissection of

behavior is based on the fact that the fate of a

cell, whetherit forms eye, bristle, or gut, is

determined byits location in the embryonic

blastoderm. The separation of the XpXy and



 
Fig. 7-2. Typical Drosophila melanogaster mosa-
ics. Body parts derived from the XX cell line are
shaded. Parts derived from the XO line are un-
shaded and express recessive mutant characters
uncovered by the loss of the other X. (From
Hotta, Y., and S. Benzer. 1972. Nature 240:527-
535.)

Xy regions in the blastoderm may have many
orientations: hencethe varieties of mosaicism
shown in Fig. 7-2.
The probability that the XpXy-Xy bound-

ary in the adult will fall between any two
structures is proportional to the distance
apart of their cells of origin in the blasto-
derm. Parts originating from the same cells
will always be concordantin color, parts from
neighboringcells will usually be concordant,
and parts from remote cells will be concor-
dant only by chance. Hotta and Benzer pro-
duced mosaics in which the genotype of the
eye wastagged with color genes; the flies also
carried radiation-induced genes for nonpho-
totaxis and absence of the ERG. The color
gene expression and absent ERG mappedto
the sameregion of the blastoderm, indicating
that the absence of phototaxis was attribut-
able to conditions intrinsic to the eye.
The method described is applicable to any

behavioral difference produced by an X-
linked mutation. For a description of its use
on such exotically named genetic defects as
“drop-dead” and “ether-a-go-go,” see Ben-
zer (1973). The parts of the fruit fly are cer-
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tainly more autonomouswith respectto their
behavior than are the regions of a mammal
with a more centralized and hierarchical ner-
vous system and a meansofspreading chemi-
cal signals swiftly to all cells by secreting hor-
monesinto the blood. Thus one must be cau-
tious in taking the results of research of this
kind as a general model for the relationship
between genes and behavior. Nevertheless,
it is one of the more impressive accomplish-
ments of behavior genetics.

Selection for phototaxis

Traditionally, fruit flies have been de-
scribed as positively phototactic. As noted
earlier, such a statement is not appropriate
unless a considerable number of experiential
and environmental conditions are specified.
It also turns out that populationsof flies are
not behaviorally homogeneous and that a
portion oftheir variability is of genetic origin.
Mostofthe selection studies have employeda
classification maze based on the design of
Hirsch and Tryon (1956;see Fig. 6-3). Hirsch
and Boudreau (1958), Hadler (1964a), and
Walton (1970) selected positively and nega-
tively phototactic strains of Drosophila mel-
anogaster. Selection has also been successful
in D. pseudoobscura (Dobzhansky and Spass-
ky, 1967; Dobzhansky, Spassky, and Sved,
1969) and D. subobscura (Kekié and Marin-
kovic, 1974). In D. melanogaster, heritability
washigh: estimated as 0.566 by Hirsch and
Boudreau (1958) and as from 0.412 to 0.668
by Hadler (1964b). The powerofselection to
modify the average phenotype is shown by
Hadler’s (1964a) report that after fifteen gen-
erations, his positive phototactic strain aver-
aged 3.90; his negative strain, 12.60; and his
unselected stock, 7.88. In his apparatus,a fly
making all turns toward light would score
zero; all toward dark, 17.

Realized heritabilities for phototaxis in
Dobzhansky and Spassky’s (1967) experiment
with D. pseudoobscura were considerably
less (0.08 to 0. 10), but excellent separation
was nevertheless attained. Selection can be
very effective even with low heritabilities if
the selection differentialis high and inbreed-
ing is avoided.
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Successful selection, however, does notre-

sult in strains that are isogenic for the genes

relative to phototaxis. In D. melanogaster,

reversing the direction of selection at G-27

was successful. In D. pseudoobscura, simply

relaxingartificial selection after twenty gen-

erations and allowing the strains to breed

promiscuously led to convergence in photo-

tactic scores that was almost as rapid as the

earlier divergence (Dobzhansky, Spassky,

and Sved, 1969). These authors consider that

phototactic neutrality, with an underlying

genetic capacity for rapid change in either

direction, is an example of adaptive genetic

homeostasis.

It is an oversimplification to consider that

selection can only operate to move popula-

tions toward extreme reactions. Lines of D.

subobscura, a species with light-dependent

mating, have been selected for preference

for low, medium, or high light intensity

(Keki¢ and Marinkovic, 1974). Heritabilities

were low and similar in magnitude to those

reported by Dobzhansky and Spassky (1967).

A Hayman analysis of gene action in a

7 x 7 diallel design, including selected pho-

topositive and negative strains and wild type

and mutant stocks, demonstrated additive

and dominanceeffects (photonegativity more

dominant) with evidence for reciprocal cross

differences (Walton, 1970).

The experiment by Dobzhansky and

Spassky (1967) can be considered as a model

for social mobility. After populations were

selected for positive and negative phototaxis

and similarly for geotaxis, exchanges were

made between them, and the resultant off-

spring evaluated. For example, the culls

(themselves geopositive) from a geonegative

population were mixed in 20:80 propor-

tion with a geoneutral population. The

ingress of this proportion of phenotypically

geopositive immigrants caused the recipient

population to become more geonegative.

Whythe paradoxical effect? Dobzhansky and

Spassky attribute it to the fact that the donor

population as a whole was high in “geonega-

tive genes.” Even its geopositive members

shared this characteristic, and their deviant

status was apparently due to nongenetic in-

fluences. Analogies with migration between

social classes in humans have been made

(Dobzhansky, 1967).

Phototaxis and mating behavior

Could selection for differences in photo-

tactic behavior affect the choice of mates? If

so, the possibility exists that strains selected

for opposite direction of phototaxis would be

sexually isolated and could thus be incipient

races. In a test for sexual isolation with

strains of D. pseudoobscuraselected for pho-

topositive and photonegative behavior, Del

Solar (1966) did find a highlysignificant ma-

jority of homogametic (positive < positive or

negative X negative) matings as compared

with heterogametic (positive <X negative)

ones. These tests, carried out in observation

chambers, may overstate the degreeofisola-

tion in more natural surroundings. We have

already noted that continued artificial selec-

tion (forced sexual isolation) was necessary to

maintain photopositive and photonegative

lines in population cages (Dobzhansky,

Spassky, and Sved, 1969). However, photo-

tactic behavior may influence mating success

differently depending onlight conditions. Al-

though D. pseudoobscura does mate in

either light or darkness, and photopositive

and photonegative lines were equally suc-

cessful in light, photopositive strains were

clearly impaired in darkness (Marinkovic,

1974).

The role of phototaxis in nature

Pittendrigh (1958) conducted both eco-

logical and laboratory studies of two species,

D. pseudoobscura and D. persimilis. Per-

similis occupies the colder and wetter sec-

tions of California. Both species occur in the

Sierra Nevada, but persimilis is more charac-

teristic of woodlands, pseudoobscura of the

drier meadows. Persimilis has moredifficulty

in maintaining water balance, butit does not

in laboratory tests select moist environments

reliably. Also, persimilis is more photoposi-

tive than pseudoobscura, a difference that at

first glance seems to be in the wrong direc-

tion, since it inhabits shady areas. Pitten-

drigh explains the paradox by hypothesizing



that pseudoobscura, living in exposed condi-
tions, must continuously locate the moister
parts of its habitat in order to avoid dehydra-
tion. Darker areas are generally damper:
hence the negative response to light. A con-
spicuous stimulus detectable at a distance
has become an agency for water conserva-
tion.

Partial confirmation of the Pittendrigh hy-
pothesis has been obtained from a compari-
son of nine strains of pseudoobscura and six
of persimilis (Spassky and Dobzhansky, 1967:
Rockwell and Seiger, 1973). However, large
intrapopulation and interpopulation  vari-
ability was found in bothstudies.
These two species occupy different. re-

gions in the range of phototactic behavior,
probably imposed by natural selection. And
just as in the selected laboratory populations,
genetic heterogeneity remains in a degree
that permits rapid change in the median level
of phototaxis when conditions change. In
these flies one sees adaptation at two levels.
Individuals adapt by changing their location
according to light intensity. Populations
adapt as environmental conditions favoring
photopositive or photonegative behavior be-
comecritical factors for successful propaga-
tion and thus produce changesin the propor-
tions of plus and minus genes. The process,
fortunately, is inefficient. A residue of ge-
netic variability remains as insurance against
a reversal of selective pressures requiring a
change in the direction of response.

Geotactic behavior

Although wehave concentrated ouratten-
tion on phototactic behaviorin this section,it
is important to note that similar results have
been obtained when geotaxis has been the
behavior of interest. Particularly significant,
but not yet duplicated for phototaxis, is a
series of studies with D. melanogaster that
permit the assignment of genes modifying
geotaxis positively or negatively to each of
the three major chromosomesofthis species
(Hirsch, 1959: Erlenmeyer-Kimling, Hirsch,
and Weiss, 1962: Hirsch and Erlenmeyer-
Kimling, 1962). Many readers should find
these papers interesting for the descriptions
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of technical procedures and the demonstra-
tion that polygenes, even though notidenti-
fiable separately, can to an extent be local-
ized physically.

Summary

The behavior-genetic analysis of phototaxis
in Drosophila has ranged over characteristics
as diverse as the electroretinogram of indi-
vidual flies to the heterogeneity of habitats
in the mountains of California. Manyof the
issues discussed in this section occur over
and over again. From the point of view of
geneticists, Drosophila has many advantages,
but its small size and limited behavioral
repertoire makeit less attractive to psycholo-
gists,

Following are the most important accom-
plishments of the research reviewed here:

1. Mutant genes may permit the assign-
ment of a behavioral variant to a particular
part of the organism: receptor, central ner-
vous system, or effectors. This has been
termed genetic dissection of behavior.

2. Both laboratory and natural populations
are heterogeneous for loci with marked ef.
fects on phototaxis. Although heritability
varies, even whenit is low, directional selec-
tion leads to great diversity within ten to
fifteen generations.

3. Photopositivity and photonegativity are
not fixed traits but are affected by many en-
vironmental variables as well as by genotype.

AUDIOGENIC SEIZURESIN MICE

If a 3-week-old mouse of a so-called audio-
genic seizure—susceptible strain is placed in
an enclosure and exposed to the sound ofan
electric doorbell (intensity, 90+ decibels) 12
to 18 inches distant, the mouse will probably
startle and then remain quiet briefly. After a
variable period (5 to 25 seconds), it will begin
to run about the periphery of the enclosure
and accelerate to maximum speed. Some-
times this wild running seizure terminates
with the mouse becoming quiet again: more
frequently in a susceptible strain, the mouse
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nate with the intensity of limb movements

decreasing. After a variable quiet period the

mouse stands and walks a bit unsteadily but

appears to be little affected after 2 or 3 min-

utes. Sometimes a running seizure stops for

20 to 30 seconds and begins again. These de-

laved running seizures may or may not lead

to a convulsion. If no seizure occurs within

60 seconds, continued bell ringing is almost

nevereffective.

In some strains the clonic phase cul-

minates in a rigid extension of limbs and

trunk: the tonic seizure. Frequently micefail

to recover from these intense convulsions,

probably because of anoxia due to cessation

of breathing. If one observes large numbers

of animals, a few seizures of intermediate

intensity will be recognized, but the large

majority of responses can beclassified as no

seizure, wild running, and clonic or tonic

seizure.

Function of audiogenic seizures

Unlike the phototactic responses of Dro-

sophila, which weselected for special atten-

tion, audiogenic seizures have no obvious

function. Perhaps they are a manifestation of

neuropathology brought about by relaxation

of selective pressures in the course of do-

mestication. At any rate, they are not re-

stricted to house mice; they have been de-

scribed in rats, rabbits, and deer mice. We

shall, however, restrict this account to work

with mice, since it has been more extensive,

more varied in approach, and involves more

genetics. For scientists, the attraction of this

phenotype lies in the ease of measurement

with simple equipment, the precision of

classification of responses, the existence of

reliable differences in frequency of seizures

amongexisting inbred strains, and the readi-

ness with which seizure susceptibility can be

modified by appropriate treatments.

Whether these seizures are an appropriate

model for any specific form of humanpathol-

ogy (e.g., epilepsy) may be argued. Whatis

clear is that they illustrate many of the gen-

eral issues involved in ascertaining the mode

of inheritance of a psychophene, the physio-

logical links between gene and psychophene,

age changes in the manifestation of genetic

differences, and the joint influence of envi-

ronmental and genetic factors on the pheno-

type.

Strain differences

Hall (1947) reported that most 30-day-old

DBA/2] mice convulsed within 60 seconds

when exposed to the sound of a doorbell and

that most C57BL/6] were resistant. These

two strains have continuedto be favorite sub-

jects for research. More extensive sampling

of inbred strains and F, hybrids has shown

that some have intermediate seizure risks

and should not beclassified as either resis-

tant or susceptible.

For example, Fuller and Sjursen (1967)

sampled 40 mice from each of eleven inbred

strains. Every animal was exposed to bell

ringing at weekly intervals from 21 to 42 days

of age, unless meanwhile it died of a seizure.

At 3 weeks of age the seizure risk in three

strains ranged from 75% to 100%. In three

other strains it was from 10% to 45%, and in

five it was zero. In these five “resistant

strains,” the risk at 4 weeks ranged from 10%

to 90%, and it also increased for two of the

three “intermediate strains. Some strains

with high seizure risks had few deaths, in

others, only about 10% survivedthe series of

tests.

In four strains, 50% or more of the sub-

jects died as a result of convulsion. In the

remaining seven strains, there were sutffi-

cient survivors to indicate that at six weeks of

age susceptibility could still be very high

(four strains) or very low (three strains).

Data as a whole indicated that the changes

in seizure susceptibility and severity over the

4-week period followed a_ characteristic

course for each strain. Any genetic analysis

must be concerned with these age-related

changes, as well as with the possible effects

of repeated exposure. The latter has proved

to be extremely important.

Acoustic priming

At the time of the Fuller-Sjursen study,it

was recognized that there were persistent ef-

fects of auditory stimulation on seizure sus-



ceptibility, but these were generally con-
sidered to be transitory. In fact, repeated
challenges by sound were routinely used by
most investigators who were trying to deter-
mine the mode of inheritance of seizure
susceptibility. Furthermore, a convention
arose of testing subjects at 30 days ofage,
which happened to be optimal for demon-
strating a difference between the DBA/2]
and the C57BL/6Jstrains.

In 1967, however, Henry found that re-
sistant C57BL/6J mice could be made highly
susceptible if they were exposedto bell ring-
ing between 15 and 24 days ofage and tested
3 days later. At almost the same time, Itur-
rian and Fink (1968) and Fuller and Collins
(1968b) reported the same priming effect (so
named by Henry) in otherstrains.
The importance of priming to research on

seizures is obvious, and it has been studied in
a variety of strains. The following accountis
a composite of several studies. Priming can
be demonstratedas early as 14 days of age at
about the time that auditory reflexes are ap-
parent. The maximum age at which priming
can induce susceptibility seems to vary con-
siderably; in the SJL strain it extends to at
least 4 months. In the samestrain the onset
of seizure susceptibility after a 1-minute ex-
posure to sound requires 30 to 48 hours
(Fuller and Collins, 1968b). The priming ef-
fects can be restricted to one side by plug-
ging an ear with glycerin during the first ex-
posure to the sound stimulus (Fuller and
Collins, 1968a). Such unilaterally primed
mice will convulse on

a

testtrial only if stim-
ulated through the previously open ear; they
are resistantif that ear is blocked with glycer-
in. The data suggest that priming depends on
changesin parts of the auditory system asso-
ciated with input from one ear, and not on
changesin overall level of emotionality.

At this time the most widely accepted ex-
planation for acoustic priming involves hy-
persensitization of portions of the auditory
system (Gates, Chen, and Bock, 1973; Henry
and Saleh, 1973; Willott and Henry, 1974).
The hypersensitization is believed to be due
to reduction in input to the system because
of damage to the organ of Corti. Supporting
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this hypothesis is the fact that puncturing
the tympanic membrane, which produces a
similar reduction in input, also has a priming
effect (Chen, Gates, and Bock, 1973).
The recognition of acoustic priming has

forced a reevaluation of genetic studies in
which susceptibility to seizures was deter-
mined by multiple exposures to the sound
stimulus. It also has led to comparisons be-
tween the genetic bases of spontaneous and
priming-induced seizures. At the psycho-
phenic level they appear identical, but this
does not mean that priming produces the
samestate in “resistant”strains that genes do
in “susceptible” strains. For that matter,
both kinds of susceptibility may them-
selves be polymorphic.

Modeof inheritance

Armedwith information on the audiogenic
seizure phenotype, its developmental char-
acteristics, and the priming phenomenon,
we can consider research on the mode ofin-
heritance of susceptibility. It might seem a
simple matter, given inbred strains differing
reliably in seizure risk at certain ages, to dis-
tinguish between competing hypotheses. Ba-
sically there are three major candidates. Sus-
ceptibility in house mice may be inherited in
a simple Mendelian pattern, all susceptible
strains being fixed for oneallele, andall re-
sistant strains for others. Instead, it may be
polygenically determined by many factors
with small individual effects, none of which
is necessaryor sufficientin itself. A third pos-
sibility is genetic polymorphism in which
several independent genes produce seizures
that are indistinguishable by behavioral ob-
servation, though they maybe caused by dif-
ferent physiological factors. Combinations of
these hypotheses are also possible. We shall
see later that a similar choice of genetic mod-
els is available for human disorders such as
schizophrenia. One expects that such issues
would bedifficult to resolve with humandata
because of the impossibility of performing
true genetic experiments. It may be disap-
pointing to learn that even in the mouse
agreement on the modeofinheritance has
not been easy to reach.
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Part of the problem stems from the fact

that some investigators have defined suscep-

tibility on the basis of a single trial; others

have given

a

series oftrials andclassified an

animal as susceptible if it convulsed on any

one of them. Even if there were no such

thing as acoustic priming that induces sus-

ceptibility, the multitrial procedure yields

results very different from the single-trial

method. For example, an individual with a

constant risk of 50% for seizing on onetrial

will be expected to have at least one seizure

in 94.75% of a series of four tests. The risk of

a seizure changes dramatically over time, and

most investigators have standardized on a

particular age to ensure consistency in their

data. The cost of such standardization is loss

of information concerning genetic influences

on the developmental processes underlying

the observed orderly changes in suscep-

tibility.
Table 7-1 summarizes ten studies of the

mode of inheritance of audiogenic seizures.

The diversity of results is in part explicable

by the differences in techniques just dis-

cussed. It mayalso reflect the fact that simi-

lar behavioral phenotypes mayhavedifferent

genetic and physiological correlates (Gins-

burg, 1954; Fuller and Collins, 1970). A rea-

sonable conclusion from this discordant col-

lection of results seemsto be that in somein-

stances segregation at a single locus can ac-

count for the difference in susceptibility be-

tween specified strains underprescribedtest

conditions (Collins and Fuller, 1968). That

this locus is not the only determinant is

Table 7-1. Summary of ten studies on mode of inheritance (MOI) of audiogenic

seizure susceptibility*

eee

eee

Reference Genetic method Procedure MOI

eeeSFDCa

Nn

aaaaaasas9090

Witt and Hall (1949)

Fuller et al. (1950)

Frings et al. (1956)

Ginsburg and Miller

(1963)

Lehmann and Boe-

siger (1964)

Collins and Fuller

(1968)

Schlesingeretal.

(1966)
Henry and Bowman

(1970)

Schlesinger and

Griek (1970)

Chen (1973)*

Cross of two inbred

strains

Cross of two inbred

strains

Cross of selected lines

Crosses of four inbred

strains

Cross of selected lines

Cross of two inbred

strains

Cross of two inbred

lines

Cross of two inbred

lines

Cross of two inbred

lines at four ages

Cross of two inbred

lines

Repeatedtrials

Single and re-

peatedtrials

Repeatedtrials

Repeatedtrials

Single trial

First and sec-

ond trial

analyzed

separately

Single trial

Postpriming

trial only;

subjects

etherized

during prim-

ing

Single trial

Postpriming

trial only

Single locus, susceptibility dominant

Polygenic, susceptibility a quantita-

tive trait

Polygenic

Twolocus, susceptibility mainly

dominant, modified by back-

ground genotype

Susceptibility recessive, single locus

Trial 1, single locus, susceptibility

recessive; trial 2, probably poly-

genic

Polygenic

Polygenic, direction of dominance

varied with age of subjects

Intermediate, polygenic; resistance

partially dominant

Polygenic? intermediate dominance

*With the exception of Chen (1973), crosses were made between a high seizure—risk (on first trial) and a low-risk strain.

Chen crossed twostrains with low risk on first trial and differing risks on secondtrial.



shown by the fact that inbred strains have
beenfixed at intermediate levels of first-trial
risk (Fuller and Sjursen, 1968). The two-
locus theory of Ginsburg and Miller (1963)
includes a proviso that the A and B genes
have epistatic relationships and that theiref.
fect on seizure susceptibility is affected by
the background genotype. The most compel-
ling evidence for the polygenic basis of sei-
zure susceptibility comes from an experi-
ment in which susceptible progeny from a
cross between “susceptible” strain DBA/2]J
and “resistant” strain C57BL/6] were repeat-
edly backcrossed to the resistant line (Fuller,
unpublished). The seizure risk over four tri-
als was about 70% in F, hybrids and less than
1% in the C57BLstrain. By the fifth back-
cross (only susceptible hybrids were bred)
the frequency of susceptibles had fallen to
about 1%, a clear contradiction to a simple
single-locus hypothesis, which predicts a
constant risk of 70%.
The issue of monogenic versus polygenic

inheritance of a psychophene is not funda-
mental, and the progress of behavior-genetic
analysis of that psychopheneis not impeded
by the failure to settle on one or the other
hypothesis. Apparently both modes ofinheri-
tance can be demonstrated for audiogenic
seizure susceptibility of the mouse. When it
is possible to detect on a polygenic back-
groundthe effects of segregation at a single
locus, there are, of course, clear advantages
for researchers interested in the mediating
processes between gene and psychophene
(Ginsburg, 1967).

Genetic techniques have been employed
to determine the degree of independence
of first-trial seizure susceptibility (seizure
proneness) and susceptibility after priming.
In a heterogeneous stock of mice there was
no reliable relationship between the family
incidence of seizures onfirst trial and the in-
crement in this family due to priming on a
second test (Fuller, 1975). From the same
stock, lines have been selected that are spon-
taneously seizure-prone, resistant to sponta-
neous seizures but priming prone, and both
seizure and priming resistant (Chen and
Fuller, 1976). There are problemswith inter-
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preting such data, since there is no way of de-
tecting a seizure-prone priming-resistant
animal.

Physiological evidence supports the belief
that priming does not simply serve as a sub-
stitute for the genes which make DBA/2 and
LP mice spontaneously susceptible. When
one inferior colliculus (a part of the brain
receiving a crossed input from the auditory
tracts) was lesioned in primed C57BL sus-
ceptible mice, and the lesioned animals were
later tested with only one ear open, sus-
ceptibility was much greater on the ipsi-
lateral than the contralateral side. In con-
trast, unilateral lesions in spontaneously sus-
ceptible DBA/2 mice gave no protection on
either side (Henry, Wallick, and Davis,
1972). Priming sets in motion processes
which produce a psychophene apparently
identical to that associated with seizure-
prone genotypes. Are the two psychophenes
really the same? The answer dependson the
level of analysis that we choose.

Physiological basis of seizure
susceptibility

Demonstrationsofgenetic variation among
mice in their response to intense high-fre-
quency sound are numerous and convincing,
but they do not by themselves explain why
some animals convulse and others simply
startle and pursuetheir normal activities. In-
bred strains and selected lines are valuable

of the dramatic seizure syndrome. Each in-
bred strain has a predictable risk, and one
can for practical purposes eliminate genetic
variation as a source of individual differ-
ences. The differences among strains are
comparable to those which might be found

vestigator can imposethe effects of age, brain
lesions, drugs, and the like on an array of
strains and hybrids and look for differences
attributable to genotype.
There is some disagreementas to whether

audiogenic susceptible mice are also more
sensitive to other convulsive agents. Audio-
genic seizure—prone strains have been re-
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ported to have lower thresholds for chemi-

cally induced (pentylenetetrazol [Metrazol])

and electrically induced seizures (Schlesing-

er and Griek, 1970). In a different set of

strains, however, Castellion, Swinyard, and

Goodman (1965) found no association be-

tween electroshock threshold and audiogenic

susceptibility.

That the brain amines are related to sus-

ceptibility is more certain. Amounts of both

norepinephrine (NE) and serotonin (5-HT)

are higher in the brains of resistant C57BL

than in the brains of susceptible DBA/2

(Schlesinger and Griek, 1970). Moderate

doses, below the incapacitating level, of re-

serpine and tetrabenzene that deplete brain

amines also increase seizure risk and inten-

sity in both strains. Their effect on amine

levels was greater in the DBA/2 mice than in

the resistant C57BL/6 and the F, hybrid

between these strains. Parachlorophenylala-

nine, which interferes with 5-HT synthesis,

and alphamethyltyrosine, which similarly re-

duces NE production, prolonged the period

of seizure risk in the DBA/2 strain. As might

be predicted, increasing the brain amines by

administering monamine oxidase inhibitors

protected against seizures. Other pharma-

cological studies support the importance of |

aminesin the regulation of seizure resistance

(Lehmann,1967).

That 5-HT rather than NE is thecritical

substance is supported by the finding that

the increased susceptibility produced by re-

serpine can be counteracted by administra-

tion of 5-hydroxy-DL-tryptophan, a precur-

sor of 5-HT (Boggan and Seiden, 1973). A

serotonergic system is also implicated in the

genesis of audiogenic seizures in ordinarily

resistant mice made susceptible by pro-

longed exposure to ethanol early in life

(Yanai, Sze, and Ginsburg, 1975). Here, too,

5-hydroxy-DL-tryptophan protected against

reserpine enhancement, and L-dopa, a pre-

cursor of NE, was ineffective.

The two loci that differentiate the Co7BL

and DBAgroupsofstrains according to Gins-

burg and Miller (1967) have been inferen-

tially associated with two biochemical sys-

tems (Ginsburg et al., 1969). Their A locus

appears to modulate nucleoside triphospha-

tase activity in the brain, particylarly in the

hippocampus. Genetic studies suggest that

their B locus influences glutamic acid de-

carboxylase (GAD)activity. Both systemsare

important in the balance of excitation and in-

hibition in the brain.

A somewhatdifferent genetic approach is

the exposure of resistant strains to x-irradia-

tion and screening the offspring of the irradi-

ated animals for audiogenic seizure suscep-

tibility. If such individuals breed true, there

is presumptive evidence for a mutation af-

fecting neural excitability. Several of these

lines have been produced (Ginsburg, 1967).

In one of them the level of GAD activityis

like the original C57BL/6 ancestor until 25

days of age, whenit rises to the characteristic

DBA/2 level. Coincident with this chemical

shift is an increased seizure risk characteristic

of the DBA.

Results of this kind do not exactly fit the

conventional notion of metabolic errors that

set their possessors definitely apart from

“normal” individuals. Instead they point to

mutant genes whose function is the fine tun-

ing of development. Phenotypic differences

between mutant and parent strain may be

limited to brief periods in their life history,

and their importance to the welfare of their

possessor may be dependenton just what en-

vironmental stresses are encountered during

that time. At present the detection of such

mutations, as those described by Ginsburget

al. (1969), depends on chemical analysis or

exposure to an intense sound at a suitable

age. But it would be unwise to assume that

their sole function is the regulation of audio-

genic seizure susceptibility.

Audiogenic seizures as a model system

In many ways the investigation of audio-

genic seizures in mice by psychologists, ge-

neticists, physiologists, and pharmacologists

resembles the multipronged attack by other

scientists on the etiological factors in psychi-

atric disorders of man. Obviously, audiogenic

seizures are not like psychoses. But we be-

lieve that the careful study of this model sys-

tem is instructive for students whose major
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interest lies either in the genetic or the en-
vironmental etiology of aberrant human be-
havior. In both humans and mice we find
genes and experience inextricably inter-

tion can adequately explain why individuals
differ in susceptibility to stress over theirlife
span.

PAW PREFERENCEIN MICE

The third case study of this chapter dem-
onstrates that behavior-genetic analysis can
be useful in ascertaining that a form of be-
havioral variation is not heritable. Logically,
attribution of behavioral variation to an envi-
ronmental factor cannot be regarded as
proven unless genetic sources of variation
have been excluded by (1) the use of genet-
ically homogeneous strains as subjects or
(2) assurance of random sampling from a pop-
ulation of specified genetic characteristics.
The paw preference of hungry mice can be

readily determined by requiring them to
reach into a narrow tube to withdraw pieces
of food (Collins, 1968b, 1970b). Most mice
show definite right or left paw preference. In
a widevariety of inbred strains and hybrids
the probability of either outcomeis approxi-
mately 0.50. Inbred strains such as DBA/2]J
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and CS57BL/6J, which differ markedly on
many behavioral characteristics, are practi-
cally identical with respect to paw preference
(Fig. 7-3). Since inbred strains are geneti-
cally homogeneous, there can be no doubt
that the variance in paw preference is envi-
ronmentally determined.

Further evidence for nonheritability of the
direction oflaterality has been obtained from
selection experiments (Collins, 1969). Con-
ceivably, even within an inbred strain there
might be residual heterozygosity that is man-
ifested in paw preference. The supposition is
unlikely, given the uniformity of the data
from several strains: nevertheless, i
been tested. Breeding exclusively from right-
pawedor left-pawed C57BL/6J mice resulted
in offspring with the same 50%-50% split in
their laterality. This result not only rules out
a genetic explanation, but excludes any
simple hypothesis of maternal influence or
parental tutoring.
The environment does have an influence.

When C57BL/6] mice were reared in biased
worlds (cages constructed asymmetrically so
that it was much easier for a resident to use
one paw than the other for food gathering),
they continued to use that paw whentested
in an unbiased choice apparatus (Collins,
1975). This result might seem to complete
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the demonstration of the mode of environ-

mental determination. However, there is

more to tell. Among control subjects reared

in unbiased worlds, females were more

strongly lateralized than males. Having an

XX or XY genotype does not influence the

direction of preference but does modulate

its strength. More interesting is the finding

that mice reared in biased worlds, tested, re-

trained with an opposite bias, and retested

split into two groups. On the second test

one half shifted preference readily to the re-

serse condition; the other half tendedto re-

tain the laterality consistent with their origi-

nal training. When the data from the easy

shifters and the difficult shifters were sepa-

rated, a reanalysis of the first test results

showed that the easy shifters had been less

stronglylateralized by their original training.

Collins believes that originally these mice

were trained contrary to their preexisting

tendenciesfor rightorleft lateral preference.

A biased world can forceall its inhabitants to

a uniform preference, butit is more effective

in individuals with a preset concordantbias.

Also, a biased world is not essential for the

development of paw preference; remember

that strong lateral preference developed in

mice whose experience was limited to stan-

dard unbiased cages.

Since genetics has been excluded as the

source of directional preferences, and envi-

ronmentalfactors have been shownto beef-

fective but not essential, what can we con-

clude? One way to regard the situation Is to

postulate a mechanism (presumably geneti-

cally programedin the brain) thatis unstable

and that has an equal probability of tilting

toward right or left dominance. From this

point of view, paw preference is not inher-

ited, but the capacity—perhaps even the

necessity—to develop a paw preference is.

In the mouse, the probabilities of rightorleft

preference are equal, but unequal proba-

bilities are consistent with the model and

could lead in other species to a preponder-

ance of dextrality or sinistrality. Birnbaum

(1972) has discussed this concept of a random

phenotype, applied it to morphological data,

and suggested its relevance to behavioral

phenotypes.

Collins (1970b) has extended his analysis

to humandata and argues that in humanbe-

ings, as in mice, the direction of laterality is

determined by nongenetic factors. This ex-

tension has been vigorously contested by

Nagylaki and Levy (1973) and will be con-

sidered in Chapter 13. For our present pur-

pose this controversy is not important, since

the mouse data are extremely consistent and

convincing. Their significance is the demon-

stration of phenotypic differences not at-

tributable to genetic variance, differences

that are responsive to directed training but

which are not dependent on any obvious ex-

ternal push. The result is a seeming paradox:

maximal phenotypic variation with minimal

genotypic variation within strains and mini-

mal phenotypic variance betweenstrains that

are verydissimilar genetically. Such relation-

ships are probably unusual, but they can oc-

cur, and their possibility must be kept in

mind in the interpretation of data fromani-

mals or humans.

ALBINISM AND BEHAVIOR

Our fourth case history is concernedwith

attempts to specify and explain behavioral

variation associated with albinism. As noted

earlier, the mode of inheritance of albinism,

autosomal recessive, is clearly established,

and research can be concentrated on the

psychophenic correlates of this distinctive

somatophene. In addition to their lack of

melanin pigment in skin and eyes, albinos

are characterized by a diminution of tyro-

sinase and dopa-oxidase.

Albinism occurs in many vertebrates, but

its rarity in natural populations testifies that

it impairs fitness. An albino mouse would

be a conspicuous prey for a hungry cat; an

albino cat might be easily avoided by poten-

tial victims. In laboratories albinos are very

common, and the volume of research on

white rats and mice almost certainly exceeds

that performed with pigmented membersof

these species. Occasionally concern has

been expressed over the dangers of general-



izing from a few species and_ particularly
from a mutant (Beach, 1950), but with little
effect on actual practice.

Escape behavior

A mouse droppedinto a tub ofwater swims
vigorously until it is either fatigued or locates
a meansof escape. In the water-escapetask,
a ladderis hung in the tub opposite the point
of immersion, and the rate at which escape
time decreases on repeatedtrials is taken as a
measure of learning. Winston and Lindzey
(1964) measured escape times in a numberof
pigmented and albino inbred strains and in
the F,, F,, and backcross progeny of someof
them. They found albinos to be consistently
poorer in performance. Before concluding,
however, that the behavioral effects were di-
rect consequences of being homozygousfor
the albino gene, it was necessary to exclude
other interpretations. Conceivably both of
the albino strains used by Winston and Lind-
zey carried other recessive genes, closely
linked with the c locus, which interfered with
escape learning. The white coat and pink
eyes could be merely external markers for
the genes that really were affecting escape
behavior. It was pointed out, for example, by
Meier and Foshee (1965), that some albino
strains (noninbred) perform as well as pig-
mented mice on the water-escape task. Al-
though suggestive, this fact neither dis-
proves a pleiotropic effect of albinism on
water escape in the Winston and Lindzey
study nor proves the existence of linked
genes, which are the true effectors.
The use of congenic lines madeit possible

to decide between the two interpretations.
An albino mutant appeared in the well-
established black C57BL/6]strain. By back-
crossing these mutants (c/c) to the stem line
(+/+), heterozygotes were obtained and
interbred to yield c/c, c/+, and +/+ oft.
spring in the expected 1:2:1 ratio. This
process can be repeated indefinitely, and it
provides the experimenter with pigmented
and albino animals differing at only the c lo-
cus. These congenic albinos were also in-
ferior to their pigmented siblings in water
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escape, and it was concluded that the albino
locusactually is an effective agentin produc-
ing a behavioral change (Fuller, 1967).

Open-field behavior

Albino mice and rats have also been com-
pared with pigmented individuals in the
openfield. This apparatus has long been pop-
ular for the measurement of “emotionality”
and “reactivity” (Chapter 10). It consists ofan
enclosed arena, scaled to the size of the ani-
mal to be tested, which is subdivided into
squares. Two scores are generally obtained:
the numberof squares entered during a stan-
dard time period (ambulation) and the num-
ber of fecal pellets deposited. Albino mice
are less active and defecate more than pig-
mented ones whetherthe geneis on a heter-
ogeneous background (DeFries, Hegmann,
and Weir, 1966; DeFries, 1969) or a congenic
one (Fuller, 1967; Henry and Schlesinger,
1967). But this is true only if the open field
is brightly illuminated. When the two types
of animals are tested under red illumination,
the difference disappears, as shown in Table
7-2. Apparently, the unpigmentedeyeof the
albino allows so much light to reach the
retina that the brightly illuminated open field
is aversive, and for most mice the prepotent
response to moderately aversive stimuli is
freezing.

Table 7-2. Effect of level of illumination
on open-field behavior of albino (c/c)
and pigmented (+/—) mice*

Number |
tested

 

   
  Activity t

/—

White light 39 37 8.8 12.9 2.10 1.95
Red light 38-338 «13.3 14.1 +1.73 1.76

Illumination

  

“From DeFries, J. C., J. P. Hegmann, and M. W.Weir.
1966. Open-field behavior in mice: evidence for a major
gene effect mediated bythe visual system. Science 154:
1577-1579. Copyright 1966 by the American Association
for the Advancementof Science.
t, square root of total number of squares entered.
{, square rootof (total boluses + Wy),
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How important is the effect of the c locus

on open-field activity relative to the effect of

genes without conspicuous external mani-

festations? DeFries and Hegmann (1970)

madesuch calculationsas a part of their long-

term selection program for high- and low-

activity mice. About 12% of the additive ge-

netic variance for ambulation and 26% ofthat

for defecation was attributable to the albino

locus. Of course, these values apply only to

their particular stock and test procedures. In

any natural population albinism is so rare that

the contribution of the c locus to any kind of

behavioral variation is close to zero.

Gene dosage and behavior

Up to the present point we have consid-

ered only two alleles at the c locus: albinism

(c) and full pigmentation (C or +). Actually,

there are others with intermediate effects on

tyrosinase activity and coat color. Thiessen,

Lindzey, and Owen,(1970) compared theef-

fects of five such alleles on eight sensori-

motor tasks. Some of their mutants had re-

duced coat color but pigmented eyes. Their

objective was to learn whether the behavioral

consequences were quantitatively related to

the degree of inactivation of the pigment-

forming system. Significant effects of geno-

type were found in six of the eight tests,

but they were notclearly related to tyrosin-

ase activity. Some of the behavioral differ-

ences were explicable by photophobiaof the

  

Measure

N convulsed

pink-eyed mutants, but others were not.

Consequently, the authors suggested that

the c locus when homozygous may “disrupt

sensitivity to any environmental cue of a

negative nature.”

In all experiments reviewed thusfar, com-

parisons have been made between mutants

(c/c) and pigmented mice that maybeeither

(+/c) or (+/+). The latter two genotypesare

distinguishable by breeding tests but appear

to be phenotypically identical. That this

identity does not extend to behavior has been

demonstrated by Henry and Haythorn

(1975). These investigators produced animals

of the three genotypes on an inbred back-

ground by appropriate breeding procedures

and compared them on audiogenic seizure

susceptibility, ease of acoustic priming,

threshold for an auditory evoked potential

(AEP), and rate of growth. Their results,

shown in Table 7-3, clearly demonstrate that

at 16 days of age albinos, compared with

+/+, were retarded in growth and had high

AEPthresholds. Heterozygotes were less af-

fected but werestill significantly lighter and

less sensitive to sound than the +/+ pig-

mented mice. At 21 days of age the differ-

ences in weight and AEP threshold were

greatly attenuated; the mutants and hetero-

zygotes seemed to have caught up. The

audiogenic seizure test, however, detected

delayed effects attributable to the albino

gene. At 16 days albino mice had a measur-

Table 7-3. Effects of albino gene on developmentalindices in congenic C57BL/6J mice*

   

 

Audiogenic seizures, 16 days 1/47 0/47 11/36 0.001t
N tested

Audiogenic seizures, mean intensity 21 davs 0 20 45 0.005

Body weight, grams 16 days 9.97 8.18 6.89 0.0001

Body weight, grams 21 days 8.96 7.96 7.5 0.05

AEP! threshold, decibels 16 days 22 28 37 0.00014

 

*“Fyom Henry, K. R., and M. M. Haythorn. 1975. Albinism and auditory function in the laboratory mouse.I. Effects of

single gene substitutions on auditory physiology, audiogenic seizures and developmental processes. Behav. Genet.

5:137-149.

+, chi-square test.

{, linear trend analysis of variance.

§, intensity score based on wild run, 25; clonic seizure, 50; tonic seizure, 75; fatal seizure, 100.

\ auditory evoked potential.



able seizure risk; both homozygous and
heterozygous pigmented mice wereresis-
tant. However, when the pigmented mice
were retested at 21 days, the heterozygotes
had more severe seizures than the homozy-
gotes. A single albino gene, not detectable
by externalcriteria, can modify the timetable
of development in such a way as to make a
mouse more susceptible to acoustic priming.
One wonders whether further research will
reveal additional cases of cryptic genes that
heighten vulnerability to stress during sensi-
tive periods of development. The behavioral
effects of such genes would be evident only if
a stressful event occurred at a particular
point in development.

Albinism and the nervous system

The somatophenic effects of albinism are
not solely peripheral. In mammals, muta-
tions at this locus havestriking effects on the
routing of nervefibers in the visual pathways
of the central nervous system (Guillery,
1974). As shown in Fig. 7-4, an illuminated
point in the central portion of the visual field
producesontheretinas of both eyes an image

Visual field

  

   
Optical chiasma

  

 

Lateral

geniculate
nucleus   

   

 

Representation

of R
Representation

of L

Fig. 7-4. Diagramatic representation of the visual
pathways in pigmented mammals.
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that generates a train of impulses in a neuron
of the optic nerve. Some of these neurons,
those originating in the medial part of the
eyeball, cross to the opposite (contralateral)
side at the optic chiasma. Others from the
lateral portion of the retina bend at the chi-
asma and remain on the same side (ipsi-
lateral). The routing of the neurons ensures
that information from both eyes about a given
point in the visual field arrives in adjacent
areas of the lateral geniculate nucleus, a relay
station in the visual pathway. Herethe infor-
mation is processed and passed along to the
visual cortex. Note that in pigmented animals
the left half of the cortex receives the neural
representation of the right visual field, and
vice versa.

Guillery and colleagues (Guillery, Amorn,
and Eighmy, 1971; Guillery, 1974) and Lund
(1965) among others have demonstrated that
in albinos of several species (and in related
c-locus mutants such as Siamese cats) thereis
a deficit in the ipsilateral projection of the
retina on the lateral geniculate. Axons that
normally form this projection cross to the op-
posite side. The result is that the superposi-

Visual field

  
   

Optical chiasma

  

 

Lateral

geniculate
nucleus   

  

 

Representation
of R + (L)?

Representation
of L + (R)?

Fig. 7-5. Diagramatic representation of the visual
pathways in an albino mammal.



110 Experimental behavior genetics

tion of information from the two eyes in the

lateral geniculate cannot occur (Fig. 7-5). It

would appear that the visual cortex mustre-

ceive a muddled message regarding the

visual environment.

Actually, this miswired visual system

works better than one might expect. Siamese

cats and albinorats are not blind and seem to

have vision adequate for their ordinary

needs. Apparently the nervous system copes

with the problem of the misdirected nerve

fibers either by suppressing one of the con-

flicting sources or by rerouting some of the

geniculate-cortical fibers (Guillery, 1974).

Tasks that are more demanding than sim-

ple form discrimination reveal deficiencies in

albinos. Hooded rats (which have pigmented

eyes) show much better interocular transfer

of a visual discrimination learned with one

eye occluded than do albinos (Sheridan,

1965). Albino and hooded rats learned a

black-white discrimination equally well, but

albinos were much moreseriously impaired

in relearning the skill after bilateral abla-

tions of the visual cortex (Meyer, Yutzey,

and Meyer, 1966).

A particularly interesting use of the c locus

for investigating the nature of the processes

involved in guiding the direction of growth of

nerve fibers has been reported by Guillery

et al. (1973). In flecked mice a portion of the

chromosomebearing the c locus has become

attached to the X chromosome. In femalesof

the X.c/X.+ genotype, one or the other X

chromosomeis randomly inactivated early in

development (p. 38). This leads to patches

of white spotting on the coat and in thereti-

na, which on the average involve half the

cells. If the ipsilateral-projecting retinal

neurons take their course dependingontheir

intrinsic genotype, one would expect that

flecked mice would have about one half as

many ipsilateral neurons as do normal con-

trols and twice as many as albinos. Actually

they have as many or possibly more than

normal pigmented mice. It appears that the

effect of albinism on the routing of nerve

fibers depends on factors external to the

neurons. From the neuron’s point of view

these factors are in the environment; from

the organism’s point of view they are internal

and clearly heritable. What we classify as

genetic or environmental control will then

depend on the level of organization with

which weare dealing.

Evaluation of studies on albinism

The preceding case historyillustrates the

usefulness and the limitations of the geno-

typic approach to behavior genetics. Demon-

strations of behavioral differences between

albino and pigmented animals are chiefly

valuable as warnings that experimental re-

sults with rare (in nature) mutants must be

generalized with caution.

Behavioral studies of mutants do not seem

likely to lead to a better understandingof the

processes whereby adaptive behavior pat-

terns have evolved or how genetic variation

in behavior is maintained. The well-docu-

mented interaction between lighting condi-

tions and albinism with respect to open-field

activity is also of minor psychological inter-

est, although it does serve as a reminder that

genes with less conspicuous somatophenic ef-

fects may also contribute to variation in sensi-

tivity to environmental change.

Finally, although neuropsychological stud-

ies of visual processing with albinos must be

regarded as suspect for characterizing the

capacities of nonmutants, such studies do

have a unique value. The c-locus mutations

have proved to be precise instruments for

changing the internal connectionsof the cen-

tral nervous system in ways that no drug or

scalpel could duplicate. For the develop-

mental neuropsychologist the fact that al-

binos are rare in nature and rather poor

representatives of their species is no handi-

cap. By introducing a perturbation into the

visual system, he can learn more about how

it operates normally. In the samefashion the

demonstration that heterozygotes for the al-

bino gene are retarded in some aspects of

developmentshould lead to their use in the

analysis of the ontogeny of behavior. Thus

the albino genehas provenvalue for develop-

mental and physiological studies.



SUMMARY

Whatgeneral conclusions may be drawn
from the fourcase histories that deal with di-
verse behavior and species? Perhaps the
most important are these.

1. Genotypic effects on behaviorareeasily
demonstrated in both laboratory and natural
populations. The only important exception is
within inbred strains that are genetically
homogeneous.

2. It has proved relatively easy to change
the average behaviorof a genetically hetero-
geneous population through selective breed-
ing. Although rare and extreme phenotypes
may become commonasa result ofartificial
selection, in nature intermediate pheno-
types seem to have greater survival value.
Genetic heterogeneity enables a popula-
tion to adjust its average phenotype upward
or downward as environmental conditions
change.
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3. Behavior-genetic analysis can be useful
in demonstrating that a form of behavioral
variation, paw preference in mice, for ex-
ample, is not genotype dependent.

4. Behavioral developmentalwaysinvolves
the coaction of a genotype and an environ-
ment. Thus the effects of a gene substitu-
tion on behavior depend on the external
milieu to which the organism is exposed. In
an experiment the dividing line between
genotype and environment depends on the
nature of the questions being asked.

3. Genetic variants, particularly mutants,
are useful in physiological studies of behav-
ior. Genes can produce neurological or bio-
chemical conditions that are unachievable by
other means.

6. Although gene substitutions frequently
produce striking modifications of behavior,
there is no point-to-point equivalence of
genes and behavior patterns.
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Ingestive behavior

Animals need water and nutrients to sur-

vive. In general, intake of these substances

is related to metabolic needs. The adult or-

ganism,if food and water are available, main-

tains a relatively constant body size. An ani-

mal deprived of food or water can usually be

depended on to learn a task that will make

the missing substanceavailable. A great deal

of learning and motivation theory in psy-

chology is based on results obtained with se-

verely deprived animals. The severe depriva-

tion technique has been criticized as too lim-

iting by Moran (1975), who suggests more

use of “free behavior situations’ by experi-

mental psychologists. Clearly, a very small

proportion of animal or human learning out-

side the laboratory occurs in individuals

maintained at 80% of their normal body

weight.

The reason for the practice is, of course,

that a food- or water-deprived animal is more

responsive to stimuli emanating from orasso-

ciated with that substance and does not waste

the experimenter’s time by reacting to stim-

uli irrelevant to the solution of the problem

to be learned. Indeed, an animal that does

not react selectively to food when depleted of

nutrients would be unlikely to survive. Ge-

netic variation in the efficacyof severe depri-

vation as a motivator could scarcely betoler-

ated. Underless stringent conditions, how-

ever, there might be room for variation in

preference for flavors, the temporal pattern

of ingestion, and the set point for regulation

of the amount of food or water ingested. In

fact, there might be an advantage to a species

in retaining genes that predispose to such

diversity, whose very existence would be

undetected in experiments using severe

deprivation. In free behavior situations, vari-

ation in ingestive behavior attributable to
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genes has been reported consistently, and

examples of such findings are the subject

matter for the first part of this chapter.

In the second portion of the chapter we

consider the ingestion of a substance that is

not usually a significantpart of the diet of any

animal. Ethyl alcohol (ethanol) supplies calo-

ries, but people consumeit for its behavioral

effects rather than as a source of energy. Al-

coholism is a serious social problem in many

human groups. Although culturalfactors are

certainly responsible for much of the varia-

tion between individuals in their use of etha-

nol, there has been considerable speculation

regarding a possible genetic contribution to

such usage. (See Chapter 17 for a discussion

of evidence on this issue from human stud-

ies.) The roles of genes and experience, both

on spontaneous intake of ethanol and on its

subsequent behavioraleffects, have been ex-

tensively studied in laboratory animals.

Some of the findings may have relevance for

the problem of drug abuse in general and

could lead eventually to a better understand-

ing of the nature of addiction.

Throughout this chapter emphasis is

placed on the use of genetic variation to in-

vestigate the physiological and psychological

bases of ingestion, a very important kind of

behavior. Mutants, inbred strains, selected

lines, and heterogeneousstocks haveall been

employed in the search. To a considerable

extent, research on genetic factors in inges-

tive behavior has been motivated by the de-

sire to learn more aboutthe etiology of hu-

man disorders such as obesity and alcohol-

ism. It should be stressed that animal models

are always imperfect replicas of human dis-

orders and that, sometimes, their resem-

blances are superficial. Still, the use of such

models is the only way in which many prob-



lems, particularly those of early development
and prevention, can be studied experiment-
ally. At the very least, animal model research
is a fruitful source of hypotheses to be tested
by observations on humans.

INTRASPECIFIC DIFFERENCES
IN TASTE PERCEPTION

Before proceeding to the main themeof
this chapter, the regulation of ingestive be-
havior, it is of interest to review intraspecific
variation in taste preference and sensitivity.
Taste and odor are important factors in the
acceptability of food and fluids and are prob-
ably an important determinantof differences
in food habits. It will become apparent as we
consider genetic factors in obesity and alco-
hol consumption that someof the effects ob-
served could be mediated through the sense
of taste.

Data on taste preferenceis commonly ex-
T

T+ S’
whereT is the intake of a test solution or sub-
stance and S is the intake of water or of a
standard food. The term preference is some-
what misleading in this context. A value
of 0.5 can indicate either inability to detect
the test substanceor indifference to the con-
sequencesof ingesting it. Also, values of the
ratio significantly below 0.5, interpretable as
aversion or “negative preference,” are desig-
nated by a positive number. To reduce the
confusion inherent in this measure, Klein
and DeFries (1970b) proposed a preference
index, I = 2(R — 0.5). Using this index,
complete preferencefor the test substance is
scored as 1.0, indifference as 0.0, and com-
plete avoidance as —1.0. Although this index
seemsto have advantages,it has not yet been
widely adopted. Klein and DeFries also pro-
posed

a

taste sensitivity index, the absolute
value of the preference index irrespective of
sign. This indexalso has potential advantages
for taste research, since it depends on the
intensity and not the direction of the re-
sponse to the test substance.

 

pressed as a preference ratio, R =

ceptance of propylthiocarbamide (PTC) and
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related compounds. All of these have anti-

genetics because the ability to taste PTC in
low concentrations is inherited as an auto-
somal dominant, and the frequency of the
alleles has often been determined in popula-
tion surveys (see Chapter 13 for additional
information). Interestingly, a similar poly-
morphism exists in mice, where, as in hu-
mans, high sensitivity is inherited as an auto-
somal dominant(Klein and DeFries, 1970a).
A fivefold variation in the threshold for dis-
crimination of PTC was found in a set of six
inbred strains (Hoshishima, Yokoyama, and
Seto, 1962). A similar strain difference in the
mean aversion threshold to another toxic,
bitter substance, cycloheximide, has been
reported in rats (Tobach, Bellin, and Das,
1974). Taste blindness was so serious in one
strain that some individuals ingested

a

lethal
dose.

Saccharin is a nonnutritive synthetic sub-
stance that many humansuseas a sugar sub-
stitute. Highly acceptable to laboratory rats
and mice, it is widely used in psychology
laboratories as a reinforcer to test theories of
motivation. Individual variation in saccharin
preference is prevalent in rats, and Nach-
man (1959) was able in two generations of
bidirectional selection to shift the preference
ratio from 0.68 to 0.85 in his high line and
down to 0.39 in his low line. Among mice,
strain differences in saccharin preference
have been reported frequently (Fuller and
Cooper, 1967; Capretta, 1970; Pelz, Whit-
ney, and Smith, 1973). The latter authors es-
timateda coefficient of genetic determination
between 0.81 and 0.94 and heritability be-
tween 0.55 and 0.68. Fuller (1974) proposed
that the difference between high saccharin—
preferring C57BL/6J and low-preferring
DBA/2]J mice wasattributable to a single lo-
cus (Sac) with the high-preference allele,
Sac’, dominant over Sac. A more exten-
sive sampling of inbredstrains and ofa het-
erogeneous stock of mice indicates that the
variation cannot entirely be explained by
segregation at a single locus (Ramirez and
Fuller, 1976). In this study the coefficient of
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genetic determination was 0.78, which is

close to the value found by Pelz, Whit-

ney, and Smith, (1973). Ramirez and Fuller

computed h? from parent-offspring regres-

sion in their heterogeneous stock for con-

sumption of 0.1% saccharin (0.52) and 3%

sucrose (0.32). The concentrations were

chosen to be as equally acceptable as pos-

sible to the subjects. The genetic correla-

tion between consumption measures for the

two sweet fluids was 0.93 + 0.04, indicat-

ing that common genes must be contribut-

ing to the intake variability of both. Stockton

and Whitney (1974)also noted that the rank-

ing of their inbred strains on glucose and su-

crose preferences was similar to the ranking

of the samestrains on saccharin (Pelz, Whit-

ney, and Smith, 1973). Since saccharin and

the sugars are very different chemically, the

similarity is not readily explained.

The other taste modalities, sour andsalty,

have been explored less by behavior ge-

neticists. However, Hoshishima, Yokoyama,

and Seto (1962) reported large differencesin

threshold preference for sodium chloride and

acetic acid in mouse strains. Probably a di-

rected search would discover many taste

polymorphisms among animals.

The existence of variations in sensitivity

to and preference for a small number of sub-

stances has been clearly demonstrated. How

importantthis variability is in the life of lab-

oratory rodents or their wild ancestors is not

as clear. In fact, the high heritability of

saccharin preference probably indicates that

neither preference, aversion, nor indiffer-

ence to this substance has much effect on fit-

ness. It is true that directional dominance

for high-saccharin preference is shown in

crosses with C57BL mice and that such dom-

inance is considered to indicate a positive

relationship to fitness. But in this respect the

C57BLstrains may be extreme deviants (Ra-

mirez and Fuller, 1976). Weshall see later in

this chapter that they also deviate markedly

from otherstrains in their high consumption

of alcohol. To experimenters interested in

analyzing mechanisms, genetic deviants are

attractive, but it is risky to generalize from

them to populations.

DRINKING BEHAVIOR

Conventionally, animals are expected to

drink when they are thirsty, a condition

brought about by a shortage of body water.

The physiological bases of drinking are com-

plex, and there are still debates concern-

ing the relative importance of various con-

trol mechanisms. Texts in physiological psy-

chology and motivation should be consulted

for discussions of these issues. Many experi-

ments on the physiological basis of drink-

ing behavior involve rather drastic proce-

dures, such as severe water deprivation, in-

jection of hypertonic saline solutions, or

withdrawal of blood. The information gained

from such studies may be more relevant to

backup emergency mechanismsthat function

during stress than to patterns of drinking

when water is continuously available and

there is no significant dehydration of the

body as a whole. The dedicated beer or cof-

fee drinker takes in more water than he

needs and disposes of the excess through the

kidneys. Peripheral stimuli such as dryness

of the pharynx, attributes of a liquid such as

temperature andtaste, social facilitation, and

habitual temporal patternsof activity are cer-

tainly involved in the day-to-day pattern-

ing of drinking. Genetic variation in drink-

ing might well involve responses to some

of these factors rather than responses to

changes in osmotic pressure or volume of

body fluids.

There are great differences in the amount

and frequency of drinking among species.

Camels have pouches along their digestive

tracts that can store water, enabling them to

go for long periods without drinking, and

they can tolerate considerable loss in blood

plasma volume. A few desert rodents can

subsist when necessary on the water ob-

tained from the metabolism of foodstuffs. The

laboratory rat and mouse require water, most

of which they ingest at intervals during feed-

ing periods, the so-called prandial drinking.

However, all members of a species do not

drink identical amounts. Strain differences

are commonly found; mutant genes are

known to induce polydipsia (excessive drink-

ing), selection can producelines with high or



low water intake, and genetic differences are
implicated in the degree to which fluid in-
take can be modified by adding flavors to wa-
ter. Thus, even in responding to the basic
need for water, one finds variation to a sur-
prising degree.

Normal variation

The daily intake of freely accessible water
among seven inbred strains of mice varies
more than twofold (Kutscher, 1974). Females
of the highest strain (SWR/J) had an average
daily intake of 11 ml; those of the lowest
strain (A/J), 4.7 ml. Only a part of the varia-
tion was accountedfor by differences in body
weight. Underpartial food deprivation one
strain (C3H) becamepolydipsic, three (SWR,
CBA, DBA/2) kept water intake constant,
and three (BALB/c, A, C57BL/6) decreased
their drinking. These strains are all consid-
ered physiologically normal, though SWR
mice become polydipsic at advanced ages.
What, then, is the “normal” response to food
deprivation in “the mouse”? It appears that
there are at least three possibilities, depend-
ing on one's choice of subjects.

Genetic effects on normal drinking be-
havior of mice have also been detected by
parent-offspring and sibling correlations in a
heterogeneous stock (Ramirez and Fuller,
1976). The heritability of free water intake
(from parent-offspring regression) was 0.44.
Differences in body weight accounted for
only 10% of the variance. The addition of
saccharin (0.1%) or sucrose (3%) increased
fluid intake, but the size of the increase was
related to prior water intake. The high ge-
netic correlation (0.84 + 0.07) between wa-
ter and saccharin solution intake suggests
that the same gene-influenced mechanisms
are regulating the ingestion of both.

Selection was highly effectivein raising the
water intake of rats and moderately effective
in lowering intake (Roubicek and Ray, 1969).
Heritabilities varied from 0.31 to 0.07, de-

tive at a maintenance temperature of 35° C
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and for a low intake at 22° C. The heritability
of a behavior is determined in part by the
adaptive value of a directional change.

In summary, genetic variation in the regu-
lation of drinking has been clearly demon-
strated in rats and mice living under ordinary
laboratory conditions and free of any obvious
pathology. We cannot at this time explain
why such variability exists, though we may
hypothesize that it might have adaptive value
for a species living in the wild under some-
whatinconstant ecological conditions. At any
rate, physiologists and psychologists study-
ing the nature of behavioral regulation of
water intake or using water deprivation as a
motivating technique should be aware of the
fact that “normal” rodents of the same spe-
cies differ in their drinking patterns and in
their mode of adjustment to environmental
changes.

Polydipsia

The line between polydipsia and the high-
er range of normal intake of water is some-
what arbitrary. Polydipsia is one part of the
syndrome of diabetes insipidus; the other
componentis a large volumeof dilute urine
(polyuria). At least four strains of mice, DE
(Chai and Dickie, 1966), MA (Hummel,
1960), DI (Naik and Valtin, 1969), and SWR
(Kutscher and Miller, 1974) show polydipsia
that is generally more severe in older ani-
mals. The Brattleboro rat also develops dia-
betes insipidus (Saul etal., 1968). The physi-
ological bases of the disorder vary: cystic
degeneration of the pituitary (MA mice);
faulty salt resorption in the kidneys (SWR
mice); a hypothalamic disorder (Brattleboro
rat). Diabetes insipidus is also a pleiotropic
effect of the semidominant mutation, oli-
gosyndactyly (Os), which is named forits ef.
fect on fusion of the middle digits of the feet
(Falconer, Latyszewski, and Isaacson, 1964).
In this mutant the kidneysare not only small,
with 20% of the normal numberofglomeruli,
but they are also refractory to antidiuretic
hormone.
The polydipsias associated with diabetes

insipidus are of greater interest to physiolo-
gists than to psychologists. Other polydip-



116 Experimental behavior genetics

sias, such as those produced by adding sac-

charin to water and the schedule-induced

polydipsia of Falk (1961), are not as clearly

related to physiological defects. Schedule-

induced polydipsia is the excessive intake of

water by food-deprived animals when food

pellets are madeavailable from a device op-

erated by the animalthat pays off at intervals

of 45 to 180 seconds. Between pellet de-

liveries the subjects drink excessive volumes

of water. Explanations of the phenomenon

range from physiological factors such as de-

hydration produced by the dry food to the

hypothesis that drinking serves as a timing

cue for operating the feeder. Whatever the

explanation, it cannot be applied universally.

C57BL/6 mice do not become polydipsic

under the presumed optimal conditions;

DBA/2 mice do so reliably (Symons and

Sprott, 1976). The occurrence of schedule-

induced polydipsia in hybrids between these

strains indicates that the difference is due to

segregation at a single locus (Table 8-1). It is

likely that similar genetic effects will even-

tually be found in other species.

It is currently unclear as to whether the

differences found among “normal”strains or

amongfamilies of heterogeneous stocks rep-

resent minor physiological deviations that are

Table 8-1. Occurrence of schedule-induced

polydipsia in C57BL/6J and DBA/2J mice

and their hybrids*

Predictedt
polydipsia

 

C57BL/6] (B) 0 4 — —
DBA/2J (D) 3 0 — —
B x D(F,) 3 0 — —
F, xB 6 5 5.50 5.50
F, x D 10 1 11.00 0

F, x F, (F.) 19 9 20.25 6.75
a

*From Symons, J. P., and R. L. Sprott. 1976. Genetic

analysis of schedule-induced polydipsia. Physiol. Behav.

17:837-839.

Predictions made for segregating generations on the

basis of polydipsia requiring a dominant gene (Sip?) de-

rived from DBA/2J strain.

similar in kind to those reportedfor the poly-

dipsic strains and mutants. Certainly the

variation must have a physical basis, but it

might be only indirectly related to homeo-

static mechanisms of water balance. The

experimenter whoreinforces behavior with

water should be aware of the kinds of varia-

tion in drinking behavior that exist and con-

sider them in the interpretation of data.

FOOD CONSUMPTION

Variation in selected and inbred lines

The literature on food consumption and

the regulation of eating is voluminous. Food

deprivation is a common procedure for

equalizing motivation when preparing ani-

mals for experiments in learning. Although

species differences in patterns of eating are

well recognized—herbivores forage regu-

larly for a large part of the day; carnivores

gorge when they makea kill and may desist

from eating for long periods—it seems gen-

erally to be assumedthat all membersof a

species, a few mutants excepted, are essen-

tially the same with respect to eating behav-

ior. Of course, big animals eat more than

small ones, and young growing animals need

more calories per gram than conspecifics of

equal weight. Thus most genetic investiga-

tions of eating behavior have dealt with ex-

treme obesity associated with rare (in nature)

recessive mutations. This approach has been

valuable in analyzing the mechanisms in-

volved in the regulation of body weight. Such

regulation must involve at least two compo-

nents, an initiator that activates eating and a

satiety indicator that signals the termination

of a meal.
There is strong evidence, however, for

considerable genetic variability in the spon-

taneous intake of food among domestic and

laboratory animals given free accessto it. Se-

lection for rapid rate of growth has been suc-

cessful in mice (Bielschowsky and

_

Biel-

schowsky, 1953, 1956; Falconer and Laty-

szewski, 1952; Timon and Eisen, 1970;

Timon, Eisen and Leatherwood, 1970), in

swine (Fowler and Ensminger, 1960), and in

chickens (Siegel and Wisman, 1966). In all

these lines, rapid growth seems to be more



dependent on heightened food intake than
on more efficient conversion of nutrients
(Fuller, 1972). The physiological basis of the
enhancementof eating is unknown, but the
evidence points more strongly to the brain
than to the liver. Increased eating among
rapid growthlinesalso appearsto be, in part,
specific to conditions, such as diet quality,
under which genetic selection is carried on.

Inbred lines that have not been subjected
to selection for level of food intake also differ
in their response to dietary manipulations.
Increasing the fat content of the diet caused
young C3H and

A

strain mice to become
obese; in contrast young C57BL andI strain
animals were unresponsive. Someofthelat-
ter two strains even suffered severe weight
loss at the higher fat concentrations (Fenton
and Dowling, 1953). Les (1968) observed the
growth of several inbred strains at different
densities: 1, 2, 3, 4, 6, or 8 per cage.
Density-dependent effects on growth were
observed in strains A/J and C57BL/6J, but
not in AKR/J, C3H/HeJ, or DBA/2J. These
differences may represent indirect effects of
inherited differences in social interaction,
which are expressed in many otherfacets of
behavior.
The observed behavioral variation among

the lines selected for weight gain and the
“normal” inbredstrains are not dramatic, but
they are large enough to warrant attention in

severe conditions frequently employed in
psychological experiments any genetic dif-
ferences may be overridden, but this is a
risky assumption.

Fat mutants

A numberofrodents develop extreme obe-
sity, usually as a result of hyperphagia, often
accompanied by diabetes mellitus, sterility,
and a reduced life expectancy. Bray and
York (1971), reviewing much of the research
on these animals, separated the obesities ac-
cording to their genetic basis as (1) effects
of mutation at a single locus, (2) character-
istics of certain inbred strains, (3) character-
istics of certain hybrids, and (4) charac-
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teristics of some species of desert rodents
when fed on standard laboratory feed. The
mutant obesities, since they are based on a
single, specific genetic change rather than on
complex polygenic relationships, have re-
ceived the mostattention from investigators.
In this section we shall concentrate on the
fatty rat (fa/fa) (also known as the Zucker
rat), the obese mouse (ob/ob), the diabetes
mouse (db/db), and the yellow (AY) and vi-
able yellow(A/*¥) mice. All but thelatter pair
are inherited as autosomal recessives. Inter-
est in these animals has been stimulated by
their phenotypic resemblance to severe hu-
man obesities and diabetes mellitus. Al-
though it is probable that only a small pro-
portion of human obesity is attributable to
the kinds of metabolic errors found in these

glucose treatment, there has been particular
interest in determining if these diverse con-
ditions involve fundamentally the same func-
tional disturbance.

Fatty rats. Fatty rats appeared sponta-
neously in a stock being selected for a high
rate of growth (Zucker and Zucker, 1961).
Like fat mice they are hyperphagic; malesare
rarely fertile, and females are sterile. Fatty
rats have difficulty in regulating caloric in-
take when their diet is diluted by cellulose
or made more concentrated by the addition
of fat (Bray and York, 1972). Amphetamineis
less effective in reducing the food intake of
fatties than of normals. Although some of
these regulatory difficulties are shared with
ventromedial hypothalamic—lesioned (VMH)
rats, there are differences that point to ba-
sically different mechanisms for the two
forms of obesity.

Other evidence also points to striking dif-
ferences between VMH-lesioned and falfa
rats. Vagotomy abolishes the surgically in-
duced, but not the genetically based, obesity
(Opsahl and Powley, 1974). VMH-lesioned
rats reject quinine to a greater extent than
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either fatty or normal rats that do not differ

from each other (Cruce et al., 1974). When

food pellets were madeavailable from a bar-

pressing device, the response rates of both

VMH-lesioned andfa/fa subjects were high-

er than those of lean rats. As fixed ratios

were introduced requiring from 4 to 256 re-

sponsesperpellet, genetically obese animals

increased their response rate most rapidly,

followed closely by normals. VMH-lesioned

rats increased their responserateslittle, if at

all (Greenwood etal., 1974). These authors

believe that the genetically obese rat is bet-

ter than a lesioned rat as a laboratory model

for human obesity.

Fat yellow mice. The obesity of the yellow

mouse (A¥/+)—the homozygote dies in

utero—has been known for many years.

Weitze (1940) showedthat a yellow mousein

parabiosis (surgical union which allows some

mingling of body fluids) with a normal one

did not become fat. He ascribed the inac-

tivity and obesity to a chemical deficiency,

probably hormonal, that was alleviated

through access to the blood constituents of

the normal partner. Yellow mice eat more

and are less active than nonmutant controls

(Dickerson and Gowen, 1947). The viable

yellow mutant (A°/A™) or (A’/+) varies in

coat color from yellow through mottled yel-

low to almost pure agouti (Woolf, 1965a,

1971). Like other yellows, they are less ac-

tive than nonmutantlittermates and eat more

(Fuller, 1972). Interestingly, their rate of

gain during the period of rapid growthis pos-

itively correlated with the amount of yellow

hairs in the coat (Woolf, 1971). The striking

color difference is evidently a surface symp-

tom of a much more fundamental metabolic

disturbance. Although viable yellow mice are

moderately hyperphagic, they do not mani-

fest the degree of regulatory disturbance that

characterizes the obese and diabetes mutants

in the mouse (Fuller, 1972).

Whenthe A” geneis combined with homo-

zygous dwarfism (dw/dw) a fat, dwarf mouse

results (Woolf, 1965b). Since dwarts are defi-

cient in thyrotropin and somatotropin, this

result demonstrates that A” obesity is not

attributable to an imbalance of these hor-

mones. Yellow and nonyellow dwarts re-

spond similarly to injected somatotropin, in-

dicating that responses to this hormoneare

not impaired by the A” gene. At present

there is no adequate physiological explana-

tion of the hyperphagia and inactivity of yel-

low mutant mice. The difficulties of tracing

the gross phenotypic effects back to an en-

zyme (or enzymes) are well expressed in an

article by Woolf and Pitot (1973). They found

that both the AY and A” genes produced

quantitative effects on four hepatic enzymes,

but the amount and even the direction of the

change varied with the background geno-

type. It is apparent that even mutant genes

with marked phenotypic effects interact with

the total genomeat a very basic level of ex-

pression.

Obese and diabetes mice. The obese mu-

tant mouse (ob/ob) was described in 1950

(Ingalls, Dickie, and Snell) and has been

studied intensively ever since. Reared under

standard conditions, obese mice are less ac-

tive and eat and drink more than normallit-

termates. Thesesterile, relatively short-lived

animals usually attain a body weight two to

three times that of normal mice. Because

they sometimes have very high blood sugar

levels, they have been referred to as obese-

diabetic mice. The obesity and characteristic

infertility of males may be partially pre-

vented by restricted food intake (Lane and

Dickie, 1954). Foodrestriction also increases

life span (Lane and Dickie, 1958). In an in-

genious experiment Mayer (1953) bred ani-

mals homozygousfor both waltzing (v/v) and

obesity and found that the combination pro-

duced a very active mouse which did not

becomegrosslyfat.

All these facts support the idea that much

of the characteristic syndromeis a secondary

effect of overeating and inactivity. In a sense,

most of the bad consequencesof the gene are

attributable to its effects on the regulation of

eating in relation to activity. In turn, of

course, these effects can be considered to be

sequelae of gene-determined metabolic dis-

orders within cells.

The search for a primary biochemical

deficit that might explain the behavioral



deficit has not been entirely successful. In an
early article Guggenheim and Mayer (1952)
considered the defect to be failure to oxidize
pyruvate and acetate, but this was disputed
by Parson and Crispell (1955). Yen, Lowry,
and Steinmetz (1968) reported slower oxida-
tion of glucose by ob/ob tissues in vitro and
favored an explanation in terms ofcell per-
meability or membrane

_

transport. Hypo-
thalamic norepinephrineis elevated in obese
mice of both sexes, and hypothalamic dopa-
mine appears to be elevated in males, but
the functional significance of this finding is
unclear (Lorden, Oltmans, and Margules,
1975). Even with this clearly Mendelizing
trait with definite physiological and behav-
ioral indicators, the attempt to define a path
from gene to behaviorruns intodifficulties at
the first step of primary geneaction,still re-
mote from the neural substrate of the be-
havior.

Several deficiencies of intake regulation
were demonstrated by Fuller and Jacoby
(1955). When food was diluted with an inert
filler, normal mice adjusted their intake up-
ward in order to maintain a constant supply
of calories. Obese mice did this less well.
They were also less efficient in adjusting in-
take to need when a bitter substance was
added to the diet or fat was substituted to
make it both calorie rich and highly pal-
atable. Both obese and control mice reacted

on the first day of such changes. However,
after a few days the normal littermate con-
trols readjusted their eating to approximate
their usual caloric requirements. Obese mice
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also readjusted in an appropriate direction,
butless effectively, as though the regulatory
mechanism were sticking. In other words,
obese animals seemed to respond predomi-
nantly to the sensory characteristics of their
food; normals were also regulating on the ba-
sis of caloric need (Table 8-2).

Continuousrecording of the eating behav-
ior of genetically obese mice revealed an ab-
sence of the 24-hourcycle of eating and qui-
escence characteristic of normal mice (An-
liker and Mayer, 1956). Mature obese mice
ate in short, irregularly spaced bursts, similar
but not identical to the pattern of rats and
mice with VMHlesions. Another peculiarity
of obese mice is the absence offood depriva-
tion—induced enhancementof saccharin in-
take (Fuller, 1972). Both obese mice and
their normallittermates prefer 0.1% saccha-
rin over water to about the same degree.
Whenfood is removed, the intake of the sac-
charin solution by normals increases three-
fold or more. Obese mice continue to drink
saccharin at the same rate as when food is
present.

Since obese mice initially respond nor-
mally to changes in the physical quality of
their food, sensory deficits seem to be ruled
out. Thus these data point toward a failure to
respondefficiently to internal signals ofcalo-
ric need. Weshall return to a direct test of
this hypothesis after considering anotherfat
mutant mouse, the diabetes (db/db). This
mutant resembles the obese mouse in adi-
posity, hyperphagia, polydipsia, inactivity,
and lack of the deprivation enhancement of
saccharin intake (Fuller, 1972). The gene was

Table 8-2. Nutritive intake (in percentage of stable control level) of obese
and normal mice given special diets*

Diet Group First day Stabilized Return to standard

Bitter Obese 56 72 109Bitter Normal 58 93 148Addedfat Obese 177 126 79Addedfat Normal 168 95 84O
E

*Based on data from Fuller, J. L., and G. A. Jacoby, Jr. 1955. Central and sensory control of food intake in geneticallyobese mice. Am. J. Physiol. 183:279-283.
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named diabetes because on certain genetic

backgrounds it leads to degeneration of the

islets of Langerhansin a fashionsimilar to the

human disease.

Parabiosis between fat mutants. In parabi-

osis two animals are grafted together so that

they share to some degree a commoncircula-

tion. Thus humoral factors present in one

memberofa pair can pass into the other. The

degree of communal circulation in the exper-

iments to be described was, however, insuf-

ficient for the transfer of nutrients in large

    

     Cc db/db ob/ob

amounts; each parabiont had to feeditself in

order to survive. The durability of a parabi-

otic graft is dependent on tissue compati-

bility between the subjects. Unless the para-

bionts are nearly identical genetically, as

within an inbred strain, there is mutual re-

jection and necrosis of tissues at the site of

joining. Herein lies the importance ofplacing

mutations such as diabetes and obese on the

same inbred background, so that parabiosis

in all possible combinations can be achieved.

Coleman and Hummel(1969) joined adult

Thrives Starves

Starves  Thrives

Fig. 8-1. Results of parabiosis experiments between combinations of normal, diabetes, and

obese mice. (See text for explanations.) Parabiontpairs of like genotypesall survive and main-

tain their usual physical and behavioral characteristics. SF, postulated satiety factor of un-

known origin. Its point of action is here tentatively designated as the brain. (Based on data

from Coleman, D. L., and K. P. Hummel. 1969. Am.J. Physiol. 217:1298-1304; Chlouverakis,

C. 1972. Horm. Metab. Res. 4:143-148; and Coleman, D. L. 1973. Diabetologia 9:294-298. )



db/db mice on a C57BL/Ks] background
with nondiabetes mice of the same strain.
They probably anticipated one of three re-
sults: (1) the diabetes mouse would remain
diabetic and the normalone, normal; (2)
diabetes mouse would improve because it
received some missing substance from its
normal partner; or (3) the normal animal
would becomediabetic because of a toxic ma-
terial emanating from the mutant. Actually,
none of these happened. The diabetes mice
remained hyperphagic and obese, but their
normal partners lost weight steadily as a re-
sult of not eating. They literally starved to
death in the midst of plenty (Fig. 8-1, A),
Normal mice paired with normals tolerated
parabiosis with no problems.

This result was surprising in the light of
reports of parabiosis between ob/ob and nor-
mal mice (Chlouverakis, 1972. Hausburger,
1958). In these pairings the direction of para-
biotic influence was from normalto mutant.
The obese member usually survived, butit
ate less and gained weight more slowly (or
even lost weight) (Fig. 8-1, B). That the ef-
fect was not dueto intolerance of obese mice
to parabiosis was evidenced by the survival of
obese-obese pairs with continued hyperpha-
gia and growth of both members. Onthe ba-
sis of overt behavior and many physiological
and pathological indicators, the diabetes and
obese genes produce identical phenotypes;
in parabiotic experiments they are diametri-
cally opposite.

Parabiosis between ob/ob and db/db had
to await the availability of congenic stocks of
both genes on the same inbred background.
When the experiment was finally conducted
(Coleman, 1973), the obese membersof the
pairs stopped eating and eventually died of
starvation, while the diabetes ones thrived
(Fig. 8-1, C). Coleman hypothesized that the
results could be explained by assuming that
diabetes and normal mice producea satiety
factor, SF, that in normals suppresses neural
mechanisms concerned with eating butin di-
abetics is ineffective. Obese mice cannot pro-
duce SF but doreact appropriately whenitis
supplied. Normal mice, of course, both pro-
duce and react to the substance, and thus
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match their food intake to caloric demands.
The postulated sources andtransfer of $F are
shown on the right-handside of Fig. 8-1. The
horizontal bars represent inactivation or in-
sensitivity.

This elegant series of experiments demon-
strates the value of mutant genesin the phys-
iological analysis of behavior. It involves
genes with reliable physiological effects on
inbred backgrounds. The measuresofgrowth
and food intake are highly reliable, and there
is a tremendous body of information from
other kinds of experiments concerning the
physiological and biochemical basis of the be-
havior of interest.

search on fat mutants is the influence of
background genotype on the phenotypic con-
sequences of a mutant gene or genes. We
have previously commentedon the behavior-
al similarities of diabetes and obese mice,
emphasized that manyof the damaging phys-
iological and structural correlates can be
amelioratedifaccess to foodis restricted, and
argued that it is the failure to regulate be-
havior that leads to pathology. Both the dia-
betes and the obese genes, when homozy-
gous, produce much more severe pathology
in CS7BL/KsJ mice than in the closely re-
lated and similar C57BL/6J mice (Coleman
and Hummel, 1973). Thus far, however,
there is no hint from observations of the nor-
mal membersof these strains as to why they
differ in response to the mutant genes. Clear-
ly the total genotype influences the pheno-
typic response to both external factors (e.g.,
acoustic priming discussed in Chapter 7)
and internal factors such as mutant genes.

ALCOHOL CONSUMPTION AND
SENSITIVITY

Human beings are unique as a species
whose members (some of them) actively
seek ethyl alcohol (ethanol) to consume.
For some humansalcohol may actually pro-
vide a substantial proportion of their calo-
ries, but the explanation for the popularity
of the substance is based on its pharma-
cological properties rather than its energy
content. The toxic effects of overdoses and
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the behavioral effects of even moderate

doses are well known and will not be dis-

cussed in detail here.

Although humansstand alone as devotees

of alcoholic beverages, some animals, such

as the drosophilid flies that feed on ferment-

ing vegetable matter, ingest considerable

quantities of ethanol. Robert Frost com-

memorated the incidental behavioral effects

of such consumption in a mammalian spe-

cies with his poem, “The Cow in Apple

Time.” As a result of the ubiquity of etha-

nol and other related alcohols, many ani-

mals are equipped with an enzyme, alcohol

dehydrogenase (ADH), that catalyzes the

oxidation of ethanol to acetaldehyde. This

highly toxic substance is, in turn, oxidized

to acetate or carboxylated to pyruvate.

These products are in turn involved with

other parts of the organism's metabolic sys-

tem, particularly the tricarboxylic acid cycle.

Later in this section we shall review attempts

to relate genetic differences in consumption

of and preference for ethanol in terms of en-

zymatic activities.

Interest in the free-choice consumption

of ethanol by laboratory animals is un-

doubtedly based on the possibility that they

can provide a model system for experi-

mentation on the factors which regulate

intake and produce individual differences

in pharmacological and psychological re-

actions. (Lester, 1966; Lester and Freed,

1972). This area of research is subsumed

under the general heading of psychophar-

macogenetics, a triple scientific hybrid of

relatively recent origin. Essentially, psycho-

pharmacogenetics deals with inherited dif-

ferences in responses to drugs that are par-

ticularly effective in modifying behavior.

This offshoot of behavior genetics has obvi-

ous implications for clinical medicine (Elef-

theriou, 1975; Mendlewicz, 1975). Our con-

cern will be concentrated on the contribution

of genetics to an understanding of individual

and group differences in what McClearn

(1968a, 1972) has called the ethanol intake

control system (EICS). Clearly this approach

is closely related to problemsin the control of

water and food intake that were reviewed

earlier in this chapter.

Alcohol-related behavioral phenotypes

Before discussing experimental results in

detail, it is instructive to review alternative

procedures for measuring alcohol-related be-

havioral phenotypes. These have been re-

viewed critically by Eriksson (1969b). Per-

haps the most commonis the preference ra-

tio A
7" A+ W

weight of an alcohol solution, and W is the

intake of water during a specified period of

time. We discussed characteristics of this

measure in the section on taste preference,

pp. 113 and 114. Theratio fluctuates with the

concentration of the alcohol solution (10% by

volume is most commonly used) andis also

affected by the organism’s demands for wa-

ter. Another measure is the absolute amount

of ethanol ingested per unit of body weight;

for example, grams per 100 grams of body

weight. Sometimesdata are given in the form

of the volume or weight of the alcohol solu-

tion per unit of body weight; these can, of

course, be converted to absolute units.

Another measure, the proportion of ingested

calories derived from ethanol,is less used. It

takes account of the fact that alcohol is a

source of energy as well as pharmacological

effects. In all these procedures two bottles

are generally provided, one with water. It is

customary to reverse the positions of the al-

cohol and water bottles systematically. Eriks-

son (1969b) has shown that this practice in-

creases intrasubject variability without modi-

fying group differences. He advocates that

position reversal be scheduled at intervals

long enough to permit subjects time to learn

the positions of the two stimuli. Multiple-

choice procedures have been designed for

special purposes (Rodgers and McClearn,

1962: Fuller, 1964; Satinder, 1972). Finally,

differences in consumption may be measured

when the only source of water is “contami-

nated” with alcohol, and no choice is pos-

sible.
The variety of methods reflects the com-

plexity of measuring a behavioral phenotype

in order to account for confounding factors

such as position preference, differences in

the need for water and calories, and varia-

tions in taste sensitivity and preference.

 

_ whereA is the intake volume or



Sometimes, the alcohol solutions may be
sweetened in an attempt to overcome the
apparentaversive taste properties of the pure
substance. The preference ratio, like other
ratio measurements, is not normally dis-
tributed and should be transformed prior
to using the data for quantitative genetic
analysis. Fortunately, in practice the various
methods of reporting data are correlated
positively to a high degree. The reliability of
the genetic effects is so great that major
conclusions based on one system of measure-
ment are generally confirmed by others.
Still, it is possible for a low preference—ratio
subject who drinks a large volumeoffluid to
ingest more ethanol calories than a high
preference-ratio subject with a low intake.
In evaluating the literature, it is important
that measurement techniques be considered
critically.

Individual andstrain differences

It is instructive to begin our consideration
of individual andstrain differences in alcohol-
related behavior with Williams’ genetotroph-
ic theory of disease (Williams, 1956; Wil-
liams, Berry, and Beerstecher, 1950). Brief-
ly, this theory maintained that individuals
could inherit metabolic blocks that predis-
posed them to alcoholism, which was defined
rather loosely as the consumption of an

duced its behavioral effects was never speci-
fied, but there are numerous possibilities,

Several experiments were reported in sup-
port of this hypothesis. Williams, Berry, and
Beerstecher (1949) found that rats on a
vitamin-deficient diet drank more alcohol in
a free-choice situation than they did on an
adequate basic diet. Two strains, O and H,
were used. Feeding O rats with a vitamin
supplement reduced alcohol consumption,
but the same regimen had little effect on H
rats. Alcohol solutions provide calories: in-
creased alcohol “preference” might simply
be a responseto a calorie deficiency induced
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by the fact that vitamin-free diets are less
palatable than stock diets. To combat this
criticism, Williams, Pelton, and Rogers
(1955) gave rats on a vitamin-deficient diet a
choice between water and a 10% sucrose
solution and followed this with a choice be-
tween water and 10% ethanol. The mal-
nourished rats drank more sucrose solution
and morealcohol solution than controls, but

correlated. In its original form, particularly
its emphasis on nutritional deficiency as a
primefactor in alcoholism, the genetotrophic
theory has not fared well (Lester, 1966).
However, the idea of a biochemical basis for
variation in free-choice alcohol consumption
still guides much of the research described
next.

The genetic basis of individual differ-
ences in voluntary alcohol consumption has
been demonstrated by successful selection
(Mardones, 1952: Mardones, Segovia and
Hederra, 1953; Eriksson, 1968). Eriksson,
starting from an outbred population of rats,
produced a heavy drinking line (alcohol ad-
dicted, or AA) and

a

light drinking line (alco-
hol nonaddicted, ANA). These lines have
been widely used in research by workers at
the Finnish Foundation for Alcohol Studies.
The heritability of free-choice alcohol con-
sumption was 0.263 for males and 0.371 for
females. Line differences accounted for
65.5% of total variance in ethanolintake.

It is not necessary to breed selectively in
orderto find strains of laboratory rodents that
differ in alcohol preference. Given a choice
over a widerange ofconcentrations (1.25% to
20%) versus water, G-4 rats had consistently
higher preference ratios than Wistars (My-
ers, 1962). Inbred strains of mice differ
strikingly in their preference ratios for eth-
anol (McClearn and Rodgers, 1959, 1961:
Fuller, 1964). In both of these studies mice of
the same four basic strains were compared.
However, different sublines separated for
many generations were used. In one experi-
ment (McClearn and Rodgers, 1961) the
measure was the simple preference ratio for
10% ethanol versus water. In the other (Full-
er, 1964) six bottles were available with etha-
nol concentrations of 0.5%, 1%, 2%, 4%, 8%,
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Table 8-3. Alcohol preference of four

inbred mouse strains by two methods*

 

     

     

McClearn and

Rodgers(1961)

Preference ratio}

Fuller (1964)

Preference scores

 

CS7BL 0.76 0.10 1.78 (6.0) 0.20

C3H 0.19 0.13 1.61 (4.1) 0.21

A 0.14 0.05 1.39 (2.4) 0.25

DBA 0.09 0.03 1.08 (0.8) 0.21

 

*From McClearn, G. E., and D. A. Rodgers, 1961. Ge-

netic factors in alcohol preference of laboratory mice.

J. Comp. Physiol. Psychol. 54:116-119. Copyright 1961

by the American Psychological Association. Reprinted

by permission. Fuller, J. L. 1964. Measurement of al-

cohol preference in genetic experiments. J. Comp.

Physiol. Psychol. 57:85-88. Copyright 1964 by the

American Psychological Association. Reprinted by per-

mission.

+Crgl sublines were used in the McClearn and Rodgers

study, J sublines for the Fuller study.

A ASIA, volume of 10% alcohol

consumed; W, volume of water consumed).

\Preference score = 1 + logio of median concentration

(in percent) of alcohol drunk in a six bottle—choice test.

Conversion to percent is shown in (_ ).

 

tPreference ratio =

and 16%. The score wasthe logarithm of ten

times the alcohol concentration, in per-

cent, below which onehalf of a subject's fluid

was derived. As Table 8-3 shows, the rank-

ing of the strains was identical in the two

studies despite the opportunity for genetic

drift during separation of the lines and the

widely disparate nature of the phenotypic

measure.

Modeof inheritance

The pattern of inheritance of alcohol con-

sumption in crosses between inbred and se-

lected lines fits the model of a polygenic sys-

tem, since no clear segregation of pheno-

types is found in the backcross and F, gen-

erations. It should be noted, however, that

even within an inbred strain, individual vari-

ability in preference and consumption is con-

spicuous, and the detection of segregation

would be difficult. Such variation indicates

the importance of individual differences in

developmental history and in conditions sur-

rounding the test situation.

Table 8-4 presents the results of twoclassi-

cal crosses between a high- and a low-preter-

ence inbred mouse strain. In one study

(Whitney, McClearn, and DeFries, 1970) the

F, has the same meanas the low parent, in

the other (Fuller and Collins, 1972) it is in-

termediate but closer to the high parent.

Variances of the segregating generations are

not consistently higher than those of the in-

breds and Fs, so that computation of herita-

bility based on variances (Chapter 5) is not

applicable. Thus the values for h? in this

table were obtained from an approximate

equation presented by Whitney, McClearn,

and DeFries (1970). The higher value for the

Fuller and Collins data is attributable to their

use of two parental lines deliberately se-

lected to be extreme. Fuller (1964) also com-

puted h? from a half diallel of four strains (no

reciprocal crosses) as 0.39, which is one halt

the intraclass correlation. The results of this

experiment are summarized in Table 8-5.

It is of interest that Brewster (1968) com-

puted an h? of 0.82 from the McClearn and

Rodgers data (1961) and 0.86 for Fuller's

(1964). The arguments for a lower value as

summarized by Whitney, McClearn, and

DeFries (1970) illustrate the problems of

choosing a best value when one is dealing

with real data instead of idealized models.

Brewster (1968) also reanalyzed Fuller's

(1964) half-diallel data and constructed a vari-

ance-covariance diagram (Fig. 8-2). The ra-

tionale of this diagram has been explained by

Broadhurst (1967) and is discussed in Chap-

ter 5. The good fit to a straight line with a

slope of one indicates no significant deviation

from additivity on the scale of measurement.

Incomplete dominanceis indicated by the in-

tercept of the line on the ordinate above the

origin. The greatest proportion of dominant

genes is found in C57BL, the most reces-

sives in A. Thus crosses with C57BLtend to

behave like C57BL; offspring of crosses of

other strains with A tend to behavelike their

non-A parent.

Brewster (1968) compared alcohol intake

and preference ratios under free choice from
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Table 8-4. Alcohol preference in two classical crosses*}
   

  

Whitney, McClearn, and DeFries (1970)
Arcsin transform of preference

Fuller and Collins (1972)
Ethanol intake: ml/day

   
   

  

   

P,} 1.27 0.35 1.38 0.39
B, 0.87 0.14 1.87 0.35
F, 0.64 0.04 1.52 0.53
F, 0.70 0.04 1.25 0.62
B, ().64 0.04 0.63 0.13
P.§ 0.64 0.07 0.42 0.05

 

*From Whitney, G., G. E. McClearn, and J. C. DeFries. 1970. Heritability of alcohol preference in laboratory miceand rats. J. Hered. 61:165-169; Fuller, J. L., and R. L. Collins. 1972. Ethanol consumption and preference in mice: agenetic analysis. Ann. N.Y. Acad Sci. 197:42-48.

th? calculated by formula of Whitneyetal. h? =

—

2a
(a? + Vv.” = meanp, — meang; V. = average variance of P,,

F,, and P,. For Whitney et al., h? = 0.15: for Fuller and Collins, h? = 0.70.
{P, = C57BL/1Bi (Whitneyet al.) = C57BL/6] (Fuller and Collins).
§P, = JK/Bi (Whitney et al.) = DBA/2J (Fuller and Collins).

Table 8-5. Half-diallel table of alcohol scores for four inbred strains of mice
and their hybrids*teee

Strain DBA/2J A/J C57BL/6J C3HeB/Jed
DBA/2] 1.08004 1.0700 1.5200 1.1700

0.04374 0.0389 0.0434 0.0393A/J 1.3900 1.7100 1.3500
0.0665 0.0888 0.0452C57BL/6] 1.7800 1.5900

0.0415 0.0498C3HeB/J
1.6100

“From Fuller, J. L. 1964. Measurement of alcohol preference in genetic experiments. J. Comp. Physiol. Psychol.07:85-88. Copyright 1964 by the American Psychological Association. Reprinted by permission.
fAlcohol score = 1 + logy) of median concentration
{Variance of score.

the Maudsley reactive (MR) and nonreactive
(MNR)rats, which had beenselected for dif.
ferences in emotionality. Further discussion
of these animals will be found in Chapter10.
The MNRrats drank more heavily, and the
F, was similar to them. Erikkson (1969a)
computed parent-offspring correlations from
a set of apparently random matings in a popu-
lation drawn from his AA and ANAlines. The
overall correlation was 0.40: for somewhat

(in percent) of alcohol drunk in a six bottle—choice test.

posite-sexed parent. In contrast to these rela-
tively high estimates of heritability, parent-
offspring correlation in a heterogeneous
population of mice did not differ significant-
ly from zero (Whitney, McClearn, and
DeFries, 1970). On the basis ofall available
data, Whitney et al. concluded that the heri-
tability of alcohol preference in laboratory ro-
dents is of the order of 0.10 to 0.15, though
higher values are obtained when experi-
ments are conducted with highly divergent
strains. Such values are usually considered
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0 0.01 0.02
 

0.04 0.05 0.06 0.07

Fig. 8-2. Variance: covariance diagram for ethanol preference in mice (see Table 8-5). The

abscissa is formed from the variances of the horizontal arrays of the half-diallel table, the

meansfor the hybrids being entered below the leading diagonal and the ordinate from the co-

variances of the horizontal arrays with the values in the leading diagonal. Dotted lines are the

axes corrected for variance due to environmental causes. (From Brewster, D. J. 1968. J.

Hered. 59:283-286: based on data from Fuller, J. L. 1964. J. Comp. Physiol. Psychol. 57:

85-88.)

“low,” but they are adequate for successful

selection. As Erikkson has demonstrated,

only time and consistent bidirectional selec-

tion pressures are needed toredistribute the

genes from a heterogeneous population and

produce two populations with practically

nonoverlapping distribution.

Neural and behavioral sensitivity

to ethanol

Thus far we have concentrated on the ge-

netics of alcohol intake. Alsc of interest is the

possibility of inherited differences in sensi-

tivity to the pharmacological effects of this

substance. It is plausible that such variations

in sensitivity are the basis for the observed

behavior differences. Indeed, striking differ-

ences have been found between the alcohol-

preferring C57BL mouse strain and the al-

cohol-avoiding BALB/c strain (Kakihana et

al., 1966). Sleep times following a standard

intraperitoneal dose of ethanol were 38 and

138 minutes, respectively. The differences

cannot be explained by morerapid clearance

of alcohol from the system of C57BL, but

are rather due to the threshold concentra-

tion for neural depression. The brain con-

centration of alcohol at waking was 430 + 29

mg/100 grams brain in C57BL and 287 + 17

in BALB/c.

Selection for long and short sleep times has

been successful (McClearn and Kakihana,

1973). After fourteen generations the mean

duration of sleep after intraperitoneal injec-

tion of ethanol (3.4 grams/kg) was 97 minutes

for a long sleep (LS) line and just under 12

minutes for a short sleep (SS) line. The dif-

ference in neural sensitivity seems to be spe-

cific to alcohols and does not extend to hyp-

notics in general (Heston et al., 1973). The

activities of the primary metabolizing en-

zymes, ADH and ALDH, are virtually

identical in the LS and SS lines (Heston et

al., 1974). Intracerebral injections of sal-

solinol, a substance that may be formed in

brain by a reaction between acetaldehyde
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Fig. 8-3. McClearn’s schematic automatic clo
cohol preference. (Modified from McClearn
sumpt. 20:113-119.)

and dopamine, caused longer sleep in LS
than in SS mice (Church, Fuller, and Dudek,
1976). Offered a choice between a highly ac-
ceptable glucose-saccharin solution and the
same solution with 4% of added ethanol and
water, SS mice consistently drank more of
the alcohol mixture than did LS (Fuller,
Church, and Dann, 1976). Both lines, how-
ever, drank more of the glucose-saccharin
than of the alcohol mixture: taste preference

withdrawal reaction after cessation of pro-
longed high-level intake of ethanol. The oc-
currence of withdrawal symptomsis fre-
quently considered to be an intrinsic charac-
teristic of addiction. Since laboratory ro-
dents, even alcoholpreferrers, are not easily
induced to ingest on their own enoughalco-
hol to produce reliable withdrawal effects,
other methodssuch asthe continuous inhala-
tion of alcohol vapors have been devised.
With this procedure, mice were selected for
high and low vulnerability to convulsionsaf.
ter removal from an inhalation chamber
(Goldstein, 1973), Likewise, a comparison
of the intensity of withdrawal convulsions
among alcohol-preferring (C57BL/6J) mice
and alcohol-avoiding (BALB/cJ, DBA/2J)
mice demonstrated less severe reactions
in the preferring strain (Goldstein and Kaki-
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sed-loop negative-feedback control system foral-
» G. E. 1972. Int. Symp. Biol. Aspt. Alc. Con-

hana, 1974). Parallel strain differences were
found in sensitivity to reserpine, which de-
pletes brain catecholamine stores.
Although many details remain to be

worked out, it now appears that the well-
documented genetic differences in alcohol-
related behavior are associated with differ.
ences in central nervous system sensitivity to
ethanol. The data also suggest more specific-
ally that reactions of ethanol, orits products,
with catecholamines may be the physiologi-
cal basis for the behavioral differences. It is
certain that this area ofresearch will continue
to be active for some time.

It is also clear that preference and aver-
sion are not absolute; even among. alcohol
preferrers that are less sensitive toits effects,
there appears to be a mechanism for limit-
ing the intake of that substance. The follow-
ing section considers some of the possibilities
for such regulation.

Ethanol intake control system

Both the genetic data on alcohol intake and
the results of experiments on its environ-
mental manipulation led McClearn (1968a,
1972) to postulate an ethanol intake control
system. The schematics of the hypothesized
system are shownin Fig. 8-3. The conceptis
the familiar one of negative feedback. A sig-
nal produced by the imbibing of alcohol is
matched with a reference signal that is set at
a point determined in part by genotype. If
the imbibed signal is less than the reference
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signal, alcohol, if available, will be ingested

until balance is attained. When matching oc-

curs, ingestion ceases.

Such a conceptual system is a help to be-

havior-genetic analysis of alcohol-related be-

havior. Are strain and individual differences

attributable to variations in the reference set

point, perhaps zero for a DBA/2 mouse and

between 2 to 4 mg/gram brain for a C57BL/6

mouse? Or doesthe difference lie in the im-

bibed signal, possibly in the production of a

chemical from ethanol that serves as a con-

troller of intake through its action on certain

neurons? Answers to these questionsare not

now available. However, considerable effort

has been applied to the search for physio-

logical and psychological correlates of alcohol

preference and consumption.

Biochemical correlates of alcohol-related

behavior

Explaining the function of a complex sys-

tem in terms of the functions of its compo-

nents is the familiar reductionist approach

to science. Following this tradition, attempts

have been madeto correlate differences in

the preference for and consumption of alco-

hol with differences in biochemistry. Since

ADH is the rate-limiting enzyme for the

metabolism of ethanol, it seemed plausible

that its activity could be the key to the be-

havioral phenomena. In fact a sample of six

inbred mouse strains showed a high correla-

tion between liver ADHactivity and alcohol

preference (Rodgers etal., 1963). However,

the correlation broke down in the F, off-

spring of a cross between high-preference

C57BL and low-preference DBA (McClearn,

1968a). Although ADH activity appears to

account for 10% of the variance in ethanol

preference in a heterogeneous mouse stock

(McClearn, 1972), studies of the rate of alco-

hol metabolism in vivo show such slight

differences amongstrains that it is unlikely

that they are the source of the behavioral

differences (Sheppard, Albersheim, and

McClearn, 1966).

The evidence for behavioral significance of

differences in acetaldehyde metabolism is

somewhat stronger. The concentration of

acetaldehyde in the blood during ethanol

metabolism is higher in DBA/2 than in

C57BL mice (Schlesinger, Kakihana, and

Bennett, 1966; Sheppard, Albersheim, and

McClearn, 1970; Schneider et al., 1973).

Treating C57BL mice with disulfiram (Anta-

buse), a drug that inhibits ALDH, reduced

their ethanol consumption (Schlesinger, Ka-

kihana, and Bennett, 1966). Also, in rats, the

blood concentration of acetaldehydeafter in-

gestion of a standard amount of ethanol is

higher in a nondrinking strain (ANA) than in

a drinking strain (AA) (Eriksson, 1973).

Eriksson suggests that acetaldehyde has a

strong inhibitory effect on brain metabolism

because ofinterference with enzymesrelated

to catecholamines.

Behavioral and biochemical genetics have

proved to be a potent combination for the

investigation of alcohol-related behavior in

laboratory animals. Since the biochemistry of

humansis very similar, some of the findings

may be applicable directly to our own spe-

cies. Of course, any explanation of behavioral

variation in termsofthe activity of an enzyme

is incomplete without consideration of the to-

tal system in which it operates. The possible

link between acetaldehyde and brain cate-

cholamines is a step in this direction, since

of alcohol-related activity and looking for

commonphysiological bases of the set of as-

sociated behavior patterns.

Psychological correlates of alcohol-related

behavior

Explaining genetic differences in alcohol

preference and consumption in terms of psy-

chological traits may be designated as the

intrapsychic approach, in contrast to the re-

ductionist approach just considered. Actu-

ally, the two approaches are complementary

rather than contradictory. A little reflection

leads to the conclusion that no single bio-

chemical factor can really explain behavior,

although the efficiency of a key biochemical

process may becritical in modifying a com-

plex phenotype.



A popular hypothesis is that alcoholis in-
gested becauseofits tension-reducing prop-
erties; thus the amountingested is an indi-
rect measure of an individual’s tension level.
Adamsonand Black (1959) predicted that rats
with intermediate consumption of ethanol
would learn an avoidance task more effec-
tively than either high- or low-intake ani-

eral finding that very low or very high states
of arousal interfere with learning. After de-
termining individual ethanol preferences
in a free-choice situation, avoidance-learning
tests were conducted during forced absti-
nence from alcohol. The results supported
the idea that differences in emotionality
underlie individual variation in volitional
drinking of ethanol. When alcohol consump-
tion wasforced during the period of learning,
the inverted U-shaped relationship between
consumption and learning broke down. Al-
though this study does not distinguish be-
tween environmental and genetic factors
underlying individual differences, it does
support the validity of the tension-reducing
hypothesis for alcohol consumption.

In a more formal genetic investigation,
factor analysis of a battery of emotionality
tests given to four inbred strains of mice
indicated that two factors, disorganization
and audiogenic reactivity, were most con-
sistently related to the consumption of etha-
nol (Poley, Yeudall, and Royce, 1970). A
comparison of alcohol preference in lines of
rats selectively bred for emotionality (Maud-
sley reactive and nonreactive) and for avoid-
ance learning (Roman high avoidance and
low avoidance) found that the MR and RHA,
presumably the most susceptible to stress,
drank most heavily (Satinder, 1972). These
selected lines are discussed more thoroughly
in Chapters 9 and 10.

Sensory and energetic factors. Other ex-
planations for genetic variation in alcohol-
related behavior invoke physiological factors
more complex than enzymes butless glob-
al than emotionality. For example, could
the preference differences found in inbred
strains be due simply to the taste or odor of
ethanol? Thefact that odor plays somerole is
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demonstrated by the elimination after olfac-
tory bulbectomy of the usual aversion to al-
cohol found in BALB/c mice (Nachman, La-
rue, and LeMagnen, 1971). The operation
had no effect on the alcohol preference of
C57BL mice. Since intact BALB/c mice
avoided ethanol on initial contact, learning
was apparently not involved. When injection
of toxic lithium chloride was paired with in-
gestion of sucrose or saccharin solutions,
both strains acquired an aversion to the
sweet substances on subsequenttests, When
an ethanol solution was paired with lithium
chloride, C57BL mice were deficient in
learning the aversion. Nachman, Larue, and
LeMagnen concluded that BALB/c mice
avoid alcohol because ofits odor: the prefer-
ence shown by C57BL must beattributable
to postingestional factors.

Is alcohol ingestion simply a more efficient
way of obtaining calories for somestrains of
mice? This possibility was advocated by Les-
ter and Greenberg (1952), but experimenta-
tion showed that when their food supply is
restricted, strains differing widely in alcohol
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Fig. 8-4. Mean daily alcohol preference ratios of
rats from three groups during 3 weeks of free
choice between water and a 5% v/v ethanol solu-
tion. Prior to the experimentall subjects received
only the alcohol solution for 10 days. Forced in-
take did not modify the genetically determined
preferences. (From Eriksson, K. 1969. Ann. Zool.
Fenn. 6:227-265.)
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preference do not differ in their capacity to

obtain energy from ethanol (Rodgers et al.,

1963). Adding sucrose to alcohol solutions

increases intake in most strains, but strain

rankings for amount ingested are unchanged

(Rodgers and McClearn, 1964). The enhanc-

ing effects of sucrose on alcohol consump-

tion seem to be related to its sweet taste

rather than to its caloric content.

Phenotypic stability. Finally, let us con-

sider the stability of the alcohol-related psy-

chophenes. Even nondrinking strains such as

ANA rats or DBA/2 mice consumealcohol

solutions when they are the only source of

fluid. Under such a regimen ANArats gradu-

ally increase their intake of ethanol but re-

sume their nondrinking status when again

offered free choice (Erikkson, 1969b). The

data shownin Fig. 8-4 indicatethat forced in-

gestion of alcohol has no sustained influence

on the drinking pattern of these strains. Sim-

ilarly, forced consumption of sweetened al-

cohol does not increase later ethanol prefer-

ence in either alcohol-accepting SS or alco-

hol-rejecting LS mice (Fuller, Church, and

Dann, 1976).

Such stability of phenotype is not uni-

versal. Exposure of juvenile BALB/c mice to

ethanol does result in adults with alcohol

preference higher than that of unexposed

controls (Kakihana, 1965). Enhancement was

not found in other low-preference strains

subjected to the same treatment. Randall and

Lester (1975) reported that DBA/2 mice

reared as weanlings with C57BL/6 adults

drank more at maturity than DBA/2 reared

with their own strain. Conversely, a reduc-

tion in intake was found in C57BL housed

for a 7T-week period with DBA. Changing

the social environment reduced, but did not

reverse, the typical strain difference in level

of intake found consistently in these two

strains (Table 8-6). The authors favor an ex-

planation in termsoflearning, a kind of “peer

pressure, but other possibilities cannot be

excluded. In general, genotype seemsto pre-

vail over experience in setting the hypotheti-

cal reference signal of McClearn’s EICS.

The stability of an individual's preference

is perhaps of more general interest than the

  

Table 8-6. Effect of postweaning social

environment on alcohol preference*

  

 

Adult companions—4 to 10 weeks

7CS7BL/6J 12 6.5 +0.9
DBA/2J ll 11+02 21

  
12.8 + 2.3

2.6 + 0.7

 

*Fyom Randall, C. L., and D. Lester, 1975. Social modi-

feation of alcohol consumption in inbred mice. Science

189:149-151. Copyright 1975 by the American Associa-

tion for the Advancementof Science.

+Grams/kg/day.

constancy of strain averages. Overlong peri-

ods of observation, marked fluctuations in

intake were observed in some mice by

McClearn (1972), who called the high-con-

sumption periods “periodic drinking.” Since

the genotype is constant, the fluctuations

must be ascribed to something in the envi-

ronmentor to individual developmental his-

tory. A similar phenomenon was noted in LS

mice offered a 4% ethanol solution sweet-

ened with glucose and saccharin (Fuller,

Church, and Dann, 1976). It is likely that the

probability of developing the episodic pat-

tern of drinking is affected by genotype, but

too few animals have been observed continu-

ously for long periods to prove the point.

SUMMARY

The input of genetics to the study of con-

sumatory behavior has been substantial. Mu-

tants, the polydipsic and obese, have been

the favored subjects for the study of eating

and drinking. Although strain differences in

consumption of food and waterare not diffi-

cult to find, they have not been as useful for

the analytic attack on physiological mecha-

nisms of regulation. From studies with mu-

tants, it is clear that somatophenes and

psychophenes can appear very similar ex-

ternally yet prove to be caused by inde-

pendent mutations which operate through

different intermediary steps. Also, it is evi-

dent that the details of the phenotypic ef-

fect of a mutant gene depend on the back-



obese and diabetes mice are an instructive
illustration of these principles. One hopes
that moreofthis kind of useful mutantwill be
found and studied.

Mutants have played a negligible role in
the behavior-genetic analysis of alcohol pref-
erence. Instead, selected lines of rats and in-
bred strains of mice have proved the most
useful subjects. There is little reason to
doubt that a similar rich lode of genetic
variation can be found by exploring reactions
of animals to other drugs of psychological
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interest. As an example, genetic differences
in susceptibility to morphine have been re-
ported both in rats (Nichols and Hsiao, 1967)
and mice (Erikkson and Kiianmaa, 1971:
Shuster, 1975). Further examples of differ-
encesin the behavioral responseto drugswill
be foundin the chapters immediately follow-
ing. The past few years have demonstrated
that it is easy to find genetic differences in
the effects of drugs on experimental animals:
the task offuture investigators is to learn how
genes producethese differences.



9

Learning ability in animals: genetic aspects

Learning may be defined asthe process by

which the probability of a response to a stim-

ulus is changed as a direct result of experi-

ence with that stimulus or with a similar one,

provided the effects of fatigue, trauma, or

nonspecific modifications of metabolism can

be excluded. Experimental psychologists

have traditionally devoted mucheffort to the

study of learning in animals, predominantly

in the albino rat. However, other species

from the octopi to the great apes have pro-

vided important data. We can recognize two

major objectives for such studies: (1) a search

for general principles that will apply to many

species, including man, and (2) a search for

physiological explanations through compari-

sons of the learning process in species that

differ in neural structures or by comparisons

among animals of the same species whose

nervous systems have been modified experi-

mentally. The concentration of experimental

psychologists on animal learning is explicable

by the obvious importance of learning in

humans. Ideas generated by laboratory stud-

ies of conditioning of salivary secretion in

dogs and the rate of bar pressing by rats to

obtain food pellets have found wide human

application in education, psychotherapy, and

other applied areas of psychology.

Despite mucheffort and significant accom-

plishment, there are signs of disillusionment

with the idea that a universal set of principles

can be found which will explain all learning

and which will, when properly applied, en-

able an experimenter to teach an organism to

do anything if it has the sensory capacity to

detect the stimulus and the motor capacity to

execute the required act. A considerable

body of research supports the view that ge-

netically, organisms are prepared for cer-
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tain associations, unprepared for others, and

contrapreparedforstill others (Seligman and

Hager, 1972).

Comparative studiesof learning have often

been influenced by the assumption that

learning ability increases progressively in

vertebrate phylogeny. Thus, by correlating

the complexity of brain structures with be-

haviorally defined specific learning abilities,

one could possibly ascertain a morphological

feature associated with each ability. Difficul-

ties are encountered in putting this scheme

into practice because of the great variation in

sensory and motor characteristics among ani-

mals; this prohibits testing all species on

common tasks with common equipment.

Furthermore, someof the learning tasks that

are most convenient for the experimental

psychologist do not sharply separate the

larger taxonomic groups. Classical condition-

ing, active and passive avoidance behavior,

and elimination oferrors in simple mazes are

often acquired as rapidly by animals “low’ in

the phylogenetic scale as by primates, in-

cluding humans (Warren, 1973). More com-

plex tasks, such as those involving condition-

al discrimination, delay of response, or acqui-

sition of learning sets, are more promising as

indicators of overall species differences in

learning ability, but up to now they have

not yielded unequivocal evidence for the

ranking of species on

a

single scale ofintelli-

gence (Warren, 1973; Riopelle and Hill,

1973). One problem in making such compari-

sons has been the neglectof individualdiffer-

ences among members of a species, one or

two individuals should never be used as rep-

resentative of an entire taxonomic group.

Warren and Baron (1956) found very large

variations in the acquisition of a learning set
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among four cats. Among cocker spaniels the
ability to delay response varied from 0 Sec-
onds to 2 minutes or more (Scott and Fuller,
1965). It is impossible to determine whether
genes or experience played the major role in
producing these striking differences in per-
formance.

In the behavior-genetic analysis of learn-
ing, both genes and experience must be con-
trolled. Furthermore, testing for individual
and strain variation in learning within a spe-
cles, provided one avoids animals with sen-
sory or neurological defects, circumvents the
problem of trying to compare animals of ex-
tremely different physical characteristics.
The same apparatus and training procedures
can be used for all subjects. In planning
experiments, behavior geneticists have asked
themselves three kinds of questions:

1. How large a role do genes play in the
production of individual differences in learn-
ing ability?

they involve associative processes in the cen-
tral nervous system or peripheral functions
related to sensory capacities, strength of mo-
tivation, and the like?
The first question jis primarily one for

quantitative genetics; the second and third
involve a functional analysis of the learning
process in biological as well as psychological
terms.

HISTORICAL BEGINNINGS

Learning ability was perhapsthe first ani-
mal psychopheneto be investigated formally
by geneticists. Comparisons between strains
(in the early studies not well defined geneti-
cally) and selection techniques were em-
ployed. Bagg (1916, 1920) compared the
performanceofa numberofcoat-color strains
of mice on a maze and on a multiple-choice
apparatus. Performances were extremely
variable, and his conclusions on inheritance
were correspondingly cautious. Neverthe-
less, he concluded that males were superior

to females and that yellow mice were duller
than other breeds. Bagg reported a sibling
correlation of 0.50, which corresponds to
their degree of relationship. Vicari (1929)

strains, DBA and BALB, and two mutant
stocks, Japanese Waltzer and Myencephalic
Blebs. Although the results were too com-
plex to prove any simple genetic hypothesis,
they suggested multifactorial inheritance of
running time. Surprisingly,little research on
the learning ability of neurological mutants
has been donesince.
The pioneer in selecting animals on the

basis of learning ability was Tolman (1924),

rats, he selectively bred “bright” and “dull”
animals on the basis of a composite per-
formance score (based on time, errors, and

measures in the first generation as errors,
0.93; time, 0.57; and numberofperfect runs,
0.61. Tolman did not continue his project,
but the attempt was ofhistorical importance
in influencing Tryon to undertake his classji-
cal experiments on selection for maze run-
ning ability in rats.

SELECTION AND MAZE LEARNING
Three major selection experiments have

used rats as subjects and the numberof er-
rors in a complex maze as a criterion (Tryon,
1929, 1940a; Heron, 1935: Thompson, 1954).
None of these programs included replicated
selected lines, unselected controls, or breed-
ing systems designed explicitly to reduce in-
breeding and thus conserve genetic variance.

are always in short supply. And, although
the design of these studies makes their bio-
metric analysis impossible, each produced
importantresults. Perhaps their most signifi-
cant effect was the demonstration that maze
learningability is heritable, though the phys-
ical basis of the genetic effects is still not
clear.
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Tryon program

Tryon initiated his selection program in

1926 with three stated objectives: to produce

a maze-bright and a maze-dullline of rats, to

investigate the mode of inheritance, and to

identify the major biological and psychologi-

cal correlates of the selection criterion. He

tallied the total errors made during trials

2 through 19 in a 17-unit multiple T-maze,

and mated low scorers with low, high with

high. Progress toward establishing maze-

bright and maze-dull rats over eight genera-

tions is shown in Fig. 9-1. At the end of this

period there waslittle overlap between the

two lines, and the importance of genetic fac-

tors on performance wasclearly established.

Crosses between the twostrains yielded an

F, whose average error score was interme-

diate to those of the parental strains. The F»

was similar to the F, and did not show the
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Fig. 9-1. Selection for maze brightness (B) and maze dullness (D) in rats over eight genera-

tions, G, to Gg. (From Tryon, R. C. 1942. Individual differences. In F. A. Moss, ed. Compara-

tive psychology. Prentice-Hall, Inc., EnglewoodCliffs, N.J.)
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increased variance that Tryon expected as a

_-«

Generality of results
result of genetic segregation (Fig. 9-2). He Did Tryon’s selection result in all-aroundconcluded that a polygenic System was in- moreintelligent andless intelligent rats or involved, but he did not continue with a quan-

—_

two strains that performed well and poorlytitative analysis of the genetic parameters. If respectively only in a 17-unit automatic T-a very large numberof loci were involved in maze? It turned out that their abilities, orproducingthe differences between the bright

—_

lack of the same, wererather specific. Searleand dull strains, Tryon’s sample sizes may (1949) obtained thirty measures of learning,not have beenlarge enough to detect differ- emotionality, and activity on ten rats of eachences in genetic variance (Bruell, 1962). strain. In three out of five maze measures,
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Fig. 9-2. Results of crossing selectively bred “maze-bright” and “maze-dull” rats. (From

Tryon, R. C. 1940. Genetic differences in maze learning in rats. In National Society for the

Study of Education, 39th yearbook. Public School Publishing Co., Bloomington, Ill.)

the Tryon maze dulls (TMD) were either

equal or superior to the brights (TMB).

TMB rats were reported to be more food

driven, lower in motivation to escape from

water, more timid in an open field, and less

distractable. TMDs appeared tobefearful of

the noisy mechanical features of the maze

used in the original selection, and Searle

suggested that an emotional reaction might

be the underlying cause of the differences in

learning. Searle’s findings may explain the

greater variance of the F';s relative to the pa-

rental strains that is evident in Fig. 9-2. If

TMBsare food motivated and relaxed, they

will uniformly learn well in an automatic

maze. TMD rats, being less motivated and

more fearful, will all learn poorly. Thus, one

would expect their F, hybrids, intermediate

in these dimensions, to perform correspond-

ingly. In this middle range, chance might

play a large role in the success or failure of

individuals and result in an increased vari-

ance.
Searle analyzed his data in terms of the

intercorrelations for performance on thirty

variables within strains and acrossstrains. As

shown in Table 9-1, the intercorrelations

within strains were high; those between

strains were insignificant and negative. Try-

on’s selection had resulted in an aggregation

of behavioral differences rather than separa-

tion along a single dimension.If positive cor-

relations between performancevariables in-

dicate dependence on commontraits, one
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Table 9-1. Intercorrelations of thirty performance variables within and between
TMB and TMDratstrains*eee

Numberof AverageGroup Numberofrats intercorrelations intercorrelationE
s

Within TMB 10 45 0.587Within TMD 10 45 0.533TMB with TMD 20 100 —0.188

*From Searle, L. V. 1949. The organization of hereditary maze-
Monogr. 39:279-325.

could use such data to characterize the TMB
and TMDstrains. The twotrait structures,
however, would not correspond.

Further investigations of the importance
to maze learning of food motivation and fear
of apparatus have been carried out with the
S, (descendants of TMB)and S, (descendants
of TMD) rat strains. Differences in maze
learning werestill apparent after the strains
had been maintained for about twenty years
without selection (Wolfer, 1963). The differ-
ences in error scores were not abolished by
varying the degree of food deprivation. De-
prived TMDs began eating more quickly
than deprived TMBs, but total food con-
sumption was similar; TMDs drank more wa-
ter and had the higher basal metabolism
(Wolfer et al., 1964). In contrast, Rowland
and Woods (1961) actually obtained lower
error scores in TMDrats, which they tested
in a replica of the original Tryon maze.

Cognitive explanations of strain
differences

There is as yet no simple explanation of
the differences in learning ability between
the Tryon strains. Because the selected lines
were not replicated, we cannot exclude the
possibility that many of the observed correla-
tions resulted from the randomfixationofdif.
ferent sets of alleles in the TMB and TMD

pattern of errors and speed of runningin var-
lous portions of the maze. He distinguished
ten components: direction set, food pointing,
shortcut tendencies, counter tendency, cen-
triftugal swing, adaptation, lassitude, exit gra-
dient, initial-inertia gradient, and conflict.
Thefirst five, which relate to general orient-
ing ability, were considered to be major com-
ponents; the secondfive involve motivational
factors and were considered minor. The
relative importance of specific components
varied both for TMBs and TMDsatvarious
stages of learning, and the change from early
to late component patterns occurred sooner

Some confirmation of this view was ob-
tained by Krechevsky (1933), who devised an
apparatus in which the choice of a path lead-
ing to food could be made by using either
spatial or visual cues. Actually the cues were
irrelevant, and consistently following either
type would be correct only half the time.
Rats tested in the apparatus tended to de-
velop eithera visual or a spatial “hypothesis,”
and such preferences became sharper over a
14-day testing period. Random-bredrats di-lines, which were not functionally related to

the maze-learning criterion but which did
lead to other behavioral differences. Tryon
himself (1930 to 1941) spent manyyears at-
tempting to account for the differences be-
tween brights and dulls by his method of
componentanalysis, which was based on the

vided about equally as spatial or visual hy-
pothesizers, but TMDsused morevisual and
TMBs morespatial cues. Spatial cues were
considered to be more internalized than
visual ones and werethusrelated to a greater
capacity for cognitive abstraction.
Wherry (1941) also undertook the investi-
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Fig. 9-3. Changes in components of maze learning ability during training shown by bright and

dull rats. (From Wherry, R. J. 1941. J. Comp. Psychol. 32:237-252. )

gation of the abilities involved in maze learn-

ing by rats with the TMB and TMDlines as

subjects. From his data, he extracted three

factors: forward-going tendency, food point-

ing, and goal gradient. The relative use of

these three components by the twostrains of

animals changed over the course oftraining.

On early trials they were similar, but goal

gradient became dominant for TMBs rela-

tively early; it was neveras strong in TMDs,

whorelied more on food pointing (Fig. 9-3).

Wherryrelated his findings to those of Kre-

chevsky, arguing that forward going and goal

gradient became dominant for TMBs rela-

than food pointing, which is more extero-

ceptive and stimulus-bound.

Minnesota and McGill maze ability

selections

Two other major selection experiments in-

volving performance on a complex maze are

available for comparison with the Tryon re-

sults. Heron (1935, 1941) selected rats for

low and high error scores on an automatic

maze very much like Tryon’s. There was

little separation between the lines after gen-

eration six, and fluctuations in performance

of the two lines from generation to genera-

tion were correlated, suggesting variations in

the environment during the course of the

study. The Heron maze dulls (HMD) ran

more slowly in the maze, although this did

not altogether account for their poorer per-

formance in terms of errors (Heron, 1941).

Graves (1936) compared the fifth genera-

tion of HMB and HMDin

a

Stone multiple

T-maze, in activity in a rotating cage, in re-

action time to escape electric shock, and in

strength of drive on the Columbia obstruc-

tion apparatus. Correlations betweenthe test

scores were consistently low, and the HMB

line was consistently superior in performance

only on the maze task, which was most simi-

lar to the criterion used in selection.

Whenthe strains were comparedin rate of

bar pressing for food with intermittent rein-

forcement, HMBwasconsistently higher and

was more resistant to extinction during

the first 3 days of that procedure (Heron and

Skinner, 1940; Skinner, 1940). Incidentally,

this experiment wasoneofthe first to employ

the apparatus which has become well known

as the Skinner box.

Still other behavioral and physiologicaldif-

ferences between the strains have been

sought. HMB rats ate more rapidly when
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food was made available for limited periods
only, but they were more readily disturbed
by stimulation while eating (Kruse, 1941).
Attempts to detect differences in basal me-
tabolism and brain weight between thelines
were inconclusive (Heron and Yugend, 1936;
Silverman, Shapiro, and Heron, 1940).
A third selection experiment at McGill

studies (Thompson, 1954). In particular, se-
lection was to be made on operationally de-
fined “intelligence” unconfounded with other
traits, and homozygosity was to be achieved
by inbreeding. To meet the first require-
ment, the Hebb-Williams maze was used. It
consists of a square enclosure with a remov-
able wire-mesh top, a starting box in one cor-
ner, and a goal box diagonally opposite. Bar-
riers of various lengths interposed in a num-
ber of ways between the starting and goal
boxes constituted the problems. Prior to test-

criterion. The individual problems in the
Hebb-Williams maze are somewhat anala-
gous to the items in a human intelligence
test, and the habituation procedure ensures
that all subjects are familiar with the testing
situation.

Results for six generations are shown in
Fig. 9-4. The mean score of the McGill
bright (MMB)line was significantly different
from MMDbygeneration three, and there
was very little overlap in error scores there-
after. Unfortunately, inbreeding was com-
menced too early, and problems with infer-
tility cropped up in later generations.

Againit is of interest to consider correlated
traits in the selected lines. No differences
were found in emotionality of the two lines
as measured by (1) urination and defeca-
tion in an openfield and(2) latencyofleaving
a home cage to reach food at the end of an
elevated open runway 3 feet away (Thomp-
son and Bindra, 1952). MMB rats were
slightly and unreliably more motivated by
food. In an enclosed maze, dulls explored
more (Thompson and Kahn, 1955), but there
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Fig. 9-4. Mean error scores of bright and dull
rats selectively bred for performance on the
Hebb-Williams maze. (From Thompson, W. R.
1954. Proc. Assoc. Res. Nerv. Ment. Dis. 33:209-
231.)

were no differences in exploratory activity on
a simple elevated maze (Thompson, 1953a).
It was concluded that differences in maze
performance betweenthese strains could not
be attributed to emotional or motivational
variables.

Unsuccessful selection experiments

In orderto present a balanced picture, two
unsuccessful attempts to select for learning
ability are recorded here. McDougall (1927,
1938) had claimed that the offspring of
trained female rats learned better than con-
trols. Heattributedhis results to a direct in-
fluence of training on the germ cells, a La-
marckian type of explanation, but his critics
claimed that accidental selection might have
occurred. An unsuccessful attempt to change
performanceon

a

light discrimination task by
selective breeding was presented as a rebut-
tal to the critics (Rhine and McDougall,
1933), but the small scale of the study and the
extreme fluctuations between generations
negate any definite conclusions.
Another negative case has been reported

by Kuppusawny(1947), Using a simple water
maze and breeding overten generations,this
investigator found nodirectional changes due
to selection. Since neither the experimental
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procedure northe results are adequatelyde-

scribed, it is impossible to determine the rea-

sons for the failure.

Genetics and maze learning:

an overview

On the whole, the evidence for the im-

portance of genetic factors in the maze per-

formance ofrats is extremely strong. Quanti-

tative estimates of heritability are not pos-

sible with currently available data, but the

rapid divergence between the high and low

error lines, particularly in the Tryon and

Thompson experiments, indicates that it

must be substantial.

Correlations between error scores on

mazes, the criterion for selection, and other

performancesare consistently low and often

nonreliable. The animals have not been se-

lected for general problem solving ability and

should not be designated asbright or dull ex-

cept in a limited sense. Motivational and

physiological differences between selected

lines have been described, but they do not

seem to be the complete explanation for the

variations in performance. There probably

are inherited differences in associative ca-

pacity between specific maze cues and the

responses that result in poor or good learn-

ing of complex maze patterns.

Maze runningis a suitable test of learning

ability for rodents that characteristically bur-

row and run along tunnels ortrails. It cer-

tainly is not adaptable to comparing learn-

ing abilities across species. But even for rats,

maze running is too complex to be readily

analyzed in terms of physiology and

_

struc-

ture, and therefore it is unsuitable for dis-

covery of mediating processes between genes

and learning. Hence it is not surprising

that behavior geneticists have turned to

other tasks, such as escape from or avoid-

ance of nocuous stimuli, for the behavior-

genetic analysis of learning ability.

ESCAPE AND AVOIDANCE

LEARNING: SELECTION AND

STRAIN DIFFERENCES

Training animals to escape or to avoid

stimuli such as foot shock or immersion in

cold water is a common technique in psy-

chology laboratories. That animals are rein-

forced by the reduction of stimulation which

we humans subjectively call painful may

seem so obviousthat it requires little demon-

stration. Escape behavior often seems to be

reflexive, and, in fact, aversive stimuli are

defined by their elicitation of an escape re-

sponse. Avoidance behavior is not clearly re-

flexive but is generally learned, and its ex-

planation is more complex.

In the laboratory a common procedureis

to signal the imminent application of foot

shock (the unconditioned stimulus, or US) by

an originally neutral stimulus (the condi-

tioned stimulus, or CS). After a number of

trials when the CS occurs, the subject makes

an avoidance response by crossing from

one side of a cage to the other (shuttle-box

technique), turning a wheel, climbinga pole,

or any otheractarbitrarily prescribed by the

experimenter. Sometimesa discrimination 1s

superimposed on the avoidance or escape re-

sponse. The subject has the choice of two

compartments to moveinto at either the CS

or the US, but in only one, perhaps the

lighted one, will there be no shock.

Just how does escape behavior transform

into avoidance? A common view is that by

pairing a CS with an aversive US, the CS

acquires a new property, theelicitation of a

state of fear. The reduction of fear by the

avoidance response (the CS is generally ter-

minated at the sametime) reinforces that re-

sponse and increases the probability that it

will occur again when the CSis presented.

It is also possible to arrange an experi-

ment so that a response mustbeinhibited in

order to avoid aversive stimulation. For ex-

ample, a mouse may be placed on a small

platform over an electrically charged grid

floor. Most mice step down within a few sec-

onds and are unpleasantly surprised. Re-

placed on the platform after a single trial,

they typically avoid passively by remaining

on the platform longer than they did the first

time. An advantage of the passive avoidance

procedure is that the interval between the

learning andthetest trial can be varied; thus

the duration of the inhibition of the step-



downresponsecan be used as an indicator of
memory.

Selection for avoidance learning

Bignami (1965) reported successful selec-
tion of rats for rapid and slow acquisition of
shock avoidance in an automatedshuttle box.
These strains are now known as RHA (Roman
high avoidance) and RLA (Roman low avoid-
ance). At the beginning of the program the
average numberof errors to criterion was
89.2 for males; after five generations the
averages were 173.5 for RLA and 49.8 for
RHA.Noeffect on learning was found as a re-
sult of cross-fostering between the strains.
Thus it is clear that selection can influence
avoidance as well as maze learning.
Other behavioral characteristics of the Ro-

man strains have been reported. For ex-
ample, RHA rats were more active than
RLAs in a brightly illuminated open field,
but differences in defecation, considered by
some to indicate emotionality, were small
and unreliable (Holland and Gupta, 1966).
Daily exposure to shock from 1 to 15 days in-
creased activity in a shuttle box in both
strains but facilitated avoidance only in
RHAs(Satinderand Hill, 1974). Thusthe dif.
ference between the strains was enhanced by
the stressful early experience. The shock
threshold for a detectable motor reaction was
lower in the RHAs, suggesting that they
learn better because of higher shock sensi-
tivity.

A moredirect approachto the possible role
of variation in shock sensitivity to strain dif-
ferences in avoidance learning is to compare
strains, not with equal shock strength, but
with shock adjusted to each strain so that an
equal unconditioned response is elicited.
Whenthis was done by adjusting shock level
to twice the strength, which elicited a flinch
reaction, the RHAsstill outperformed the
RLAs(Satinder and Petryshyn, 1974). How-
ever, the strength of effect (proportion of
variance attributable to genotypic differ-
ences) was reduced from 0.38 under equal
shock to 0.09 underindividual specific shock.
Even whenshockintensity was high enough
to evoke a vigorous running response, the

sults indicate that superior avoidance is par-
tially but not completely attributable to
greater shock sensitivity.

Strain differences: rats

Each experimental psychologist generally
adoptsa particularstrain of rat for his experi-
mental work. Although this should result in
consistency between experiments performed
in the samelaboratory, it may also result in
consistent discrepancies with the work of
investigators using different strains. Re-
searchers who have looked for strain differ-
ences have often found them. Myers (1959)
varied CS (tone or buzzer), manipulandum
(bar press or wheel turn), time of training
(day or night), and strain (Wistar or Sprague-
Dawley). Each variable had significantinter-
actions with at least one of the others, and
the direction of strain differences could be
reversed by changingthe nature of the warn-
ing signal. Long-Evans hoodedrats outper-
formed Sprague-Dawleysin active avoidance
in a variety of training schedules (Nakamura
and Anderson, 1962), and evenstrains of the
same origin (Long-Evans) that had been sep-
arated and bred by different vendors were
reliably different in their tests. Shaefer (1959)
reported strain differences in avoidance with-
out an explicit warning stimulus (Sidman pro-
cedure). Therelative standing of Wistar and
Long-Evans rats was not changed by cross-
fostering, though that procedure did impair
performance of both strains (Oliverio, Satta,
and Bovet, 1968).

Strain differences in avoidance learning
can be further analyzed by varying the condi-
tions of the task systematically. Barrett,
Leith, and Ray (1973) used a Y-maze for a
discriminated avoidance task that was ad-

tensities, F'3,, rats learned to avoid consis-
tently in 30 or fewertrials, but ZMs usually
waited for shock and only then escaped. But
although ZM rats failed to learn to avoid,
they did learn to select the lighted branch of
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the Y almost as well as F344 rats. Both strains

learned where to run; only one learned when

to run. Injecting subjects with amphetamine

or scopolamine improved the avoidance per-

formance of ZMs markedly, although these

drugs had noeffect on the correctnessof the

spatial discrimination. The authors interpret

their data as indicating contrapreparedness

(Seligman, 1970) of ZMs for an avoidancere-

sponse. But, although they are prepro-

gramed to freeze at the CS, giving them low

avoidance scores regardlessofthe intensityof

shock that will follow, ZM rats are not in-

ferior in discrimination learning. A_ later

study extended the generality of these find-

ings by testing additional strains (Caul and

Barrett, 1973).

Does superior avoidance in a shuttle box

indicate the more rapid formation of an asso-

ciation between the CS and the avoidancere-

sponse? Apparently not. Katzev and Mills

(1974) compared the performance of three

strains of rats under three conditions: ines-

capable shock, escapable shock, and avoid-

ance. In the first procedure the shock dura-

tion was so short that it could not be es-

caped by shuttling; in the second, shock

could not be avoided but once administered
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could be escaped by running to the opposite

side of the chamber. Fischer rats in both

situations crossed frequently when the CS

was turned on, although this response was

completely ineffective in modifying the

shock. Long-Evans and Lewis rats seldom

ran until shock was actually administered.

Finally, shifting to the avoidance procedure

increased the frequency of crossing when the

CS was presented in all strains, but their

relative position remained unchanged (Fig.

9-5). It should be noted that the increment

in numberof running responses produced by

adding the avoidance contingency was some-

whatless than the rate established byclassi-

cal conditioning with inescapable shock. Kat-

zev and Mills believe that strain differences

in avoidance learning are based on differ-

ences in the unconditioned response to a

warning signal rather than to differences in

associative learning capacity.

Still another possible explanation for strain

differences in avoidance learning is that emo-

tionality (fearfulness) varies with genotype

and that the more fearful subjects might be

more motivated to learn an avoidance re-

sponse. This hypothesis is not supported by

experiments with the Maudsley nonreactive

Lewis
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Fig. 9-5. Mean numberofshuttle responses during CS for each strain during blocksof 10 trials

under two conditions. Classical: avoidance impossible during CS; escape possible during

shock. Avoidance: no shock received if shuttle response made during CS. (From Katzev,

R. D., and S. K. Mills. 1974. J. Comp. Physiol. Psychol. 87:661-671. Copyright 1974 by the

American Psychological Association. Reprinted by permission.)
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(MNR) and reactive (MR) strains. MNRrats
made 87% avoidances as compared with 66%
for MRs, which are presumably more emo-
tional (Levine and Broadhurst, 1963). Joffe
(1964) also found the MNRstrain superior in
learning to avoid in a shuttle box. It is pos-
sible that differences in avoidance perfor-
mance may have been affected by physical
factors. The MRs were heavier, and heavy
rats have been shown to have higher shock
thresholds (Pare, 1969).

Strain differences: mice

The house mouse has beena favorite spe-
cies for the study of the modeof inheritance
of avoidance performance, andthis topic will
be consideredin a later section. Here we are
concerned with research bearing on the na-
ture of strain differences and their possible
psychological and physiological explanations.

Fuller (1970) compared four inbredstrains

sented at fixed intervals without a warning
stimulus. For actively trained groups, cross-
ing between the twosides delayed shock on-
set for 20 seconds. For passively trained
groups, crossing resulted in a delayed shock:
remaining on one side avoided shocks com-
pletely. Each subject had a yoked control:
both received shocks at the same time. As
predicted, actively trained mice shuttled
more frequently than their passively trained
strainmates. However, the ordering of the
four strains in terms of activity was the same
regardless of whether they were experi-
mentals or controls and whether they were
actively or passively trained. Training simply
shifted a genetically determined level of ac-
tivity upward or downward, and thestrains
that learned the active avoidance best were
the ones that learned passive avoidance most
poorly. Although there was no CS in this
study, it can be interpreted very similarly to
the Katzev and Mills (1974) experiments de-
scribed previously.
The rate of avoidance learning is affected

by the strength of the US, andstrain differ-
ences in learning might be attributable to
differing sensitivities to electric shock. Sup-
porting this hypothesis, Carran, Yeudall, and

Royce (1964) found marked variation in
avoidance learning among three strains of
mice at a low shock level but none when the
voltage was increased to the practicable max-
imum. Shock sensitivity does not, however,
appearto bethesole factor acting to produce
strain differences in avoidance performance.
Wahlsten (1972) compared four strains on a
jump-up shock avoidance task with two kinds
of equalization of conditions. Some groups
were comparedat a shock levei of 180 pamp,
which wasconstantforall strains. Significant
differences were found both in latency of the
first escape andin total errors prior to reach-
ing criterion. Other groups were tested at
shock levels that had been found previously
to produce a standard Jumping response in
other membersoftheir strain. With this pro-
cedure the strain differences in latency dis-
appeared, butdifferences in error scores per-
sisted, though to a reduced degree. The pro-
portion of variance in error scores attribut-
able to genotype was 0.176 under equal
shock and fell to 0.117 under equal jump.

Strain differences in appetitive learning

in both reinforced and nonreinforced condi-
tions have been found in tasks motivated by
access to food rather than by escape from
shock. When mice of four strains were
trained to press a bar for food pellets (each
bar press yielded one pellet), they varied sig-
nificantly in rate of pressing (Padeh, Wahl-
sten, and DeFries, 1974). After the behav-
ior was well established, a discriminative sig-
nal, light plus tone (TL), was added to denote
99-second periods of reinforcement. During
alternate 55-second periods, the light and
tone were off (TL), and the food delivery
mechanism wasinoperative. All mice learned
to discriminate between the two conditions,
but the response rates in TL and TL were
highly correlated. Strain A was lowest in both
conditions; strains BALB and HS (hetero-
geneous stock) were highest. If the efficien-
cy of learning is measured by the proportion
of all responses during the TL period,

Nyy
, the A females were the best learn-Nt. + NTL
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ers. However, from another point of view

these superior discriminators were the most

inefficient, since they received less food per

unit of time than the more active and less

selective strains.

The authors emphasize the point that su-

perior performance on simple tasks where

speed or vigor of response is important does

not imply enhancedassociative learning abil-

ity, and they ask whether associative learn-

ing should be considered as the apex of adap-

tation. Biological fitness may depend more

on quick reflexes and vigorous exploration

than on exquisite discriminatory ability.

Have genetic differences in associative

learning been demonstrated?

The studies just reviewed demonstrate

that genetic differences in avoidance learning

are slightly,if atall, related to differencesin

the associative process between CS and US.

Rat strains that learn quickly when to re-

spond are no better than slow respondersin

discriminating between alternative routes to

safety. Similarly, strains that show the widest

variation in response rate between reinforced

and nonreinforced periods in an appetitive

task are simply those strains whoseactivity is

greatest under either condition. Whether

strain differences in performance are found

depends frequently on the test procedure

that is chosen, and it is not safe to make a

sweeping generalization on the basis of strain

comparisons made under a single standard

procedure.

The generalprinciple which emerges most

clearly from the avoidance-escape learning

studies is that genes produce differences in

the probability of alternative initial re-

sponses to a CS ora US. If avoidance is made

contingent on the response that is most prob-

able for a particular strain, learning is fast. If

avoidance is contingent on a response in-

compatible with the preprogramedreaction,

the animal may becalled dull. But such a

designation may be the consequence of pre-

programing of the experimenter to explain

behavioral variation in terms of learning dif-

ferences.

In our opinion the animal data do not per-

mit an unequivocal answer to the question

posed in the heading of this section. Prob-

ably there are genetic differences in asso-

ciative learning, but a great deal of the varia-

tion in performancethat has been ascribed in

the literature to differences in learning abil-

definition of learning that is adopted and

whether it is considered in a narrow sense as

a unitary general process or in a broad sense

as including any combination of processes

that enhances the acquisition of a specified

response.

IS A GOOD MEMORY HERITABLE?

All tests for learning require the demon-

stration that experience in a specified situa-

tion changes the probability that a particular

form of behavior will occur at a later time

under similar conditions. In some way or

other, information on the outcome of behav-

ior in the earlier situation must be retained

over a period of time that may be measured

in seconds, minutes, hours, or even years.

Often it is not easy to judge whetherfailures

to remember such outcomes are dueto fail-

ure to store the information, failure to re-

trieve the information, or to the deteriora-

tion of the information in storage.It is clear,

however, that memory capacity could be a

factor affecting individual and strain differ-

ences in learning. A commonideais that dif-

ferent mechanisms may be involvedin short-

term memory (STM) and long-term memory

(LTM) andthat even these categories can be

further subdivided.If so, it is reasonable that

different genetic substrates might underlie

the two mechanismsandthat inherited varia-

tion in ability to learn might be a function of

the degree to which STM and LTM were in-

volved in the task used to evaluate learning.

One way to test this idea is to vary the

intertrial interval (ITI) between training tri-

als. If trials are very close together (massed

practice), STM will be relatively more im-

portant than LTM; with distributed practice

(long ITI) the opposite is true. Following

the sameline of reasoning and giving train-

ing in a number of separated sessions of
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massed trials, improvement within sessions
can be interpreted as a function of STM ; dec-
rements between sessions to a failure to
transfer information to LTM.

This memory model is oversimplified;
_ nevertheless, it has provided the framework

for some well-known studies of the genetics
of learning. On the basis of an extensive
series of experiments on shuttle-box avoid-
ance in mice, Bovet, Bovet-Nitti, and Oli-
verio (1969) found that the optimal spacing of
trials for learning differed among strains.
Particular emphasis was placed on strain
C3H/HeJ, which appeared to forget be-
tween sessions of 50 massedtrials. In con-
trast, strain DBA/2J mice showed no such
decrement betweensessions and, in fact, ap-
peared to learn faster when the intersession
interval was 24 hours than when it was 5 to
120 minutes. Similarly, the retention of pas-
sive avoidance following a single shock was
reported to be maximal for C3H/Hefor 1 to
30 minutes and absentat 24 hours. In DBA/2
response inhibition was weak up to 30 min-
utes after shock and improved sharply there-
after. The authors characterized C3H/He as
depending on STM for learning and DBA/2
as relying on LTM.
Other investigators have found that the

spacing of trainingtrials affects the direction
of strain differences on learning tasks. In a
one-way active escape-avoidance task and a
passive-avoidance task, DBA/2J mice per-
formed better with massed trials; C57BL/6]
were superior with distributed trials (Wimer
et al., 1968). It should be noted that the
characterization of the DBA/2 strain with re-
spect to STM and LTMis just opposite to
that reported by Bovet, Bovet-Nitti, and Oli-
verio (1969).

Learning differences between the Tryon
rat strains have also been related to the
scheduling of training trials and by infer-
enceto differences in memorycharacteristics
(McGaughand Cole, 1965). TMB(bright) and
TMD(dull) rats were trained in a Lashley III
maze at two ages (30 days or over 150 days),
and two ITIs (30 seconds and 30 minutes).
All groups except the young TMDs made
fewer errors with distributed trials. Their

errors were attributed to less efficient “con-
solidation”and storage of the memory trace.
The implication is that LTM develops more
slowly in the TMDstrain. Later studies wit
these strains showed that the differences in

ished by injecting a strychninelike drug that
was hypothesized to increase the rate of
memory storage in the TMDs (McGaugh,
Westbrook, and Burt, 1961).
The fact that modification of training

schedules affects strains differently has been
amply demonstrated, but explanations in
terms of memory mechanisms have not stood

unable to confirm strain differences in STM
and LTM with the shuttle-box technique
(Rucker, 1973) or have provided alternate ex-
planations of strain differences in terms of
strain-specific responsesto the CS and,in the
case of strain C3H, to the unsuitability of a
visual CS for a mouse with pattern blindness
due to inherited retinal degeneration (Dun-
can, Grosen, and Hunt, 1971).

and distributed trainingtrials for learning is
not the most direct procedure for detecting
differences in memory processes between
strains. The method of successive reversals
in a T-maze was employed by Alpern and
Marriot (1972a,b) to compare STM in three
strains of mice. Subjects were trained to a

cape shock. Then a “sign trial” was given in
which the subject was shocked on the pre-
viously correct side and thus informed thatit
should henceforth turn in the opposite direc-
tion. Mice could be trained to reverse relj-
ably whentheinterval between sign trial and
test trial was 5 seconds. Once the reversal
was mastered, the interval was varied over
the range of5 secondsto 120 minutes. Strains
A and DBA mice were maximally proficient
with delays up to 1 minute: CBAs performed
best with a 10-minute delay; no mice per-
formed above chance with delays of 20 or
more minutes. Although the reversal-learn-
ing technique is a more straightforward ap-
proach to the measurement of memory than
the spacing of training trials, the results can
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be interpreted in several ways. It is not clear

whether the findings of Alpern and Marriott

should be explained by strain differences in

memory storage or retrieval or possibly by

some complex nonspecific aftereffect of the

sign-trial shock. However, enough has been

done to demonstrate the value of the behav-

ior-genetic analysis of memory capacities.

Certainly the validity of hypotheses based on

a single strain must be suspect until they are

confirmed with a wide selection of available

genotypes.

MODE OF INHERITANCE

That genes have something to do with dif-

ferences in the learning ability of animals has

been demonstrated repeatedly by selection

and by the prevalence of strain differences.

In this section we shall consider genetic

experiments that have been directed toward

quantitative specification of the mode of in-

heritance of these differences. As empha-

sized previously, the extent of such differ-

ences, and even their direction, is fre-

quently a function of the particular test used

to evaluate learning ability. Thus the experi-

ments discussed in this section should not be

regarded as pertaining to a general, unitary

factor called intelligence. Rather, their re-

sults must be considered task specific, at

least for the present.

For this reason the material in this section

has been grouped accordingto the task used

to evaluate learning. The genetic techniques

have been predominantly biometric. Diallel

crosses have been most popular; parent-off-

spring regression and rate of change under

selection have also been used. Inbredstrains

of rats and mice are the most common sub-

jects because of their genetic uniformity

and the availability of numerous diverse

types. In evaluating experiments employ-

ing these strains, it is important to recall

that the proportion of genetic variance ob-

served is inflated compared with estimates

fom more natural populations. The con-

tribution of specific loci such as albinism (Ty-

ler and McClearn, 1970) and retinal degen-

eration (Duncan, Grosen, and Hunt, 1971;

Fuller, Brady-Wood, and Elias, 1973) to

learning task performance has been evalu-

ated. Thus far such gene effects seem to be

explained by peripheral influences on sen-

sory systems, and there seems to be little

need to invoke central factors (Wilcock,

1969). A single-locus model has been pro-

posed to accountfor the difference between

two inbred strains of mice in learning an

avoidance task (Oliverio, Eleftheriou, and

Bailey, 1973b). This gene has not been asso-

ciated with any somatophene,so its mode of

action is presently unknown.

Runway and water-escape learning

One of the simplest measures of learning

is the reduction over repeated trials of the

time to traverse a runway in order to avoid

shock or to obtain food or water. Instead of

using shock in a runway, the experimenter

may use water in a swimway. Water escape

requires a minimum of equipment and repre-

sents a hazard that small rodents might en-

counter in their natural habitat.

Tyler and McClearn (1970) measured

starting latencies and running timesof food-

deprived HS mice (a defined heterogeneous

stock) in a 3-foot alley. Subjects were rein-

forced by food for 5 days and extinguished for

3 days. Heritabilities of running time during

acquisition were calculated from the regres-

sion of litter means on parental means and

ranged from 0.21 to 0.41 over the 5 days.

Similar results were obtained for starting la-

tency during acquisition. During extinction,

heritabilities of these measuresfell rapidly to

a nonsignificant value. Each individual's rec-

ord of acquisition of the running response

was analyzedby fitting its scores to the poly-

nomial equation S$, =a + bt + ct’, where

§, is the expected score fortrialt. The coeffi-

cients were interpreted as follows: a, initial

level; b, amount learned; and c, rate of

change or approach to asymptote. Herita-

bilities for running time acquisition were

a, 0.41 + 0.12; b, 0.30 + 0.10; and c,

(0.26 + 0.14. A high genetic correlation indi-

cated that the same genes were contributing

to running andstarting time differences.

The stability of heritability estimates over

successive days is notable. Although con-
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tinued training tended to make an individu-

to day and although almost all subjects ran
faster on later trials, the contribution of
genes to variability remained relatively con-
stant. Similar stability was observed in dogs
trained to inhibit movement while unre-
strained (Scott and Fuller, 1965). There are
contrary findings. Kerbusch (1974) observed
in mice a gradual, but irregular, decline in
the heritability of running time to escape
shock over 20 trials, and Willham, Karas,
and Henderson (1964) found in pigs that the
genetic contribution to variance in an avoid-
ance task rose and then fell over five blocks
of trials.
The heritability of water-escape time in

mice has been estimated by four methods in
a set of related experiments (Festing, 1973a,
b, 1974). Strain comparison, rate of change
underselection, parent-offspring correlation,
and a 5 X 5 diallel cross all yielded low
values (less than 0.1) for h2. However, the
coefficient of genetic determination in the
diallel study was high (0.74), indicating sub-
stantial dominance effects and heterosis and

Similar results were obtained by Hyde
(1974) with a 4 x 4 diallel in mice. The ge-
netic contribution to variance of escape times
ranged from 0.19 to 0.47; about one third was
attributable to additive effects. Hyde's sub-
jects were also tested on a T-maze, but
there was no genetic correlation between
performances on the twotasks.

Heterosis and directional dominance for
rapid escape were also found in a 3 x 3 di-
allel (no reciprocal crosses) with rats (Heinze,
1974). The latency of stepping from a brightly
illuminated chamber into a dark compart-
ment was measured at three ages. Such la-
tencies are often used to evaluate learning
and retention after a single trial in which
stepping into the dark chamberis punished
by electric shock. Hybrids resembled their
faster parent, often showing overdominance:
inbreds, but not hybrids, reacted more slow-
ly as they aged. This experiment is not a

learning study, since each subject was tested
only once, but it demonstrates important
genetic effects on the unlearned behavior,
which is the baseline for evaluating learning.

Overall the data on inheritance of escape
learning consistently indicate heterosis for
rapid initial escape and rapid improvement
over trials. Such findings are evidence of
directional selection for a characterrelated to
fitness.

Active avoidance

behavior genetics, but representatives of two
breeds readily learned to avoid shock ina
shuttle box with a buzzer as the CS (Will-
ham, Cox, and Karas, 1963; Willham, Karas,
and Henderson, 1964). Half-sib and full-sib
correlations based on day 3 avoidance per-
formance yielded within-breed heritability of
0.45 + 0.12. In the second study emphasis
was placed onthe relative importanceof be-
tween- and within-breed genetic effects on
several parameters of acquisition and extinc-
tion of the avoidance response. Breed differ-
ences increased to a maximum on day 3 of ac-
quisition, then decreased and disappeared
during extinction. Litter effects were one and
one-half to three times as large as breed ef-
fects, indicating considerable heterogeneity
of learning speed within each breed.
The full-sib, half-sib design was applied to

avoidance learning in genetically heteroge-
neous CD1 mice by Oliverio (1971). He also
mated heterogeneous males with inbred fe-
males. Since all genetic variance in the off-
spring wasattributable to the sires, h? could
be estimated from the paternal regression.
Heritability estimates of 0.515 and 0.490
from the two methods are very close to
those obtained from the pig studies (Will-
ham, Cox, and Karas, 1963; Willham, Karas,
and Henderson, 1964).

erosis ofhigh avoidance scores, Outoftwenty
reciprocal F, hybrids, fourteen scored higher
than the better parent, and only one scored
below the midparental value. A summary of
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Table 9-2. Diallel studies of shuttle avoidance in mice and rats
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Collins (1964) Mice 5X5

Messeri, Oliverio, and Mice 5X5

Bovet (1972)

Oliverio, Castellano, and Mice 3 X 3 plus

Messeri (1972) F, and Fs

Royce, Yeudall, and Mice 6x 6

Poley(1973)

Wilcock and Fulker (1973) Rats 8 x 8

Highly significant GCA and SCA;heterosis favoring

high scores

Variable MOI, but frequently high scores dominant

without heterosis; genetic correlation with wheel

running: —0.42 + 0.09

Variable MOI amongcrosses, but complete domi-

nance most frequent; significant genetic correla-

tion with maze learning and wheel running; h?

for avoidance from sib correlation: 0.48 + 0.08

Sexes similar; additive variance, 0.503; dominance,

0.430: environmental, 0.066; h? about 0.50 on

days 1 and 2, about 0.40 on day 3

Fortrial blocks 1, 2, and 6, respectively, additive

variance was 0.57, 0.69, 0.79; dominance, 0.23,

0.22, 0.12; environmental, 0.20, 0.09, 0.02; di-

rectional dominance for low scoresin early trials;

shifted toward high scores later

a
*GCA, General combiningability; SCA, specific combining ability; MOI, modeof inheritance.

this and other diallel studies is shown in Ta-

ble 9-2.
Experimental and analytic procedures of

these studies differ in details. Nevertheless,

the consistent finding of both additive and

dominant geneeffects is striking. Directional

dominance and often overdominance of high

avoidance scores are also reported. The mea-

surement procedures, unfortunately, do not

allow a separation of genetic effects attribut-

able to initial levels of activity, initial re-

sponse to shock, and association of the CS

with the avoidance response. The impor-

tance of test procedures is emphasized by the

inconsistency of strain rankings reported by

various investigators. In the diallel experi-

ments on escape and avoidance learning re-

viewed in this chapter, there were thirteen

strain pairings that were replicated in from

two to five independentstudies. In only two

of these pairings was there consistency in the

relative ranking by the investigators. Some

of the divergence maybeattributable to sub-

line differentiation, but procedural details

are probably the major cause of the diversity.

The paradox of consistency among stud-

‘es in the basic modeof inheritance and in-

consistency in the relative quality of per-

formance of individual strains is perplexing.

It will be resolved only by large-scale experi-

ments in which variations in learning tasks

are superimposed onsetsofidentical diallels.

Passive avoidance

Passive avoidance can be measured by de-

lay of a step-through response on

a

test trial

following a single training trial in which the

response was punished by shock. Kerbusch

(1974) studied passive avoidance learning ina

5 x 5 diallel of mice. Length of delay on the

training trial was interpreted as a measure of

“dark preference’ and was transmitted in a

primarily additive fashion with some domi-

nance without heterosis. Test latency and in-

crease of latency (a measure of learning)

showed only maternal and dominance ef-

fects. Contrary to expectations, directional

dominance was not found. Thus the modeof

inheritance appears to be different in active

and passive avoidance learning.

Appetitive tasks

Respondingfor food has been little used in

behavior genetic research, in contrast with

its wide use in other areas of experimental

psychology. An exception is Smart’s (1970)
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investigation of lever-pressing rates by food-
deprived C57BL/Tb and A2G/Tb mice and
their F, hybrids. Though A2G had the high-
est operant rate of bar pressing, C57BL and
F, mice increased their rates more rapidly
with continuous reinforcement. With fixed-
ratio (FR) schedules, hybrids had the high-
est rate, with C57BLs second. However, at
very high ratios (FR 100), A2Gs continued to
respond, and C57BLs extinguished. When
delayed responses were selectively rein-
forced, A2Gs were most efficient. As with
other studies, no genetic differences were
found on extinction.
There is no obvious simple explanation for

these results, and it is unlikely that clarifica-
tion will come soon. Operant procedures
undoubtedly have potential for the investiga-
tion of individual andstrain differences, but
there are serious logistic problems in em-
ploying them for this purpose. The large in-
vestment in equipment and time per subject
discourages their use in behavior genetics.
The classic multiple-unit maze was com-

bined with a 6 x 6 diallel mating plan by
Hyde (1974). For running time, she found an
additive genetic componentof 0.50 to 0.59 at
several stages with a smaller dominant com-
ponent(0.04 to 0.09) appearing later. Genet-
ic effects for error scores were smaller. None
was found for days 1 and 2 of testing; for
days 3 and 4, respectively, additive effects
were 0.19 and 0.08, dominant effects, 0.08
and 0.20. Once again the modeofinheritance
changed during the learning period, sug-
gesting that at least two distinct processes
contributed to the strain differences.

Discrimination learning and reversal
Shock escape in a T-maze was studied in

a 6 X 6 diallel of mice by Stasik (1970).
Animals were trained to a criterion of nine
consecutive correct responses. There was
no heterosis, and inbreds on the average
made no more errors than hybrids. Since
specific combining ability was significant
and general combining ability was not, bi-
directional dominance was indicated. Run-
ning time was uncorrelated with errors and
showed the heterotic effect that others have

reported for similar measures. Inbreds aver-
aged 9 seconds on criterion trials versus 7.1
seconds for hybrids. Thus the genetic evi-
dence supports a distinction between the
biological bases of rapid responding and ac-
curate place learning.
The ability to readily reverse a discrimi-

bining effects were not found, indicating that
dominance and epistasis were not important.
Later a Mendelian cross between the best
performing strain (129/J, with an average of
11.4 reversals) and the poorest (DBA/I1J,
with 3.8) confirmed the importance of addi-
tive gene action and also detected a maternal
effect oppositein direction to the influence of
transmitted genes (Carran, 1975). Herita-
bility in the narrow sense was estimated as
0.647, which is certainly inflated by the se-
lection of two extremely divergentstrains as
parents.

Complex learning

More complex learning tasks, such as
matching to sample, delayed response, and
rate of formation of learning sets, are candi-
dates for behavior genetic analysis. They
have not been widely used because the abili-
ties they test are not well developed in the
common laboratory rodents that are most
suitable for experimental genetics. Further-
more, as with operant conditioning, the ex-
penditure of effort per subject is high. We
have already noted that individual variation
in complex tasks is common, but the relative
contribution of genetic and environmental
factors to such differences is unknown.

GENOTYPES, EARLY EXPERIENCE,
AND LEARNING

Early experience is widely considered to
have a major influence on later learning
capacity (Hunt, 1961), though some experi-
ments have shown the impairments _pro-
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duced by poor early environments to be

largely transitory (Fuller, 1966). What hap-

pens when genotype and early experience

are varied systematically? In this kind of ex-

periment the environmental variance is not

simply what is left over when genetic vari-

ance is extracted; it can be related to en-

vironmental features that are controlled ex-

perimentally. In such experiments one

might seek to determine whether genotype

affects vulnerability to experiential depriva-

tion. Or the object may be to discover how

robust strain differences in learning are

when optimal environments are provided.

These questions have their parallels in hu-

man behavior genetics where controlled ex-

periments are not possible.

Perhaps the earliest experiment of this

kind compared the McGill bright and dull

rat strains in the Hebb-Williams maze after

rearing in a restricted, standard, or en-

riched environment (Cooper and Zubek,

1958). Animals raised under the standard

condition, similar to that used during the

original selection, differed in error scores as

predicted. However, after restriction in in-

fancy and adolescence, both strains made

many errors; after exposure to a more com-

plex environment during these periods,

both performed well. The experiment has

flaws. The facts that the MMDrats did not

increase errors after rearing In a restricted

environment and that the MMBs did not

benefit from enrichment suggest that the

test may not have been sensitive to varia-

tions in problem solving ability at both ex-

tremes. Nevertheless, the data indicate that

ganize their adaptive behavioral responses.

Other studies confirm that the effects of

prior experience on learning are genotype

dependent. On a 6-unit T-maze, C57BL

mice, but not C3H mice, benefited from

gentling before testing (Lindzey and Win-

ston, 1962). Mice of three strains exposed

to traumatic auditory stimulation at 4 to 7

days made moreerrors in a maze than did

controls (Winston, 1963). Hybrids were

found resistant to the deleterious effects of

such stimulation (Winston, 1964). The ge-

netic component of variance on a learning

task administered to several strains was

much less in mice reared in standard labo-

ratory conditions than in those reared in

large cages provided with ladders and other

paraphernalia (Henderson, 1970). It is ap-

parent that the standard, rather sterile rear-

ing conditions characteristic of most labora-

tories are designed to conceal genetic dif-

ferences and possibly the effects of other

treatments.

Henderson (1972) looked for genetic var-

jation in the effects of rearing in an enriched-

versus-standard environment in a 6 x 6 di-

allel of mice. Shock escape and water escape

were used as learning tasks in order to avoid

confounding effects of early experience on

learning ability with its possible effects on

fear and exploration. These factors play a

greater role in avoidance or appetitive learn-

ing than in escape learning. Shock escapein-

volved spatial discrimination in a T-maze;

water escape employed a visual discrimina-

tion. Large additive genetic effects were

found on all learning measures, and direc-

tional dominance for rapid learning on most.

In this respect the Henderson experimentis

consistent with other findings. Most signifi-

cant for our present purpose is that the ef-

fects of enriched environment and of mater-

nal environment (measured from reciprocal

cross differences) were very small relative to

genetic effects and that genotype-environ-

mentinteractions were negligible.

The results of this study run contrary to a

considerable body of data supporting the idea

that the effects of early experience on later

learning ability are both large and strain spe-

cific. Henderson proposes two explanations

for the discrepancies. First, many studiesre-

porting benefits have exposed young sub-

jects to visual stimuli and found improved

learning when similar stimuli are encoun-

tered in a discrimination test. The results are

better interpreted in terms of neurological

changes underlying perception than in terms

of different rates of learning. Second, the ex-

perimenters who have found beneficial ef-

fects of generalized environmental enrich-

ment have evaluatedlearning in appetitive or



avoidance tasks. Differences in drive level
and interference from excessive exploratory
activity usually found in postisolates can in-
fluence performance negatively. With an es-
cape task, drive level is uniformly high, and
interference is less significant.
Henderson's experiment does not negate

the influence of early experience on many
learned performances.

are mediated by changes in the capacity for
associative learning. The resolution of this
doubt will require more large-scale experi-
ments in which the most advanced tech-

with equally advanced procedures for be-
havioral analysis. Further discussion of this
issue can be found in Chapter 18.

ful selection, reliable differences among ge-
netically defined groups, the outcome of
crosses between such groups, and family cor-
relations in heterogeneous populations.

Superiority on one learning task does not
imply superiority on others. There is no
strong evidence in animals for a general in-
telligence, or G, factor. Much of the genetic
variation in performance on learning tasks is
attributable to differences in peripheral sen-
sitivity, in drive level, or in preprogramed
tendencies for respondingtoanalerting stim-
ulus.
An additive-dominant model of inheri-
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tance fits the bulk of the experimental data
on learning performance. When changes in
starting latencies or running speeds are used
as learning measures, heterosis and direc-
tional dominance for rapid responding are
typically found andare interpretable as evi-
dence that these measuresare related to ge-
netic fitness. When the numberof discrim-
ination errors is used as a criterion of learn-
ing, inheritance is generally additive, sug-
gesting selection for intermediate phenotypic
expression.

The nature of interaction between geno-
type and early experience is rather ambigu-
ous as it relates to learning. It seems likely
that interactive effects, when they are de-
tected, are mediated through processes
other than associative learning.

Despite a considerable literature on the
experimental genetics of animal learning,
there are manygapsto befilled by innovative
research. Such research requires a combina-
tion of sophisticated techniques from genet-
ics and experimental psychology. In one di-
rection genetic treatments, particularly of
the single-locus type, could be helpful in
working back to the physical nature of the en-
gram. Perhaps more feasible at the present
time is the use of genetic techniquesto test
the independence or dependence of such
concepts as long- and short-term memory.
And it would be interesting to know more
about the modeofinheritance of learning set
acquisition. Such findings might help to
build a bridge between the genetics ofanimal
learning and the genetics of human intelli-
gence.
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Temperament: activity, reactivity, and

emotionality

Animal temperamentincludesa variety of

traits, many of which are similar to those

which make up human personality. Exis-

tence of these similarities is recognized when

a personis described as mousy, foxy, chicken-

hearted, hawkish, or dogged. We designate

both our acquaintances andourpetsas timid,

aggressive, emotionally stable, or excitable.

This chapter considers the role played by

genes in the development of these disposi-

tions andin the production ofdifferences be-

tween individuals. You may wish to compare

it with Chapter 15, which deals with the

complex issues of genetics and human per-

sonality.
Ideally the psychophenesselected for the

genetic analysis of temperament should be

measurable by objective procedures, predic-

tive of behavior in a variety of situations, and

stable over time. The facts are that animals

habituate to novelty, they learn new re-

sponses, and their sensory and physiological

processes are modified by experience, espe-

cially a stressful experience. Thus a dilemma

‘s created for the behavior geneticist: to ob-

tain data on the large numberof subjects re-

quired for genetic analysis requires tests that

can be administered quickly and yield objec-

tive scores. This requirement conflicts with

the desire to obtain measures representative

of a subject’s full repertoire of emotional, ex-

ploratory, and social behavior. As a result,

literature on the genetics of animal tempera-

ment is rather amorphous. Suchstructure as

it possesses has been determined by the de-

cisions of individual researchers to select cer-

tain subjects, pretreat them in a particular

way, and observe their behavior in one or

more standardized procedures. Standardiza-
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tion of subjects and proceduresis beneficial

insofar as it facilitates comparisons between

laboratories and validation of findings. But

too much reliance on a single test as a mea-

sure of “emotionality” or relying on a few

well-known inbred or selected lines of mice

or rats is too narrowing. Happily, recent re-

search tends to consider data from a variety

of genotypes reared under several different

conditions and tested in a variety of ways.

We have divided our treatment of the

broad area of animal temperament between

two chapters. This chapter deals with genetic

contributions to variation in the responses of

‘ndividuals to the physical features of their

environment. Chapter 11 is concerned with

genetic influences onsocial behavior, a much

more complex phenomenon, since genetic

variation in all the interacting participants

must be considered. In a social behavior ex-

periment, control of the testing situation

passes in part from experimenterto subjects.

SOME MAJOR ISSUES

It does not require scientific training to

recognize that wharf and Wistar rats differ

strikingly in behavior. Administering a bat-

tery of tests to both kinds of rat might yield

reliable differences between them on most

measures. One of the major questions is

whether such intraspecific variation is unidi-

mensional, individuals and groups being dis-

tributable along a single scale of emotionality

or fearfulness, or whether there are a num-

ber of dimensions that are essentially inde-

pendent. The concept of a single scale of

temperament need not imply single-locus or

polygenic control of one critical endocrine or

neural variable with potent and wide-ranging
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life-style. It is reasonable to supposethat po-
tentially independent behavioral systems are
also coordinated throughnatural selection, so
that they form a stable metasystem with a
secondary type of unity.
The same issue of dimensionality was en-

countered during our consideration of learn-

temperamentin an objective fashion.

APPARATUS AND PROCEDURES

Considerable ingenuity has been devoted
to the design of simple apparatuses that wil]
aid in the objective measurementof activity,
reactivity, and emotionality. Fig. 10-1 de-
picts some of the more commonly used de-
vices. Variations in the dimensions of appa-
ratus are prevalent, sometimes in order to
adjust for changes in the size of animals in
developmentalstudies. Measures of latencies
and frequencies of behavior patterns ex-
pressed within these apparatuses define Op-
erationally concepts such as emotionality,
timidity, and exploration.
A common measure of activity is the run-

ning wheel. The distances run in these de-
vices are often several kilometers per day,
greatly exceeding those traversed by ani-
mals in laboratory cages and probably much
greater than distances covered in nature. Al-

though the recording of activity in home
cages over longperiodsof time is technically

investigations, activity has been recorded for
short periods, 2 to 10 minutes, in an open
field with a floor marked off into sections.
Sometimes it is measured in a field with a
pattern of barriers simulating a network of
passages, and the resulting datum is desig-
nated as an “exploration” score. Locomotion
is also measured in straight, Y-shaped, or
circular alleys or by the number of crossings
between chambers separated bya partial bar-
rier. Measures such as counts of Squares en-
tered, sections traversed, and light beamsin-
terrupted yield quantitative scores. A human
observer can record simultaneously other
kinds of behavior, such as rearing, sniffing at
objects, and grooming. Thesize of the appa-
ratus and control of such factors as light in-
tensity, ambient sound level, mode ofintro-
duction to the apparatus, and duration of the
test have varied considerably. The possible
effects of these variations have been reviewed
critically by Walsh and Cummins (1976).
Within a single laboratory, procedures are
generally standardized and permit compari-
sons between experiments done by different
people at different times. Comparisons be-
tween different laboratories are more risky.

Otherindices of emotionality are based on
the assumptionthat a fearful animal does not
investigate novel objects, enter and explore
unfamiliar areas, or move away from the
walls of an enclosed arena. Long delays in
emerging from a starting chamber or de-
scending from a high platform have also been
interpreted as timidity. Some measures of
temperament do not require special appa-
ratus. The reaction ofan animal to capture by
a humanwasanearly criterion of “wildness,”
and it is still employed occasionally,

Psychological arousal, which in ourselves
we subjectively denote as anger, fear, or
love, is accompanied by physiological
changes mediated through the autonomic
nervous system. Similarly, in research on
animal temperament, defecation, urination,
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Fig. 10-1. Some devices used in evaluating animal temperament. A, Circular open field. B,

Square open field with photoelectric recording of the numberoftimes a light beam is broken.

C, Hole-in-wall apparatus for measuring exploration. D, Y-maze for exploration or preference

tests. Areas at the ends of the arms can be used as starting chambersor to restrain another

animal in social preference experiments. E, A running wheel with attached living cage for

long-term observations on the amount and periodicity of activity. The dimensions of ap-

paratuses of these types vary according to the size of the animals being tested.
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tors of emotionality. The last two items are
actually mediated by the somatic rather than
the autonomic system, but their relation to
arousal has been clearly demonstrated. Other
physiological processes, including endocrine
gland responses andreactions to neurotropic
drugs, have been employed inthe behavior-
genetic analysis of emotionality. Although
this is a new field of endeavor, it appears to
have great promise.

Attention has also been given to a poten-
tial relationship between emotionality and
avoidance performance. In the preceding
chapter we noted that heritable variation in
the nature of the unconditioned response toa
painful stimulus seems to be more potent
than differencesin general ability to associate
a CS with a USin accountingforstrain differ-
ences in avoidance learning. One mightpre-
dict, therefore, that selection for either emo-
tionality or for avoidance performance would
affect the othertrait.
The behavior-genetic analysis of animal

when temporal changes are considered.
Emotional and social behavior is sensitive
to the cumulative influences of environment
beginning at the moment of zygote forma-
tion, long before any behavior is observable.
Although there seems to be a general belief
that the behavior patterns of adults are less
modifiable than those of the young, the dif-
ference is certainly one of degree only. Thus
the extent to which genotypeaffects the ca-
pacity to modify behavior adaptively at any
point in thelife cycle is an important area of
investigation.
The multiplicity of behavioral phenomena

that are subsumed underthe heading of tem-
perament creates problems with respect to a
systematic presentation. Ideally, each of the
main issues would be considered with perti-
nent data from

a

variety of species. Actually,
it proveseasier to consider bodies of data ac-
cording to species (or by grouping closely
related species). The kinds of experiments
performed with laboratory rats and mice dif.
fer enough from those done with dogsorfruit

flies to warrant Separate sections. In the
chapter summary we shall see what prin-
ciples emerge.

HISTORICAL INTRODUCTION

Selection of domestic animals for tempera-
mentalqualities certainly precedes the emer-
gence of genetics as a science. The begin-
nings of a behavior-genetic analysis of tem-
perament in laboratory animals followed
shortly on the rediscovery of Mendel’s work
in the early twentieth century. References to
these pioneers and descriptions of their re-
search can be found in Behavior Genetics
(Fuller and Thompson, 1960). Hall’s (1941)

The two decades from about 1930 to the
early 1950s were characterized by important
selection experiments and by the introduc-
tion of modes of genetic analysis more com-
plex than simple Mendelian models. Selec-
tion for high and low activity in a running
wheel was successfully accomplished by
Rundquist (1933), and a genetic analysis of
the results performed by Brody (1942, 1950),
Brodypostulated that the difference between
the active and inactive strains was attribut-
able mostly to a single locus, with low activ-
ity dominantin males and high activity domi-
nant in females. A polygenic model with su-
perimposed sex-hormone effects is more
plausible. One of the problems with wheel-

ity unless long periods of adaptation are pro-
vided. Gross effects of heredity can be dem-
onstrated easily, but estimation of genetic
parametersis difficult. Also, the relationship

A selection experiment by Hall (1938,
1951) for high and low emotionality of rats in
an open field has been extremely influential.
Hall evaluated emotionality from the fre-
quencyofurination and defecation during 12
daily 2-minutetrials in a fairly large, brightly
lit open field. Scores could vary from 0 to 12,
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that is, from no defecation or urination on

anydayto elimination onall days. This meth-

od of scoring gives heavy weight to the ani-

mal’s adaptation to a novel environment over

a period of days. Hall's scoring procedurehas

not been followed generally by later re-

searchers, though open-field apparatus is

found in hundreds of laboratories. Most

present-day investigators take a count of fecal

boluses as the score for a trial and give only

1, 2, or possibly 4 trials per subject. Such

juggling with proceduresis not trivial and ac-

counts for some of the contradications in the

literature (Walsh and Cummins, 1976).

Activity and emotional differences among

nonselected laboratory strains of rats were

noted at an early date (Yerkes, 1916; Utsuri-

kawa, 1917). Emotional differences were also

reported in mice (Yerkes, 1913; Coburn,

1922: Dawson, 1932; Stone, 1932). A nega-

tive relationship between open-field emo-

tionality and aggressive behavior was re-

ported in rats by Hall and Klein (1942). A

positive association of these traits was found

by Farris and Yeakel (1945), who observed

that their gray Norway rats were both more

emotional and more aggressive than Wistar

albinos. In evaluating such discordant find-

ings, it is important to remember that no

generality whatsoever can be inferred from

an association based on a sample of two

strains.

In mice, Lindzey (1951) found significant

differences in urination and defecation among

fve inbred strains, and Fredericson (1953)

foundvariation in the degree to whichstrains

maintained contact with the wall (thigmotac-

tic behavior) in an arena. Highlevels of both

elimination and thigmotaxis were considered

to be diagnostic of timidity and emotionality.

The results of these early experiments

were clear: in every case heritable dif-

ferencesin the levels of activity and emotion-

ality were found. Selection for either type of

behavior waseffective. By the middle 1950s

the foundation was laid for more definitive

experiments on the mode of inheritance of

temperamentaltraits and on the coactions of

genotype and experience in the development

of individual and strain characteristics. In-

creasing sophistication in quantitative genet-

ic analysis and improvementsin the precision

of environmental controls in laboratories

facilitated research on the genetics and vari-

ability of temperamentin animals.

EMOTIONALITY IN RATS AND

MICE: GENETIC ASPECTS

The word emotionality as used by animal

behaviorists has a variety of connotations

(Archer, 1973). It may be an inclusive term

describing a variety of behaviors elicited by

strong stimulation; a drive-energizingstate; a

stable, genetically influenced property of an

individual; or a psychological correlate of cer-

tain autonomic responses. Combining the

last two definitions, a rat that defecates three

times within 2 minutes in an openfield is

more emotional than one that defecates once.

When Broadhurst (1958a,b, 1975), for ex-

ample, refers to reactive (emotional) and

nonreactive (nonemotional) strains ofrat, he

implies that in the reactive animals the

threshold for arousal by stress is lower and

that their deviation from a baseline of physio-

logical and psychological function is greater.

The volumeof research on genetic factors

and temperamentin rats and mice is so great

that complete coverage is not possible in a

general account. Useful reviews from dif-

fering points of view are available in Arch-

er (1973), Broadhurst (1960b, 1975), and

Walsh and Cummins (1976). We have se-

lected examples of research representing ma-

jor trends and methodsstarting with three

selection programs: two with rats and one

with mice.

Hall selection program

Wehave previously alluded to Hall's selec-

tion program for emotionality because ofits

historical importance. Hall (1934) was ex-

plicit in regarding emotionality as a general

excited condition manifested by organic, ex-

periential, and expressive reactions. It was

not for him

a

trait or a faculty; nevertheless,

his research led him to conclude that levels

of emotional response within individuals

were consistent over a period of time. He

also reported a negative association between
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Table 10-1. Bidirectional selection for
emotionality in rats in an open field*

Emotiona

strain strain

r
So 145, 3.86 3.54 145 3.86 3.54

  

Nonemotional

  

   

Sy 40 3.07 3.36 35 0.46 0.77
Ss 18 4.72 4.12 18 1.94 2.98
S3 65 3.92 3.63 50 1.02 1.30
S4 84 469 3.89 52 1.40 1.43
Ss 75 4.96 3.85 59 0.41 1.18
S¢6 48 6.87 3.28 51 0.51 1.13
S7 72 7.82 3.18 53 0.17 0.47
Sg 77 8.37 2.94 40 1.07 2.46
Sg 85 10.31 2.09 32 1.68 3.95
S10 66 10.41 2.08 922 1.45 3.13
Si o7 10.11 239 42 1.05 2.01
Sie 47 10.40 2.18 31 1.65 92.53ee

“From Hall, C. S. 1951. The genetics of behavior. In
S. S. Stevens, ed. Handbook of experimental psychol-
ogy. John Wiley & Sons, Inc., New York.
tNumberof days out of 12 with defecation or urination.

defecation and locomotor activity (now fre-
quently called ambulation) and suggested
that the role of emotionality was to reduce ac-
tivity in situations where it would be disad-
vantageous. Here Hall applied classic evoly-
tionary theory to behavior: species-specific
modesof response,like species-typical struc-
tures, attained their present form because
they increased fitness in the ancestors of
present-day individuals.

generations are given in Table 10-1. It is
clear that the frequency of defecation in-
creased in the emotional line up to So, at
which point it appeared to stabilize. Vari-
ability in this line decreased steadily, even
though the mean increased threefold. Selec-
tion for nonemotionality was not successful:

Table 10-2. Crosses between emotional
and nonemotional strains of rats*
  

 

Numberof days out of
12 with elimination    Generation

(emotional x nonemotional)  
Sia X Si 32 4.53 3.84
Siu X Sy 22 2.81 2.15
Sin X Sys 27

=

=3.00

=

2.55

 

“From Hall, C. S. 1951. The genetics of behavior. In
S. S. Stevens, ed. Handbook of experimental psychol-
ogy. John Wiley & Sons, Inc., New York.

the mean score of the first three selected
generations (1.14) is not significantly differ-
ent from thatof thelast three (1.33). Variabil-
ity in the nonemotional line was high relative
to the mean. Such asymmetry in response to
selection is not uncommon. It might have
been due to the particular pool of genes in
the base population, to insensitivity of the
test at the low end ofthe scale, or toa physio-
logical limit such that natural selection bal-
anced Hall’s artificial selection.

Crosses between the emotional and non-
emotional rats yielded the results shown in
Table 10-2 (Hall, 1951). The F, means are
closer to the nonemotional than to the emo-
tional parents. Hall did not report on F, or

further crosses with impure strains” (Hall,
1951, p. 324). In fact, the F, hybrids were
not significantly more variable than the pa-

Maudsley reactive and nonreactive rats
The selection program inaugurated by

Broadhurst (1958b, 1960b) at the Maudsley
Hospital in London and continued at the
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Fig. 10-2. Results of selective breeding for high-

and low-defecation scores. Graph shows the mean

scores of reactive and nonreactive groups in suc-

cessive generationsofselective breeding. Genera-

tions are shown on the abscissa; the ordinate

shows the mean numberoffecal boluses deposited

per trial in the test. (From Broadhurst, P. L.

1960. Experiments in psychogenetics: applications

of biometrical genetics to the inheritance of be-

haviour. In H. J. Eysenck, ed. Experiments in

personality, vol. 1. Psychogenetics and psycho-

pharmacology. Routledge & Kegan Paul Ltd.,

London.)

University of Birmingham in many ways rep-

licates and confirms Hall’s experiment. There

are, however, important differences in test-

ing procedure, breeding plan, and mode of

genetic analysis. The two lines, now com-

monly designated as MR (Maudsley reactive)

and MNR (Maudsley nonreactive), have been

employed widely in experiments on the be-

havioral and physiological correlates of emo-

tionality. Broadhurst (1975) cited many pa-

pers dealing with thesestrains and interprets

the results as supportive of the thesis that

the strains are “characterized by relatively

stable differences in a generalized trait of

emotional reactivity which expressesitself in

many and various ways.

The criterion for the selection program was

based on parametric studiesof the defecation

response as a function of the test situation

(Broadhurst, 1957) and the subject's prior ex-

perience (Broadhurst, 1958a). Asfinally stan-

dardized, the open field was smaller than

Hall’s, with a floor marked into approximate-

ly equalareas so that a count of areas entered

could be converted to ambulation in meters.

The field was brightly illuminated (165 foot-
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Fig. 10-3. Results of selective breeding for high-

and low-defecation scores: sex difference. Graph

shows the mean scoresof reactive and nonreactive

groups in successive generations, divided accord-

ing to sex. Generations are shown on the abscissa;

the ordinate shows the mean numberof fecal

boluses deposited pertrial in the test. The higher

curves represent the reactive strain, the lower,

the nonreactive, males being designated by solid

points and females by open ones. (From Broad-

hurst, P. L. 1960. Experiments in psychogenetics:

applications of biometrical genetics to the inheri-

tance of behaviour. In H. J. Eysenck, ed. Experi-

ments in personality, vol. 1. Psychogenetics and

psychopharmacology. Routledge & Kegan Paul

Ltd., London.)
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Fig. 10-4. Results of selective breeding for high-

and low-defecation scores: effect on ambulation.

Graph showsthe effect on the mean ambulation

scores of reactive groups in successive generations

of selective breeding. Generations are shown on

the abscissa; the ordinate shows the mean number

of meters run pertrial in the test. (From Broad-

hurst, P. L. 1960. Experiments in psychogenetics:

applications of biometrical genetics to the inheri-

tance of behaviour. In H. J. Eysenck, ed. Experi-

ments in personality, vol. 1. Psychogenetics and

psychopharmacology. Routledge & Kegan Paul

Ltd., London.)
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Fig. 10-5. Results of selective breeding for high- and low-defecation scores. Graph shows theeffect on the mean ambulation scoresof reactive and nonreactive groupsin successive genera-tions, divided according to sex. Generations are shown on the abscissa; the ordinate shows themean numberof meters pertrial run in the test. (From Broadhurst, P. L. 1960. Experimentsin psychogenetics: applications of biometrical genetics to the inheritance of behaviour. In H. J.Eysenck, ed. Experiments in personality, vol. 1. Psychogenetics and psychopharmacology.Routledge & Kegan Paul Ltd., London. )

Table 10-3. Defecation and ambulation in crosses of MR and MNRrat

Defecation (boluses)
  

   

P, (MR) 4.6 0.2 4.7
B, 3.7 0.15 2.8
F, 2.5 0.2 1.1
F, 2.8 0.15 1.1
B, 1.4 0.2 0.5

strains*   

 

   

 

Ambulation (meters)  
  

0.2 6.8 0.3 7.7 0.3
0.2 6.6 0.3 7.7 0.3
0.2 8.6 0.3 10.1 0.15
0.1 7.6 0.2 9.3 0.2
0.1 7.3 0.3 8.9 0.4P, (MNR) 0.04 0.02 0.01 0.01 9.0 0.4 10.1 0.4

*From Broadhurst, P. L. 1960. Fxperiments in psychogenetics: applications of biometrical genetics to the inheritanceof behaviour. In H. J. Eysenck, ed. Experiments in personality, vol. 1. Psychogenetics and psychopharmacology.Routledge & Kegan Paul Ltd., London.

candles), and white noise (78 db) was fed in
constantly (Broadhurst, 1960b). Subjects
were observed for a 2-minute period on 4
successive days. Two scores were recorded
daily: the numberofboluses and the distance
traversed. In contrast to Hall’s the Maudsley
system weights the initial responses more
heavily and givesless emphasis to the capac-
ity to adapt to an unfamiliar environment.
The Maudsley base stock was “of remote
Wistar origin” purchased from a dealer.
Brother-sister inbreeding was commenced
early in the selection program, a choice the
experimenter later considered to have been

ed certain typesof genetic analysis.
Despite these differences, the results of

Broadhurst’s selection were similar to those
of Hall. Figs. 10-2 through 10-5 depict
changes in mean defecation and ambulation
for the first ten generations. In the founda-
tion stock and in the MNR line, males defe-
cated more. In the MRline the sex difference
attenuated rapidly. Cross-fostering and re-
ciprocal crosses between lines yielded scant
evidence for maternal effects (Broadhurst,
1960a). Results of Mendelian crosses be-
tween the MR and MNRstrains are shown in
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Table 10-3. For defecation the additive ge-

netic component was high; heritability for

the combined sexes was estimated as 0.95.

For ambulation a significant dominance ef-

fect favoring low scores was found, and heri-

tability for the pooled sexes of 0.80. We shall

return to the Maudsley lines repeatedly in

later sections of this chapter.

Selection for open-field activity in mice

The following selection experiment comes

close to meeting the ideal for this type of

investigation. The foundation stock was the

F, of a cross between inbredstrains C57BL/

6] (pigmented) and BALB/c] (albino) (De-

Fries and Hegmann, 1970; DeFries, Wilson,

and McClearn, 1970). Earlier observers of

these strains had characterized C57BL as a

high-activity, low-defecation strain as com-

pared with BALB. A very desirable feature

of this experiment was the replication of the

high, low, and unselected control lines. On

the small scale of practicable laboratory se-

lection experiments, traits independent of

the criterion measure may become associ-

ated with it through the vagaries of random

sampling. Although there is no way of pre-

dicting the probability of such functionally

meaningless associations, the probability that

the same association will occur in two inde-

pendentlines is very small. An association

between traits that occurs in both replicate

lines is safely interpretable as based on a

finctional relationship of both traits to the

same genes. Inbreeding was minimized as

much as possible to retain genetic variance

as a basis for continued progressin selection.

The presence of the albino gene from the

BALBstrain allowed a quantitative estimate

of the effect of a single locus on a form of

behavior influenced by many genes.

Activity was measured in an illuminated

open field for two 3-minute periods during

which fecal boluses were counted. After ten

generations the two high lines had average

activity scores (number of light-beam inter-

ruptions) of about 260, the two controls about

200, and the two low lines about 100. Thus

the effects of selection were relatively sym-

metrical, though slightly more effective in

the downwarddirection.

Changes in amount of defecation accom-

panied the changesin activity, the recipro-

cal of the effect produced on activity by selec-

tion for defecation in the Hall and Broadhurst

experiments. But there was evidence that in

mice the two traits are not completely inter-

locked. Both high activity lines had low dete-

cation rates, and both low lines were high;

the two control lines split, one moving up-

ward and the other downward, although

neither changed muchin activity.

Realized heritability for activity was com-

puted from the regression of the divergence

in activity scores between the high and low

lines on the cumulative selection differential.

The obtained value, 0.13 + 0.02, is low com-

cation was very high,

means that selection for activity altered dete-

cation scores nearly as effectively as direct

selection for defecation rate.

Although selection was based on activity

scores without consideration of coat color,

1.0

Ly

0.8 L>

: Lac O
e 0.6 > a7 i> Co

® ZEA
= oho

@
o> OH,

5
@ ©)

0.2 O Ho

0

So Si So S3 Sa S5 Se

Generation

Fig. 10-6. Frequency of allele for albinism in two

lines of mice selected for high open-field activity

(H, and H,), two selected for low activity (L; and

L,), and two unselected controls (C, and Cy).

(From DeFries, J. C., and J. P. Hegmann. 1970.

Genetic analysis of open-field behavior. In G.

Lindzey and D. Thiessen, eds. Contributions to

behavior-genetic analysis: the mouse as a proto-

type. Irvington Publishers, Inc., NewYork.)
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the effects of the albino gene, C, were very
evident. In the base population the fre-
quency of c was 0.5, and the proportion of
albinos was 0.25. At S,, the proportion of al-
binos was near 100% in both low lines, near
30% in controls, and under 10% in the two
high lines (Fig. 10-6). We call c a major gene
becauseits phenotypic effects are so clearly
apparent. Here it serves as a visible marker
for the behavioralselection process operating
at a single locus. Only a fraction, probably
about 20%, of the response to selection is
attributable to changes in gene frequencyat
the albino locus. We must conclude that
similar changesin allelic frequency are pro-
ceeding at other loci whose positions and
functions are not at present identifiable. Lo-
cating such polygenic loci is theoretically
possible in mammals but is more easily ac-
complished in Drosophila (see, for example,
Hirsch, 1959: Hirsch and Erlenmeyer-Kim-
ling, 1962).

Strain differences

Today the demonstration of strain differ-
ences in activity and emotionality, whether
measured by defecation, ambulation, or
other measures,is byitself of no great scien-
tific interest. Such information does, how-
ever, providebasic data for investigations of
mode of transmission and research on the
physical substrates of behavioral variation.
Strain difference studies also have historical
interest, since they stimulated research into
the development and modifiability of tem-
perament. References to early reports on a
numberof species may be found in Fuller
and Thompson (1960).

Strain comparisons are most valuable
whenthe sampleis large enough to be repre-
sentative of a designated population; results
from two orthree strains may not be gen-
eralizable. Oneofthefirst large-scale investi-
gations of this kind compared emotionality
(defecation) and food drive in fourteen inbred
strains and one mutant stock (Thompson,
1953b). After mild food deprivation, subjects
were placed in an open field that contained
a dish of wet mash in the center. Tests of 10
minutes were repeated on 6 consecutive
days. The results, summarized in Table 10-4,

Table 10-4. Food consumption (hunger
drive) and defecation (emotionality)
in fifteen mousestrains*

Defecationt{
Strain in grams(rank) percentage (rank)

TC3H 204 (1) 1] (15)
AKR 199 (2) 34 (13)
C3H 183 (3) 52 (11)
DBA/1 176 (4) o7 (10)
ND i71 (5) 27 (14)
C57BL/6 162 (6) 40 (12)
AK/e 131 (7) 96 (1)
C57BR/a 128 (8) 66 (8)
LP 124 (9) 82 (4.5)
DBA/2 121 (10) 70 (7)
C57BL/10 116 (11) 58 (9)
BALB/c 99 (12) 82 (4.5)
Obese 82 (13.5) 83 (3)
BDP 82 (13.5) 85 (2)
A/J 80 (15) 78 (6)

“From Thompson, W. R. 1953. The inheritance of be-
havior: behavioral differences in fifteen mousestrains.
Can. J. Psychol. 7:145-155. Copyright 1953, Canadian
Psychological Association. Reprinted by permission.
* Mean daily consumption of 10 males and 10 females.
{ Meandaily percentage of defecation by 10 males and
10 females.

amount of food eaten and percentage of ani-
mals defecating. Mice from the more emo-
tional strains ate less; the rank-order corre-
lation between amountoffood eaten and per-
centage of individuals defecating was — 0.796(p < 0.001).
The same subjects were subsequently ob-

served in a discontinuous open field, one in
which short barriers were inserted to form a
network of passages. Exploratory activity of
the fifteen strains varied more than twenty-
fold, as shown in Table 10-5.

Modeofinheritance

The application of quantitative methods of
genetic analysis to behavior dates from the
late 1950s and early 1960s. The modesofin-
heritance of two formsof activity, locomotion
in the discontinuous open field and in a Y-

lian crosses between a high-activity strain
(C57BR/aJ) and a low-activity strain (A/J)
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Table 10-3. Exploratory activity in fifteen mouse strains®

Mean numberofcrossings

   

 

     

Probability of

significant differencet

459 >3 >5

361 >7 > 10

309 >7 > 10

334 >8 >12

308 >8 >12

286 >10 >13

253 >I11 >14

194 >13

188 >13

177 >13

149 >15

117

74

60

20

ee
e

“From Thompson, W.R. 1953. The inheritance of behavior: behavioral differences in fifteen mousestrains. Can.J.

Psychol. 7:145-155. Copyright 1953, Canadian Psychological Association. Reprinted by permission.

tThis columnis read as follows: the probability is

rank 7 (DBA/2) and lower ranksis due to chance. The
less than 0.05 that the difference between rank 3 (C57BL/10) and

probability is less than 0.01 that the difference between

C57BL/10 and strains of rank 10 and lower is due to chance.

(Thompson and Fuller, 1957; Fuller and

Thompson, 1960). The results and their in-

terpretation were reviewed in Chapter 5 as

an example of biometric analysis of behavior.

Here the coefficient of genetic determination

(CGD)wasestimated as 0.59, and heritabil-

ity (h?) as 0.05. The large difference between

these values is attributable to the strong

dominance of genes for high activity.

A similar investigation of activity in crosses

between C57BL/Crgl and A/Crgl yielded

similar results with a CGD of 0.69 (Mc-

Clearn, 1961). A notable somewhat puzzling

feature of the data was an F, variance that

was higher than that of the parental strains.

Heterozygosity has often been considered to

induce phenotypic stability by favoring de-

velopmental homeostasis. This topic is dis-

cussed later in this chapter. We propose an

explanation for McClearn's data by invoking

the concept of genetic control of thresholds

for sensitivity to environmental factors that

stimulate activity. In strain CS7BL the

threshold may be so low that a minimal

amountof stimulation produces high activity.

In strain A the threshold may beso high that

ordinary levels of stimulation are ineffective.

If their F, hybrid has an intermediate thresh-

old, it would be more responsive to random

fluctuations in its milieu; consequently, the

variance of the F, would increase over the

parents.

The mode of inheritance of emotionality

in rats as measured by defecation has been

studied intensively. Broadhurst (1958b)

found that five homozygousstrains fell into

two groups, high defecators (black-hoodedII

and albino) and low defecators (brown,

brown-hooded, and black-hooded I). In this

study the usual negative association between

ambulation and defecation broke down. Fe-

males were more active, but the size of the

sex difference varied significantly among

strains. These five strains plus the selected

MNRstrain, added to increase the pheno-

typic range, were crossed in a6 X 6 complete

diallel design (Broadhurst, 1960b). A com-

plete Haymananalysis of the ambulation data
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was conducted; high heritability (0.89) and
moderate dominance(average overall loci =
0.23) were found. Although a significant sex
x strain interaction was found, analysis of
the variance-covariance diagramsfor the sep-
arate sexes indicated that the genetic regula-
tion ofambulation was essentially the same in
males and females. A high proportion of re-
cessive genes was found in the A and MNR
strains, not a surprising result, since these
are both albino,andall F, hybrids with other
strains would be pigmented. Albinism,it will
be remembered, is associated with low ac-
tivity in brightly illuminated open fields.
The diallel analysis of defecation scores

was less complete because of scaling prob-
lems. Heritability was moderately high
(0.62), indicating significant additive gene ac-
tion; differences between strains in their
order of dominance were not well defined.
Later in the chapter we shall discuss a de-
tailed analysis of the trends in scores over the
4 days oftesting. This analysis suggested that
different genetic systems are involved at suc-
cessive phases of the open-field test (Broad-
hurst and Jinks, 1966).

EXPLORATORY BEHAVIOR

Following the tradition established by Hall
and continued by Broadhurst, we have re-
ferred to the open-field test as a measure of
emotional arousal. This interpretation may
be appropriate for the defecation score, but
the reduced open-field activity usually found
in “emotional” rats and mice suggests inhibi-
tion rather than arousal.

postulate that a novel stimulus simultane-
ously evokes both an approach (exploratory)
and an avoidance(fear) response (Schneirla,
1965). One could, therefore, view observa-
tions of behavior in the open field as indica-
tors of genetic variability in the ease ofelici-
tation of either avoidance or approach. Fol-
lowing this reasoning, one would look for
heritable variation in the tendencyto explore
in apparatusless startlingly different from a
homecagethanis a bright, large open field.

Carr and Williams (1957) observed three
inbred strains of rats in a Y-maze. The

hooded rats explored more alleys than either
Fischer albinos or a black nonagouti strain
(p <0.01). The three strains were then
crossed in all combinations. Hooded crosses
were similar in activity to their hooded par-
ents; the black-albino hybrids had low scores
with no indication of heterosis (Williams,
Zerof, and Carr, 1962),

In a more elaborate experiment, McClearn
(1959) comparedsix inbred strains of mice on
four tests: (1) locomotion in an arena (discon-
tinuous open field), (2) a hole-in-wall test
scored by the latency of climbing into an ad-
jacent chamber, (3) an open-field test in
which the measure was the amount of time
spent in the central area away from the walls,
and (4) a barrier test in which subjects had to
climb over a low wall in order to move
through four connected chambers. Strain dif-
ferences in all tests were highly significant
(p < 0.001), and the high concordance of

that a single temperamental dimension was
evaluated by all. McClearn chose to cal] the
dimension “exploratory behavior,” but noted
that it might have been designated “spon-
taneousactivity’ or “the inverse of timidity.”
The sametests were then given to recipro-

cal crosses of the twostrains that had ranked
high (C57BL/10) and low (A) in the strain
comparisons. Both F,s were like the active
parent in the hole-in-wall and barrier tests;
they were intermediate to their parents in
the arena and open-field tests. In both of the
latter tests, behavior was sampled overa rel-
atively long period of time, allowing for dis-
sipation ofaninitial fear-elicited inhibition of
activity. McClearn proposed that this differ-
ence in modeofinheritance indicates that ex-
ploratory behavior consists of at least two
subcharacters whose variability is affected by
different genes.

ETHOLOGICAL APPROACHES

Predominantly, experimental psycholo-
gists have measured animal temperament by
selecting one or two indices such as defeca-
tion and ambulation, placing subjects in an
apparatus designed to induce these re-
sponses, and recording the frequencyor la-
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tency of their occurrence. The choice of in-

dicator responses is not haphazard; there is

always a rationale based on pilot studies or

the previous literature. Still, the experi-

menter makes an arbitrary selection from a

subject’s total responses and disregards the

remainder. The ethological approach is less

structured. Subjects are observedfor

a

rela-

tively prolonged period in an environment

that provides opportunities for a variety of

behavior. The repertoire of activities (the

ethogram) is cataloged, and each item is

named and given an objective description.

The frequency and duration of each named

act is recorded in an appropriate manner.

Such an ethogram is ostensibly an objec-

tive description of what an animal does,

without theorizing on possible relationships

to constructs such as emotionality, timidity,

or exploratory “drive.” The atheoretical

quality is not absolute, since there are always

implied criteria for the separation of the flow

of behavior into distinct components. Fur-

thermore, nothing hinders an experimenter

from interpreting an ethogram in terms of

traits and motivational systems.

The prime example of this approach in

behavior-genetic analysis is an illustrated cat-

alog of nearly fifty behavior patterns shown

by male mice in an observation chamberfur-

nished with a water bottle, wire rack, and

food. Observations were made on solitary

subjects, male pairs, and male-female pairs

(van Abeelen, 1963a,b,c). Four mutants were

compared with nonmutants of the same

strain. Differences between mutants and

wild type were found for yellow (A”), brown

(bb), and pink-eyed dilute mice (pp). The re-

lationship of the differences to the known

physiological effects of these genes was un-

clear. Not surprisingly, the neurological mu-

tant, jerker (jeje), showed aberrant explora-

tory and comfort-seeking behavior, but feed-

ing, fighting, and sexual behavior were little,

if at all, affected.

In another study involving the behavioral

effects of single-locus allelic substitutions in

mice, Thiessen, Owen, and Whitsett (1970)

used a battery of tests that were intended to

measure activity, sensory sensitivity, and

sensory preference. Their measures were

mainly in the tradition of experimental psy-

chology but were more varied than is usual

for a single experiment. A number ofdiffer-

ences between mutant and wild type were

found, but aside from those related to the

photophobia knownto be associated with al-

binism and a reduced activity level in the

mutants that were physically less vigorous,

noneof the behavioral differences was readi-

ly related to the physical expression of the

mutant gene.

We interpret both studies as indicating

great stability of the genetic mechanismspro-

graming the basic behavioral repertoire of

the species. This stability stems from the in-

teractions between genes at manyloci and is

not greatly disturbed by perturbations at a

single locus. Inherited neurological and sen-

sory defects can, of course, impair perfor-

mance, but the fine tuning of temperament

is accomplished by genes with less drastic

effects on development. At this point it ap-

pears that the study of major gene effects has

not led to better understandingofthe genetic

basis of variability in temperament so com-

monly found in selection experiments and

strain comparisons.

The ethological approach has also been ap-

plied to strain and hybrid comparisons (van

Abeelen, 1966). The ethogramsof two inbred

mouse strains (C57BL/6J, DBA/2J) and their

F, were significantly different in the fre-

quency of manyacts such as exploratory sniff-

ing, hair fluffing, food carrying, tail rattling,

and lifting one forepaw. Theseare the kinds

of behavior that in human beings we would

call acquired mannerisms; their significance

in mice is not readily interpretable. In the

paired situation the greater frequency of pre-

aggressive behavior in DBA mice may have

relevance to fitness.

A more limited set of behavior patterns

was the basis for a behavior-genetic analysis

of differences in the sequence in which these

acts were performed (Guttman, Lieblich,

and Naftali, 1969a,b). C57BL/6, DBA/2,

and their F, hybrids were observed in an

arena where a running record was kept of

defecation, face washing, fur licking, peek-
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ing over barrier, and jumping over barrier.
The first twenty-eight acts were analyzed by
a computer program for evidence ofstrain
differences in the pattern of appearance of
various behaviors. In all three genotypes
peeking was found early in the observation
period; defecating and washing also started
high and tended to fall over time; barrier
jumping peaked in midperiod. The results

on the sequence in which responses occur.
The observed sequencing is believed to be
adaptive for an animal faced with a novel
situation.

BEHAVIORAL AND PHYSIOLOGICAL
CORRELATES OF EMOTIONALITY

We have followed common usage in re-
ferring to mouse and rat strains with high
defecation scores in an open field as “emo-
tional.” However, there are important ques-

Can one predict from an individual’s score in
the open field its behavior in other circum-
stances involving stress? Is the defecation
index consistent with other autonomic and
biochemical changes that occur under strong
stimulation? Questions like these occur tre-
quently with respectto the predictive validity
of tests ofhuman personality. Within our own
species it is impossible to perform fully con-
trolled experiments, and there are ethical
limitationsonthe stressfulnessofprocedures.
With animals we can manipulate genotypes
andlife histories and possibly find answersto
these questions.

Conflicting points of view are well illus-
trated in four articles concerned with the
large body of research on the MR and MNR
rat strains (Archer, 1973, 1975; Broadhurst,
1975, 1976). ;
sures have been studied in these strains:
some such as ambulation have been mea-
sured routinely along with the criterion for
selection: the numberoffecal boluses in the
open field. Broadhurst (1975) summarized

the data from 104 published studies and per-
sonal communications in which the strains
were compared. His analysis yielded 131
strain comparisons based on open-field data,
39 based on physiological responses, 23 from
endocrine measures, and 83 from pharmaco-
logical experiments. On the basis of these
data Broadhurst concluded, with mild reser-
vations, that the Maudsleystrains represent
the genetic extremesof a generalizedtrait of
emotional reactivity that expresses itself in
many ways.

This evaluation has been criticized severely
by Archer(1975) on the basis that the concept
of emotionality is vague (at least it has not
been defined operationally by Broadhurst)
and that agreementor disagreementof data
with the hypothesis is dependent on subjec-
tive judgment. Werefer the reader to Broad-
hurst (1976) for a rejoinder. Other points
brought up in Archer’s critique include the
fact that manyofthe associations reported are
based on group meansrather than individual
scores. Only associations with individuals can
provide evidence for common mechanisms.
And only when individual genotypes are a
random sample of a specified population can
the correlations be attributable to gene com-
munality. Archer asks for a sharpening of the
definition of emotionality so that the hypoth-
esis of a general emotionality factor is po-
tentially falsifiable and so that it can be com-
pared with otherpossible explanations. From
the tone of his comments it appears that
Archer would like to see behavioral variation
betweenstrains correlated with physiological
or structural differences without recourse to
psychological constructs, Following is a sam-
ple of empirical research on behavioral and
physiological characteristics associated with
emotionality. A negative association between
open-field defecation and ambulation in rats
has been confirmed generally, although its
magnitude varies greatly. The relationship
seems to be strongest in Wistar and Wistar-
derived strains (Archer, 1973). The sameten-
dencyfor a negative association betweenhigh
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ation in males (r = 0.124, p < 0.01) in con-

trast with females (r

=

—0.159, p < 0.01).

He suggested that fecal boluses might be a

territorial marker and that the sex difference

reflected the roles of males and females in

maintaining territories.

Change in heart rate is another autonomic

function that can be used as an indicator of

emotionality. The evidence that defecation

and heart rate changes are parts of a unified

pattern is weak. Candland, Pack, and Mat-

thews (1967) found that both increased in rats

placed in a novel environment, but the

amounts of increase were not correlated

either for individuals or for treatment groups.

Elevated heart rates have been reported for

less emotional rats (Snowdon, Bell, and Hen-

derson, 1964). In support of the general emo-

tionality hypothesis, Blizard (1971) found the

heart rate of the MRrats to be significantly

higher than that of the MNRstrain. In con-

trast Harrington and Hanlon (1966) reported

no correlation between defecation and heart

rate-change scores in the samelines. Since

Blizard had larger samples, it is likely that the

correlation is real but that each of these two

autonomic measureshasits own set of genetic

determinants.

In mice both basal heart rate and_ its

changeovera 3-daytesting period varied sig-

nificantly among inbred strains (Blizard and

Welty, 1971). The coefficients of genetic de-

termination were 0.42 for basal rate and 0.21

for adaptationrate. In threestrains heart rate

measured after shock correlated highly with

preshock readings. In six strains the two

measures were uncorrelated. Likewise the

heart rate responses to handling and to shock

were correlated in some strains but not in

others. These results suggest caution In con-

sidering lability of heart rate as a consistent

property of a strain, independent of the

stimulating situation. Nevertheless, geno-

tvpe has a strong influence on the direction

and degree of autonomic reactions to dis-

turbance.

Emotionality and response to stress

Extreme stress may lead to actual tissue

damage because of severe and prolonged

autonomic reactions. Thus there is interest

‘ny whether inherited differences in level of

emotionality influence vulnerability to stress.

The numberandsize of stomach ulcers after

immobilization was essentially the same in

MIR and MNRrats (Mikhail and Broadhurst,

1965). In contrast with this negative find-

ing, a genetic influence on susceptibility to

immobilization-producedulcers is suggested

by the results of a selective breeding experi-

ment (Sines, 1959). Unfortunately this ex-

periment lacked controls for environmental

and maternal influences.

Endocrine glands and temperament

The pervasive effects of hormones on phys-

iology and behavior are well known. Could

heritable differences in emotionality, ex-

ploratoryactivity, and the like be mediated

through the endocrine glands? The thyroid

gland is a likely candidate for such a role. Hy-

posecretion is associated with a lower metab-

olism and in early life with a profound retar-

dation of development known ascretinism.

Hypersecretion from the gland or excessive

dosage of the hormone increases metabolic

rate and may cause disorganization of behav-

ior. The MRrats have less thyroid hormone

than do MNRrats, both in the gland and in

the blood (Feuer and Broadhurst, 1962a).

Uptake of radioactive iodine and the rate of

secretion of thyroxin were also slower in the

high-defecating strain (Feuer and Broad-

hurst, 1962b). The MRthyroids presented a

histological picture of moderate chronic hy-

pothyroidism. Treatment with an antithyroid

agent and with thyrotropic hormone pro-

duced complex effects on open-field behav-

ior (Feuer and Broadhurst, 1962c). Selection

for low- and high-defecation scores did effect

a change in thyroid function, but the change

is only one of a numberof changes, any of

which might plausibly be considered to be

involved in producing the total behavioral

pattern of the two strains.

The relationship of thyroid activity to emo-

tionality has been approached from the other

direction by using mice selected for high-

or low-thyroid activity (Blizard and Chai,

1972). Consistent with the data from the
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Maudsley rats, mice of the hypothyroid
strain defecated more in the open field.
However, ambulation scores were also high-
er in this strain, a fact that was unexpected
and unexplained. These experiments demon-
strate that genes can mediate behavior
through modulation of thyroid activity. It is
unlikely, however, that this route is the ma-
jor way in which emotional behavior is modi-
fied by selection.
Other candidates for a mediatory role are

the adrenal glands. MRrats have heavierad-
renals with a higher content of corticoste-
roids (Feuer, 1969). The direction ofthe dif.
ference is compatible with the general emo-
tionality hypothesis. On the other hand, no
behavioral correlations with adrenal weight,
plasmacorticosterone, or glandular cortico-
sterone were found in emotional hoodedrats
and more placid albinos (Ader, Friedman,
and Grota, 1967). Large differences in adre-
nal structure have been reported among in-
bred strains of mice, but their behavioral sig-
nificance has not been ascertained (Shire and
Spickett, 1968).
The most obvious effect of genetic factors

on the endocrine system is the male-female
dimorphism. In the Maudsley selection ex-

strain (Broadhurst, 1960). Again, one can in-
voke a threshold hypothesis. The autosomal
genotype of the foundation stock produced
on the average animals with middle-range
scores. On such a genotypic background,
male and female hormonal influences were
apparent. When the autosomal genotypes
were altered by selection, the influence of
sex hormones became undetectable because
the scale of measurement was insensitive at
the phenotypic extremes. For ambulation, a
trait not subjected to direct selection, the sex
differences found in the base stock (females
more active) persisted in the two lines. Go-
nadal size and hormonal output have been
compared in the MR and MNRrats, but dif.
ferences are either absent or appear unre-
lated to behavior (Broadhurst, 1975).

In summary, despite the plausibility of en-
docrine mediation of heritable differences in
temperamental traits, evidence that hor-
mones are the major, or even an important,
component of the gene-emotionality path-
way is not available. However, the situation
is more a matter of lack of relevant informa-
tion than of strong negative evidence. It is
our opinion that heritable differences in
temperament are more likely to be medi-
ated through variations in neural sensitivity
to hormones than through variations in en-
docrine gland activity. Experiments bearing
directly on this issue are discussed in Chap-
ter 11.

PHARMACOGENETICS OF
TEMPERAMENTALTRAITS

We have previously referred to pharma-
cogenetic investigations of audiogenic sei-
zure susceptibility, learning differences, and
reactions to alcohol. It is not surprising,
then, that heritable differences have been
sought in the effects of drugs on activity,
emotionality, and other temperamentalattri-
butes. The literature in this field is expand-
ing rapidly and will not be reviewed here ex-
tensively. Instead we shall concentrate on a
few examples of the combining of genetic
and pharmacological techniques that illus-
trate the potential of the method.
A number of pharmacogenetic experi-

ments with the Maudsley MR and MNRrat
strains have been evaluated by Broadhurst
(1975) as to whether they are neutral, con-
sistent, or inconsistent with the general emo-
tionality hypothesis. There are problems in
making such judgments. If MRrats are below
the top of a scale of emotionality, they might
be activated by an excitatory drug more
easily than MNRs. On the other hand, if MR
rats are already at a physiological limit and
MNRratsare just below anactivation thresh-
old, the MNRs should respond more. De-
spite such problems, Broadhurst (1975, 1976)
concluded that the majority of pharmaco-
logical findings favor the hypothesis of a gen-
eralized trait of emotionality expressed more
strongly in the MRstrain.

In mice, strain differences in response
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thresholds and slope of dose-response curves

are commonplace (Elettheriou, 1975). By it-

self the demonstration of a strain difference

has minorsignificance for behavior genetics.

However, under some conditions deductions

concerning the nature of heritable differ-

ences in behavior can be based on pharma-

cological data. For example, amphetamine

reversed the ranking of strains SJL and SWR

on a “freezing” factor without altering their

relative status on a “disorganizationfactor

(Satinder, Royce, and Yeudall, 1970). Chlor-

promazine hadnoeffect on either factor. The

divergence of the factors with respect to

modification by amphetamine may indicate

that adrenergic systems are of greater sig-

nificance for freezing than for disorganiza-

tion.

Striking differences in the behavioral ef-

fects of scopolamine, an anticholinergic drug,

have been noted in the C57BL/6 and the

DBA/2 mouse strains (van Abeelen, 1974).

As measured by the amountof rearing in an

open field, C57BL/6 mice are consistent-

ly more exploratory. Scopolamine injected

either intravenously or intraperitoneally de-

pressed rearing in C5/7BL mice and in-

creased it in DBA, thus bringing the two

strains closer together. Physostigmine, an

anticholinesterase that enhances cholinergic

activity, depressed rearing in both strains

(van Abeelen and Strijbosch, 1969). The ef-

fect seems to depend on access of the drugs

to the central nervous system, since drugs

with a similar action that do not pass the

blood-brain barrier are ineffective when in-

jected peripherally but are active whenin-

jected directly into the hippocampus (van

Abeelen, Smits, and Raaijmakers, 1971; van

through a cholinergic system whose function

depends on a specific acetylcholine/acetyl-

cholinesterase balance. In C57BL mice the

balance is optimal for exploratory activity,

and changing either componentalters the ra-

tio and disrupts the behavior. In DBA mice

acetylcholine is present in excess; scopol-

amineat the proper dose reduces the surplus

and brings the system closer to the optimal

balance. Physostigmine disrupts transmitter

balance of C57BL mice (in the opposite di-

rection from scopolamine); it exacerbates the

existing imbalance in DBA. Similar pharma-

cological effects with the two drugs were ob-

tained from two lines of mice selected for

differences in rearing behavior (van Abeelen,

1970, 1974). This ingenious theory must be

validated by additional experiments, and it

may prove to be oversimplified. Neverthe-

less, this series of studies illustrates how

genetic variation can be used as a partofre-

search design in psychopharmacology. Ex-

plaining strain differences in behavior in

terms of biochemical parameters is one of

the goals of behavior genetics. The approach

through pharmacology maybe the best route

to this objective.

The final experimentweshall discussin this

section makes use of the recombinant inbred

(RI) strain technique described in Chapter6.

When mice of two parental strains, C57BL/

6By and BALB/cBy, their F,; hybrids, and

seven RI strains derived from a previous

cross were injected with scopolaminein vari-

ous doses and placed in a tilting floor appa-

ratus to measure activity, the genetic groups

formed two clusters (Oliverio, Eleftheriou,

and Bailey, 1973a). One cluster offive groups

had low activity following saline injections;

four of these showed increasedactivity after

scopolamine.All six groups with high activity

after saline showed a decrease after scopol-

amine, The results are similar to those of

the van Abeelen group, which used different

strains. Oliverio, Eleftheriou, and Bailey

postulate that in their material a single locus

on chromosome 4, with two alleles, deter-

mines the response to scopolamine. Onless

firm grounds they propose that a second lo-

cus controls the shape of the dose-response

curves, which are notoriously variable under

the best of conditions. Experiments of this

kind have a potential for determination of

the physiological basis of heritable differ-

ences in response to drugs. A clearly segre-

gating gene with large effects gives an in-

vestigator a tool for manipulating pheno-

types that is sharper than the polygenic dif-

ferences which distinguish selected and in-
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bredstrains. However, successin correlating
a specific biochemical difference with an
allelic difference defined by a ratherindirect
behavioral effect will require a major effort
and perhapsa bit of luck.

GENE-ENVIRONMENT
INTERACTION

Animal temperament is always the out-
come of developmental processes guided by
both genes and environment. In this section
the topics of gene-environment coaction and

tional and developmental processes that
could not occur without both genetic instruc-
tions and environmental resources for their
execution. Interaction occurs when different
genotypes react unequally to identical treat-
ments. Its presence or absence can be de-
tected by an analysis of variance. Interactions
can beclassified according to whether they
affect the stability of relatively permanent
developmental processes or are manifested
in short-term changes in behaviorthat might
be observed over successive days in an open
field or in learning to avoid shock (Broad-
hurst and Jinks, 1966). The distinction be-
tweenstability and changeis convenient, but
it is not absolute because there is only an
arbitrary separation between short- and long-
term effects.

Maternal effects

In any species in which parents care for
their young, the possibility of nongenetic
parental influences is ever present. Such ef.
fects are most likely in mammals and in
birds. In mammals a standard procedure for
detecting maternal influences (both prena-
tal and postnatal) is the comparison of re-
ciprocal F, hybrids. Except for an inevitable
difference in the source of the X and Y chro-
mosomes in male F, offspring, the recipro-
cals are genetically identical, and behavioral
differences between them can be attributed

ternal influence. Postnatal influences, in-
cluding contacts with both parents and with
other young, are detectable through cross-

fostering of young. Both the reciprocal-
crossing and the cross-fostering procedures
were applied to the Maudsley selected rat
lines after they were well separated. Noevi-
dence was found for either prenatal or post-
natal maternal influences on the differentia-
tion of the two strains (Broadhurst, 1960a).
Experiments with mice have yielded posi-

tive evidence for postnatal maternal effects
on defecation scores. When BALB/c and
C57BL/6 pups were fostered, either re-
ciprocally or within their own strain, alien-
fostered individuals were altered in the di-
rection of their foster mothers. Pups of both
strains grew faster when nursing from
BALB/c dams (Reading, 1966). Similarly,
cross-fostered mice pressed a bar that tumed
on a cagelight at rates more similar to those
of their foster than of their biological moth-
ers (Ressler, i

strain, and the behavioral difference may
have been a nonspecific manifestation of dif-
ferences in vigor. More varied measure-
ments were obtained by Poley and Royce
(1970) from same strain— and alien strain—
fostered mice. Their batteryof tests included
avoidance conditioning, running wheel, open
field, straightaway alley, and descent from a
pole. The study yielded eighteen measures
that in turn were reduced to seven factors
(Royce, Carran, and Howarth, 1970). Al-
though a numberofdifferences attributable
to the foster mother’s strain were found, they
fit no simple pattern and are not readily
interpretable.

It is perhaps surprising that in a few stud-
ies of the behavioral and endocrine responses
of pups that have been indirectly exposed to
stress in utero, F, hybrids are generally
intermediate to the parental strains, but their
meanis shifted towardsthat of the male par-
ent (Joffe, 1965: DeFries, 1969; Treiman,
Fulker, and Levine, 1970). Since the fathers
in these experiments had no contact with
their offspring, a paternal influence seemsto
be excluded. However,all three of these ex-
periments can be explained by a maternalef.
fect on the offspring that operatesin a direc-
tion opposite to the mother’s genetic con-
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tribution (Fulker, 1970). Such a system

would act as a buffering device, limiting the

extreme phenotypic expression of extreme

genotypes; it would be favored by natural

selection when intermediate expression in-

creases fitness.

Early experience and genotype

Although maternal care is very important,

other aspects of early experience play a sig-

nificant role in the development of tempera-

mental traits. The effects of handling, litter

size, and stressors such as electric shock on

later behavior have been studied widely.

Another favorite technique is the compari-

son of behavioral development in enriched

and impoverished environments. Naturally,

there is interest in the possibility of heritable

differences in sensitivity to such manipula-

tions. Examples of strain-treatment interac-

tions have been found in rats (Gauron, 1964)

and in mice (Lindzey, Lykken, and Winston,

1960; Lindzey, Winston, and Manosevitz,

1963: Mos, Royce, and Poley, 1973). In gen-
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eral the results of these studies suggest dif-

ferences in threshold of response in the

slope of a dose-response curve rather than

diametrically opposite responses to the same

treatment.

Nevertheless, genotype-treatment inter-

actions can create problemsfor scientists try-

ing to arrive at generallaws of behavioral de-

velopment. Thisis nicely demonstrated in an

experiment ontheeffects of prior experience

on open-field behavior in mice (Henderson,

1967). Subjects from four inbred strains and

their reciprocal hybrids, sixteen genotypic

classes in all, were observed in an openfield

after being either undisturbed, exposed to an

exploratory maze where they were repeated-

ly stimulated by a loud buzzer, or exposed

to the maze and shocked after each presenta-

tion of the buzzer. The outcome of the ex-

periment is shown in Table 10-6. The point

to be noted is the genotypic specificity of the

effects of prior experience on open-field be-

havior. If we consider each of the sixteen

genotypes as a separate experiment on the

Table 10-6. Effects of prior experience on open-field behavior of inbred and hybrid mice*

Proportion of

dominant genes     

 

C57BL/10

Inbred Low High ns{ B>S,U High High

Hybrids Low High S>U,B B>S,U

DBA/1

Inbred Medium High S>B>U B>S,U High Low

Hybrids Medium Medium S>B>U B>S,U

C3H
Inbred High Low ns ns Low Low

Hybrids Medium Low ns ns

BALB

Inbred High Medium B>S,U ns Medium High

Hybrids High Medium S,B>U ns

_HybridsHigh0Mecnam

8
«From Henderson, N. D. 1967. Prior treatment effects on open field behaviour of mice:a genetic analysis. Anim. Be-

hav. 15:364-376.

tResults in this column refer to undisturbed and buzzer-exposed groups only.

tns signifies that the three treatment groups did not differ significantly.
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experiential modification of emotionality by
graded amounts of prior stimulation, we
find that these experiments contradict one
another. Using defecation as our index, we
see that in six experiments stimulation had
no effect; in two, emotionality increased
monotonically with higher stimulation; in
three, undisturbed subjects were less emo-
tional than the stimulated groups that do not
differ; in two, there was a J-shaped relation-
ship with the shocked pups most emotional:
in two, the relationship was L-shaped with
undisturbed subjects most emotional; and in
one, the relationship was an inverted U (A),
Not one of the genetically homogeneous
groups conformed to the average ofall hy-
brids treated as a single population.
The implications of the Henderson experi-

ment are somewhat discouraging with re-
spect to the empirical verification of general
principles or laws. Are there such principles,
or must we besatisfied with limited rules
applicable only to members of a species
sharing common genes? The latter pros-
pect has been dubbed “overparticulariza-
tion” (Rodgers, 1967). Theissue is an old one
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Fig. 10-7. Apparent reverse effect of change in
stimulusintensity in twostrains (G-E interaction)
whenonly two levels of treatment are observed.
Actually strain A and strain B respondsimilarly,
but in different ranges of stimulus intensity. (Mod-
ified from Henderson, N. D. 1968. Dev. Psycho-
biol. 1:146-152.)

in psychologythat will not disappear quickly.
Behavior-genetic analysis is of limited value
if it leads only to a vast number of genotype-
specific rules. There are other solutions that
involve the incorporation of species and
genotypic characteristics into the formula-
tions of behavioral principles, but only a be-
ginning has been madein this direction. A
necessary point of departure is the realiza-
tion that someof the discrepanciesin thelit-
erature of experimental animal behavior have
their source in genotypic differences among
the subjects.
These matters are explicated in some de-

tail by Henderson (1968). Fig. 10-7 illus-
trates how an experiment on the effects of
early experience (enriched or impoverished)
using two strains (A and B) could yield a
strong interaction term andlead to a conclu-
sion that the effect of level of stimulation on
the behavior of interest was opposite in di-
rection for the two groups. Hypothetical re-
sults from the 2 x 2 design are shown by
dashed lines. A parametric study employing
several levels of treatment would indicate
that in both strains the stimulus-response
function was U-shaped, as shown by the solid
lines. General principles emerge only from
experimental protocols designed to sample
adequately all relevant independent vari-
ables.

Another issue that recurs in behavior-
genetic experimentsis the validity of the con-
cept of expressive and suppressive environ-
ments during development (Fuller and
Thompson, 1960). An example of this dis-
tinction is provided by anotherdiallel experi-
ment in which mice were reared either in
conventional cages, similar to those common-
ly found in laboratories, or in large cages fur-
nished with manipulanda, opportunities to
climb, and other stimuli (Henderson, 1970).
Food-deprived subjects from both environ-
ments were placed in a large enclosure
where food could be obtained only by an in-
direct path requiring climbing and balancing
on a narrow bridge. In this naturalistic test
genetic influences were four times as greatin
the enrichment groups as in the standard-
reared groups (Table 10-7). These results
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experiential modification of emotionality by
graded amounts of prior stimulation, we
find that these experiments contradict one
another. Using defecation as our index, we
see that in six experiments stimulation had
no effect; in two, emotionality increased
monotonically with higher stimulation; in
three, undisturbed subjects were less emo-
tional than the stimulated groups that do not
differ; in two, there was a J-shaped relation-
ship with the shocked pups most emotional:
in two, the relationship was L-shaped with
undisturbed subjects most emotional: and in
one, the relationship was an inverted U (N).
Not one of the genetically homogeneous
groups conformed to the average of all hy-
brids treated as a single population.
The implications of the Henderson experi-

ment are somewhat discouraging with re-
spect to the empirical verification of general
principles or laws. Are there such principles,
or must webesatisfied with limited rules
applicable only to members of a species
sharing common genes? The latter pros-
pect has been dubbed “overparticulariza-
tion” (Rodgers, 1967). The issue is an old one
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Fig. 10-7. Apparent reverse effect of change in
stimulus intensity in two strains (G-E interaction)
when only twolevels of treatment are observed.
Actually strain A and strain B respond similarly,
but in different rangesofstimulus intensity. (Mod-
ified from Henderson, N. D. 1968. Dev. Psycho-
biol. 1:146-152.)

in psychologythat will not disappear quickly.
Behavior-genetic analysis is of limited value
if it leads only to a vast numberof genotype-
specific rules. There are other solutions that
involve the incorporation of species and
genotypic characteristics into the formula-
tions of behavioral principles, but onlya be-
ginning has been madein this direction. A
necessary point of departure is the realiza-
tion that someof the discrepanciesin the lit-
erature of experimental animal behavior have
their source in genotypic differences among
the subjects.
These matters are explicated in some de-

tail by Henderson (1968). Fig. 10-7 illus-
trates how an experiment on the effects of
early experience (enriched or impoverished)
using two strains (A and B) could yield a
strong interaction term andlead to a conclu-
sion that the effect of level of stimulation on
the behavior of interest was opposite in di-
rection for the two groups. Hypothetical re-
sults from the 2 x 2 design are shown by
dashed lines. A parametric study employing
several levels of treatment would indicate
that in both strains the stimulus-response
function was U-shaped, as shown by thesolid
lines. General principles emerge only from
experimental protocols designed to sample
adequately all relevant independent vari-
ables.

Another issue that recurs in behavior-
genetic experimentsis the validity of the con-
cept of expressive and suppressive environ-
ments during development (Fuller and
Thompson, 1960). An example of this dis-
tinction is provided by anotherdiallel experi-
ment in which mice were reared either in
conventional cages, similar to those common-
ly foundin laboratories, or in large cages fur-
nished with manipulanda, opportunities to
climb, and other stimuli (Henderson, 1970).
Food-deprived subjects from both environ-
ments were placed in a large enclosure
where food could be obtained only by an in-
direct path requiring climbing and balancing
on a narrow bridge. In this naturalistic test

reared groups (Table 10-7). These results
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Table 10-7. Effect of rearing environment on a genetic analysis of a food locating task*t

Source of variation

Total genotypic
Additive

Specific

Total environmental

Maternal influence

Other environmental

GENETIC + ENVIRONMENTAL

Standard-cage reared

4

6

6

84

Percentage of total variance

Enriched-cage reared

10 40

37

3

90 60

4

56

100 100

 

*From Henderson, N. D. 1970. Genetic influences on the behavior of mice can be obscuredby laboratory rearing.

J. Comp. Physiol. Psychol. 72:505-511. Copyright 1970 by the American Psychological Association. Reprinted by per-

mission.

+The analysis was for general combining ability (additive) applicable to all crosses; specific combiningability refers to

genetic influences apparent only in particular crosses.

have relevance not only for genetic experi-

ments but for any investigation of behavioral

development. Note that the “other environ-

mental” variance componentin Table 10-7 is

much higher in the standard-reared group.

This numberrepresents noise in the system,

variance not attributable to any known

source. The higher its value, the less sensi-

tive the testing procedure for the detection

of real differences.

We must indicate, however, that genetic

effects are not always more apparent in en-

riched-reared groups compared with stan-

dard-reared groups. In fact, in a strain com-

parison study with mice, Manosevitz and

Montemayor (1972) found several exceptions

on measures in an open field, an explora-

tion apparatus, and running wheels. En-

richment increased exploration and reduced

defecation similarly in all strains. Effects on

open-field ambulation and wheel running

varied from strain to strain, indicating that a

genotype-environment interaction was pres-

ent.

In MR and MNRrats, daily handling had

similar effects on open-field defecation and

ambulation in both strains; it had detri-

mental effects on conditioned-avoidance

learning in MR rats and noeffect on avoid-

ance in MNR (Levine and Broadhurst,

1963). In another study of these strains,

genotype-treatment interactions were not

found; handling similar to that used by Le-

vine and Broadhurst had no effect on open-

field behavior in either strain, and it im-

proved conditioned-avoidance learning in

both (Powell and North-Jones, 1974). Dis-

crepancies of this kind are probably attribut-

able to subtle differences in procedures.

Their existence is an admonition to suspend

judgment until more data are available.

Genotype and hoarding

Hoarding might have been considered in

the previous chapter on ingestive behavior,

since it usually involves transport of food and

is most easily elicited from food-deprived

subjects. For our purposes, however, it is

more convenient to treat hoarding as an as-

pect of rodent temperament, possibly re-

lated in some wayto fear (Manosevitz, 1965).

Genetic effects on hoarding have been dem-

onstrated in rats (Stamm, 1954, 1956) and

in mice (Manosevitz and Lindzey, 1967;

Manosevitz, 1967). Our interest here lies in

possible genotype-treatment interactions

involving this species-typical behavior pat-

tern. Stress, produced by immersion in wa-

ter just prior to testing, doubled the hoard-

ing of JK male mice, and decreased hoarding

of C57BL males. Immersion had noeffect on

hoarding of females. The F, hybrid males

were also unaffected by prior stress, while

hybrid females decreased hoarding (Mano-
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sevitz, 1965). When high-hoarding JK mice
and low-hoarding C3H mice were reared in
enriched environments, the JKs increased
their transport of pellets, but no change was
seen in C3H mice (Manosevitz, Campenot,
and Swecionis, 1968).

Summarizing statement

All the studies in this section support the
idea that genotypesreact differently to treat-
ments as diverse as handling, rearing in an
enriched environment, electric shock, and
water immersion. However, variability in
procedure, experimental design, and out-
comeis so great that we have not yet deter-
minedthe rules of the game that produce or
do not producestatistical interactions. Hen-
derson’s (1967) experiment involving sixteen
genotypes and three levels of stimulation
illustrates the need for parametric studies
which employ a wide range of genotypes, not
simply two strains that happento differ on a
point of interest. Even this experimentraises
more questions than it answers. The only safe
conclusion is that it is dangerous to general-
ize to a species from results obtained from
one or a few genotypes.

HETEROSIS AND DEVELOPMENTAL
HOMEOSTASIS

The concepts of heterosis, or hybrid vig-
or, and developmental homeostasis (some-
times mistakenly referred to as genetic ho-
meostasis) both involve comparisons be-
tween homozygotes and

_

heterozygotes.
Both have relevance to all aspects of be-
havior. Both are particularly well illustrated
by research on activity and emotionality.
Heterosis is manifested whenever a hybrid
outperforms both of its parental strains.
Two hypotheses have been advanced for
this phenomenon. The compensatory domi-
nance theory starts with the observation
that behavioral characteristics which seem
to be related to fitness are generally trans-
mitted in dominant fashion. During  in-
breeding a strain becomes homozygous for
a random set of the relevant dominant
alleles; thus strain 1 may have the geno-
type AAbb, and strain 2, aaBB. The vigor

of each is impaired by the homozygousre-
cessive gene pairs, bb and aa respectively.
Their hybrid with the genotype AaBb has a
dominant allele at both loci and is, there-
fore, more vigorous than its parents. Find-
ing consistent dominance in one direction
in crosses between inbred lines is inter-
preted as indicative of a history of selection
favoring the dominant phenotype. We can
also say that a heterotic psychopheneis one
that contributes positively to fitness.
The alternative hypothesis is that hetero-

zygosity at a single locus conveys an ad-
vantage in fitness as compared with homo-
zygotes. We could also express this idea in
terms of the overdominance of fitness. The
classic example is the gene for sickle cell
hemoglobin in humans (Chapter4).

Heterosis for behavioral traits, what-
ever its ultimate genetic explanation, has
been found repeatedly. Bruell (1946b,
1967) tested thirteen inbred strains of mice
and thirty-one randomly selected F, hy-
brids in running wheels. Although the ac-
tivity of males was generally higher than
that of females, correlations between the
sexes were so high that pooled scores were
used for the estimation of heterosis. Eigh-
teen of the thirty-one hybrids were crosses
between distantly related strains, and in
seventeen of these the F,; mice were more
active than the higher parent strain (Fig.
10-8). Amongthirteen crosses ofclosely re-
lated strains, heterosis was found in only
four. Very similar results were found with
activity in an exploration apparatus (Bruell,
1964a). Here the average advantage of F,
mice from crosses of distantly related
Strains was 11% over the higher-scoring
parent strain; for crosses between closely
related strains, only 1%. The strength of
heterosis appears to be a function of the
number of loci for which the parentstrains
are discordant.
An experiment by Rose and Parsons

(1970) included a smaller range of geno-
types (three inbred mousestrains and their
hybrids) but covered a range of behavior
more closely related to the general emo-
tionality hypothesis: defecation, urination,
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and ambulation in an open field and shock-

avoidance learning. There was inconsistent

evidence for heterosis in the open field, but

the small number of strains may not be

representative. However, heterosis would

be expected to be less marked for a trait

subjected to selection for an intermediate

level of expression. Heterosis was found

for exploration of the shock apparatus and

for the number of conditioned avoidances.

Behavioral heterosis is a common find-

ing. Where it is found in crosses between

inbred strains, the implication is that the

trait has been subject to natural selection

and that the loss of dominantalleles (oral-

ternatively the reduction in heterozygosity)

has depressed fitness even in the higher-

scoring strains. Heterosis would not be ex-

pected for traits not subjected to natural

selection (Bruell, 1967). This line of reason-

ing is straightforward and has been widely
applied in behavior genetics. Caution is de-

sirable, however, in reconstructing the evo-

lutionary history of a species from experi-

ments performed on_ laboratory strains
whose ancestors have lived under special-
ized conditions for many generations where
they have been subjected to vastly different
selection pressures.

Developmental homeostasis

The concept of developmental homeo-

stasis is, like heterosis, associated with the

effects of heterozygosity and can be ex-

plained by either complementary dominance

at multiple loci or overdominance at indi-
vidual loci. Homeostasis, originally defined

as the maintenanceofconstancyin the physi-

ological parameters of an organism, has by

extension been applied to both physical and
behavioral development and to the genetic

composition of populations. Its application

to the development of physical character-

istics such as body size is usually straight-

forward; a genetically homogeneous group

with small variance is more homeostatic than

another homogeneous group with high vari-

ance. The samecriterion has been applied to

behavioral traits, but its appropriateness has

been challenged. Higher intragroup varia-

tion could reflect greater sensitivity to the

environment andresult in enhancedstability

of the vital functions within an organism

(Caspari, 1958; Fuller and Thompson, 1960).

Evidence for and against these contrasting

views of true homeostasis has been sum-

marized by Fulker, Wilcock, and Broad-

hurst (1972) and Hyde (1973). There is no

need to brand one criterion as true and the

otheras false. It may be adaptive for develop-

ment to proceed along a narrow channel re-

gardless of microenvironmental differences

such as those encountered by littermates

reared together. On the other hand, it could

be adaptive to make variable responses to

macroenvironmental differences such as ex-

posure to stress or to a strange environment.

This dual view is supported by an experi-

ment in which activity and grooming were
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observed in two strains of mice and their F,
hybrids. Separate groups were tested at
three ambient temperatures (Mordkoff,
Schlesinger, and Lavine, 1965). At each tem-
perature the hybrid mice varied less than the
inbreds, but their response to differences in
temperature was greater.

Comparison of the relative variability of
groups with different means creates prob-
lems. A commonsolutionis the use of the co-
efficient of variation (CV), defined as s/X,
wheres is the standard deviation, andx is the
mean. The magnitude of CVis sensitive to
changesin scale; transformation of defecation
scores from bolus counts, x, to (x + 0.5)? or
running wheel scores from revolutions(x) to
logy x will alter values of the coefficient dras-
tically. Such transformations are common
when it is desired to make variances inde-
pendent of the mean in preparation for an
analysis of variance. If successful, such ma-
nipulations of the raw data make it impos-
sible to detect differences in developmental
homeostasis between groups. Other prob-
lems with the use of CV and possible solu-
tions for them have been discussed by Jones
(1966) and Hyde (1973).
Major studies of stability and change in

open-field behavior have been performed
with diallels of inbred rat strains (Broadhurst
and Jinks, 1966; Fulker, Wilcock, and Broad-
hurst, 1972) and with the MR and MNRse-
lected lines (Broadhurst, 1969). Strain differ-
ences in the stability of defecation scores as
measured by intralitter variability were
found by Broadhurst and Jinks to depend on
both dominant and additive gene action.
Strains and crosses did not differ in the sta-
bility of ambulation scores. Genetic effects
on changein open-field behavior over a 4-day
testing period were assessed by a regression
technique and by conducting separate Hay-
man analyses of the data for each day. The
results are too detailed and complex to pre-
sent here, but we will summarize the au-
thor’s conclusions: (1) genes enhancing sta-
bility tend to be dominant; (2) variation in the
rate of decrease in emotionality is also me-
diated through dominantgenes, indicating a
history of selection for rapid habituation to

new environments; and (3) ambidirectional
dominance for level of activity in the open
field denotes an evolutionary history of selec-
tion for an intermediate phenotype. Similar
conclusions were reached from the same type
ofanalysis applied to the Maudsley rat strains
(Broadhurst, 1969).
A third experiment from the Broadhurst

group employed a more complex design with
three main objectives: (1) determination of
the adaptive and evolutionary aspects of
open-field behavior in rats through analysis
of gene action (this objective was the major
concern of the two studies just reviewed),
(2) investigation in an 8 x 8 diallel of the
interaction between genotypes and treat-
ment (handled versus undisturbed), and
(3) the use of multivariate analysis to con-
sider simultaneously genetic effects on sev-
eral phenotypes (Fulker, Wilcock, and
Broadhurst, 1972). Three groups of traits
were detected by this method: (1) associa-
tion of good avoidance performance andfre-
quent intertrial crossing in a shuttle box,
with high ambulation and low defecation in
the open field; (2) a relationship between
body build and defecation scores: and (3) a
negative relationship between avoidance and
intertrial crossings that ran counter to their
association in the first group of traits. Hetero-
sis was shown for several behavior patterns,
and a maternal effect was apparent for def-
ecation and possibly for intertrial crossings.
Handling producedits anticipated effects:

better avoidance, more ambulation, and less
defecation. Disappointing to the authors was
their failure to detect interactions of treat-
ment with dominant gene action: this they
had hoped would provide information on the
evolutionary history and adaptive signifi-
cance of sensitivity to handling.

DIMENSIONS OF TEMPERAMENT

In the discussion of physiological and be-
havioral correlates of emotionality, we asked
how well any one measure such as defeca-
tion could predict behavior under conditions
other than the openfield. Wealso referred to
the emotionality hypothesis which is based
on the idea that many behavioral differences
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amongindividuals are explicable bytheir po-

sition on a scale of emotionality. The ex-

tremes of this scale might be labeled conft-

dence and fearfulness. The literature on ani-

mal temperament, however, refers to types

of behavior such as wheel running, explora-

tory activity, and hoarding, whosevariability

is not obviously related to a confidence-

fearfulness continuum. The correlations be-

tween defecation scores and conditioned-

avoidance responses, both of which seem in-

tuitively to be related to emotional arousal,

are too small to explain the bulk of the vari-

ance. It is not surprising, therefore, that ef-

forts have been made to learn whetherother

dimensions can be delineated that will com-

plement the emotionality hypothesis.

Factor analysis

One approachto this objective is to expose

subjects to a wide variety of tests chosen to

sample broadly in the temperament-emo-

tionality domain. Intercorrelations between

all the measures obtained from thetest bat-

tery are calculated, arranged in matrix form,

and analyzed to learn whether the pattern

can be explained by the interplay ofa limited

numberof substantially independentfactors.

After extracting factors, a descriptive nameis

commonly givento each, based on the nature

of the items that contributed to it. In one

sense the number and nature of the factors

that emerge from the process are based on

objective data and a mathematical analysis of

them following prescribed rules. The reliable

and robust behavioral correlations that con-

tribute to factors must result from some com-

mon influencethat affects all correlated mea-

sures. These influences are certainly envi-

ronmental in many instances, but they could

also indicate that the correlated behaviors

are modulated by the same gene or group of

genes. Thus factors could be the psycho-

phenesof choice for genetic analysis (Royce,

1957). Unfortunately, the view that factor

analysis is an objective technique that elimi-

nates bias due to preconceivedideasis a bit

idealistic. The choice of tests and measure-

ments imposesconstraints on the factors that

can be found; the naming of factors is sub-

jective and tentative. All in all, the tech-

nique is as much an art as a science, butit

has an established position in the psycho-

logical and social sciences concerned with

complex behavior.

Before considering the combination of ge-

netics and factor analysis, we shall review

two nongenetically oriented analyses of emo-

tionality. Anderson (1937, 1938a,b) obtained

individual measures of “drive strength” and

learning in one study and supplementedthis

by comparing four emotional measures with

performance on tests of sexual and explora-

tory behavior. His battery yielded seven pu-

tative measures of exploration, ten of thirst,

fourteen of hunger, seven of sex drive, and

six of learning ability. Correlations between

different supposed criteria of hunger and

thirst were not significant; several reliable

correlations were found between different

measuresof exploration and sex drive. Even

in the latter two areas the performanceof an

individual often varied widely on tests pur-

portedly measuring the same drive. Perhaps

something is wrong with the concept that an

individual rat has a numberof characteristic

drive states that lead it to act predictably in

all tasks with similar incentives. It may also

be that our judgmentofthe similarity of tasks

does not correspond with the animal's mode

of attacking a problem; henceit is unreason-

able to expect performanceson these tasks to

be correlated.

Willingham (1956) performed a_ factor

analysis on twenty variables representing

various aspects of emotionality in mice. He

found six factors, which he named elimina-

tion, freezing, grooming, reactivity tolight,

reactivity to experimenter, and emotional

maturity.

Howdoes the introduction of a genetic

variable affect factor analysis? It is immedi-

ately obviousthatan analysis based onresults

from a single inbred strain will yield inter-

correlations based solely on environmental

covariances. Even moderate inbreeding will

tend to accentuate environmental as com-

pared with genetic intercorrelations. Now

considera table of intercorrelations based on

a set of inbred strains and their F, hybrids.
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Again, phenotypic correlations within each
genotype arise from environmental variation;
those between genotypes may represent ge-
netic communalities. If these intergroup cor-
relations are based on gene communality
(Chapter 5), they are of value in analyzing
the functional dependenceof different forms
of behavior on a unitary biological process.
Correlations based on gametic communality
represent only the different outcomes of a
random processthat has led to the fixation of
a unique setof alleles in each strain. In the
standard diallel there is no way of distin-
guishing between these two possible sources
of intercorrelation. If the numberof strains
employed is large, the gametic associations
may be assumedto be random,thus amelio-
rating their distorting influence.

Nevertheless, the ideal basis for a behav-
ior-genetic factor-analytic study of tempera-
ment is a large random sample of a defined
population, something that is probably im-
possible to obtain with available resources.
Stocks of known mixed origin that have
been bred deliberately to maximize genetic
heterogeneity are a practical alternative
(McClearn, Wilson, and Meredith, 1970).
Examples of such stocks are the HS mice de-
veloped by McClearn at the University of
Colorado and the Binghamton HET stock
(Fuller, 1975). Only one of the factor-analytic
studies of rodent temperament used such a
stock. McClearn and Meredith (1964) tested
80 mice from a four-way cross of unrelated
mouse strains in an open field, hole-in-wall
apparatus, barrier apparatus, and Y-maze.
Five factors were extracted and designatedas
(I) ambulation or exploration; (II) tendency
to urinate or in males possibly territorial
marking; (III) thigmotropism characterized
by behavior in the Y-maze and openfield;
(IV) defecation combined with low activity,
the familiar “emotionality” factor; and (V) a
weakly defined factor marked chiefly by
climbing over barriers. The authors do not
claim universality for these factors but be-
lieve that they make sense.
The most extensive application of factor

analysis to the genetics of emotionality in
mice is that of Royce and colleagues. Theini-

tial analysis was carried out on thirty-two
measures from ten inbred mouse strains
(Royce, Carran, and Howarth, 1970). In ad-

dition to old standbys such as open field,
straight alley, and hole-in-wall, there were
tests of pole-descent time, underwater swim-
ming, hoarding of cotton pellets, and tube
dominance. Twelve factors were extracted,
and six were named. A slightly modified set
of tests was used in a massive 6 X 6 diallel
involving 775 subjects (Royce, Poley, and
Yeudall, 1973). Each animal received twelve
tests over a l-month period. Eleven inter-
preted factors were found. Factor I, body
weight, was physical; the remainder were be-
havioral. Eight of these were replicated
across three populations, one composed of
two inbred strains, another of their F, off-
spring, and a third of the F, generation
(Poley and Royce, 1973). The names and
general characteristics of these eight were
(II) motor discharge characterized by rapid
emergence and high activity in an openfield
and alleyway; (III) acrophobia based solely
on the pole descent test; (IV) underwater
stress based solely on the immersion test;
(V) tunneling-1, related to elimination and
starting latency in narrow alleys; (VI) audio-
genic reactivity; (VIII) autonomic balance
based on defecation in four of twelve tests:
(IX) territorial marking, primarily urination;
and (XI) tunneling-2, characterized by speed
in alleyways. The appearance of these factors
in the genetically homogenous F, sample in-
dicates the environmental origins of the cor-
relation matrices. In a third article a com-
plete Hayman analysis of the results with the
diallel was presented (Royce, Holmes, and
Poley, 1975). Table 10-8 is a greatly con-
densed summary ofthe results for eight fac-
tors, some of them separately by sexes.
Several of these factors consisted entirely or
predominantly of measures from

a

single test
and would not have appeared hadthat test
been omitted. And, although thestatistical
manipulations did reduce forty-twolatencies,
bolus counts, distances traversed, and similar
measures to eleven factors, the outcome is
still complex.
Royce has stated that the objective of fac-
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Table 10-8. Summary of genetic effects for eight factors of emotionality*

  

   

  

  

    
Sex difference

Factor name in mean score

Genetic variancet

 

   

    
Type of Directional

dominance dominance

Motor discharge 0 MandF + + 0O O Partial 0
Acrophobia M>F M + + + +  Overdominance 9)

F O + + +  Overdominance 0
Underwater 0 M + 0 O O Complete + for rapid escape
swimming F + bt bb b + for rapid escape

Audiogenic 0 MandF + + + + Complete + for rapid escape
reactivity

Food motivation F >M M 0 b b b b 0
F O + O + Partial 0

Territory marking M>F M 0 0 cS 0  Overdominance 0
F 0 b b b b 0

Activity level F >M M + + c O Partial 0)

F + + ec O Complete 0

Tunneling-2 0 M + + + =O Partial 0
F + b b b b 0

*From Rovce, J. R., T. M. Holmes, and W. Poley. 1975. Behavior genetic analysis of mouse emotionality. III. The

diallel analvsis. Behav. Genet. 5:351-372.

+From a Haymananalysis: ?, presence or absenceofsignificant genetic variation; D, additive effect; H,; dominance ef-

fect; F, covariance effect.

tb, not calculable because of violation of diallel cross assumptions.

\c, a significant negative correlation computed.

tor analysis is to discover dimensions and to
generate testable hypotheses abouttheir re-
lationships. The multiplicity of factors that
emerge from his large-scale experiment sug-
gests that only part of the behavioral varia-
tion is attributable to differences on a single
scale of emotionality. The remainder seems

to be situation specific. There is little rea-

son to expect that behavior in an open field
would be highly predictive of descent from

heights or underwater swimming. Perceptual

and motor requirementsof these tasks are so

different that perhaps they should notbe part

of the sametest battery.

Two factor analyses of rat behavior have

been concerned with the relationship be-

tween open-field behavior and conditioned-

avoidance responding. Holland and Gupta

(1966) observed the RHA and RLArats (se-

lected for good and poor performance in

shuttle-box avoidance) in an openfield, in an

activity cage, and in the conditioned-avoid-

the third for the combined groups. Two ap-
parently similar factors were extracted from

each matrix: (I) activity, heavily loaded with

ambulation in the open field, rearing in ac-
tivity cages, and intertrial crossings in the

shuttle box and (II) emotionality, with a posi-

tive loading of defecation and a negative one
for ambulation. The two strains were similar

on factor II, but very different on factor I.

One might infer that selection for avoidance
had modified motor behavior more than

emotionality.
Wilcock and Broadhurst (1967) also as-

sayed open field and conditioned avoidance
in five inbred strains of rats. Their analysis
also yielded twofactors: (I) activity with load-

ings on good avoidance learning and high
ambulation and (II) emotionality based on

high defecation scores, high latency of escape
from shock, and low ambulation.

Summarizing statements

    

The factor-analytic studies just reviewed

support the idea that emotionality is not a

single energizing (or inhibiting) property of

ance test that had been the criterion for their

selection. Three correlation matrices were

formed: one for each strain separately and
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an animal that predicts its behaviorin all cir-
cumstances. Separate factors for emotional
defecation and activity have been found re-
peatedly. The kinds of factors that emerge
from the larger-scale experiments such as
those of McClearn and Meredith (1964) and
Royce, Carran, and Howarth (1970) are
closely related to the tests employed. The
tests were chosen in the first place because
they were judged to reflect emotionality. It
has yet to be demonstrated that the extrac-
tion of factors and the biometric analysis of
their modes of inheritance leads us closer to
the loci that are responsible for genetic cor-
relationsor closer to the physiological mech-
anisms that mediate between the genes at
these loci and behavior. Factors should be
anchored to a genetic and physical base if
they are to be considered as traits on which
natural selection has operated. Selection acts
directly on phenotypesandin nature perhaps
more frequently on psychophenes than on
somatophenes. Ideally, factors should be the
psychophenesof choice for genetic analysis,
since each is presumedto influence manyas-
pects of overt behavior. We have already
given reasons for doubting that factors rep-
resent genes or blocks of genes, since factor
structures of homogeneous and _heteroge-
neous populations are similar. Perhaps the
factors extracted from test batteries do not
represent stable emotional properties of an
organism but are coactive in the sense that a
specific environment has specific effects on
emotionality. The responses of an individual
to exposure to a novel object, a novel odor, or
a novel cagemate may beso different that no
general statement about that individual’s
“emotional reactions to novelty” should be
made. The sameprinciple holds for the ef.
fects on emotionality of different types of
extra stimulation such as handling, exposure
to shock, or immersion in water.
Our somewhatpessimistic appraisal of the

contribution offactor analysis to behavior ge-
netics is tempered bythe realization that the
complexity of psychophenes requires com-
plex methods to bring order out of what ap-
pears to be a motley assortment of observa-
tions. Workers in the field must be aware of
the necessity to tie factors to segregating

genes. Ideally, factor analysis could define
units that include both somatophenes and
psychophenesand point the direction for re-
search into the relationships betweenstruc-
ture and behavior.

TEMPERAMENTAL DIFFERENCES
IN DOGS

In comparison with the muchstudied labo-
ratory rodents, dogs have been neglected by
behavior geneticists. This may seem strange,
since human beings have lived communally
with dogs for millennia, selected them for be-
havior as well as for structure, and endowed
them, at least anecdotally, with complex, al-
most humanpersonality attributes. The rea-
sons for the geneticists’ neglect are rational,
however. In the numbers required for ge-
netic investigations, dogs are expensive to
raise and maintain. In comparison to small
rodents they are slow breeders. Although
manybreedsare available, there are no truly
inbred strains. Attempts at inbreeding often
lead to infertility and increased frequency of
malformations.

Nevertheless, there are a numberofstud-
ies of temperamental characteristics in dogs.
Priority might well be given to Pavlov, who,
in the late nineteenth century, recognized
constitutional differences with respect to
ease of conditioning among the dogs in his
Leningrad laboratory and speculated that
these might be inherited. Breed differences
in conditionability were also reported by
Stockard, Anderson, and James(1941). Other
investigators found highly significant breed
and hybrid differences in approach and
avoidance behavior (Thorne, 1940, 1944) and
in four categories of emotional behavior:
avoidance, teasing, approach-avoidance, and
wariness (Mahut, 1958). Although environ-

ing criteria were somewhat idiosyncratic,
there is good reason to believe that much of
the observed variation was of genetic origin.
Additional details of these experiments are
given in Fuller and Thompson (1960).

Scott-Fuller project

The major behavior-genetic experiment
with dogs was conducted at The Jackson
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Laboratory in Maine from 1946 to 1965 (Scott

and Fuller, 1965). During the course ofthis

study, manytests were administered, a high

proportion of which were concerned with

emotional and social behavior. Here weshall

consider results bearing on the heritability of

activity and emotionality. The project in-

cluded two major genetic experiments. In

the first, five medium-sized breeds chosen

to represent a variety of functional specializa-

tions were compared on a battery of tests

given in fixed order overthefirst yearoflife.

The foundation stocks of the five breeds—

basenji, beagle, cocker spaniel, Shetland

sheepdog, and wirehaired fox terrier—were

all purebred. Subjects were reared under

conditions as nearly identical as possible. A

second experiment comprised Mendelian

crosses between basenjis and cocker span-

iels, two breeds that differed greatly on the

majority of tests. The hybrid data were ana-

lyzed to determine the mode of inheritance

of the behavioral measures. Reciprocal F;,

hybrids were compared for evidence of ma-

ternal effects. The richness and complexity of

behavioral responses of dogs is much greater

than that of rodents, particularly in the area

of subject-experimenter relationships. Ex-

tending the period of testing overa full year

permitted observation of developmentalpro-

cesses. As examples of the results, we pre-

sent material from a reactivity test and three

tests involving inhibitory training.

Reactivity test

At 17, 43, and 51 weeks of age, each dog

waslightly restrained by a harnessin an elec-

trically shielded cage and connectedto an ap-

paratus that recorded heartbeat, respiration,

and muscle action potentials. Undisturbed

periods in the apparatus alternated with pe-

riods in which an experimenter made a

friendly approach, a threatening approach,

rang a bell, or administered an electric

shock. Throughout the test an observer re-

corded the occurrence of such activities as

movement, vocalization, tail wagging, and

drooling.

Thirteen measures that yielded suitable

quantitative data were subjected to analysis

of variance for breed andlitter effects. The

latter were relatively small in relation to

breed effects. Among the 39 analyses (3

tests X 13 scores), breed effects significant

at the 0.05 level were found in 33. In 28 of

these the probability of the results occurring

by chance wasless than 0.001. Intraclasscor-

relations ranged from 0.16 to 0.66. The re-

sults for change in heart rate during a han-

dler’s friendly approach are typical of the ob-

tained data (Table 10-9). The overall average

changes in heart rate were small, except at

34 weeks, but the averages are based on a

mix of substantial positive and negative

changesthat reflect significant genetic effects

at each age. From 22% to 41% of the vari-

ance is attributable to breed differences. De-

Table 10-9. Changein heart rate (beats/minute) during friendly approach

of experimenter
       

  

Basenji 1.2

Beagle 0.0

Cocker spaniel —24.8

Shetland sheepdog — 9,7

Fox terrier 26.5

Weighted mean — 1.4

Intraclass correlation 0.413%

 

*y < 0.01.

Age at testing (weeks)

Weighted mean

 

22.4 21.4 15.0

17.4 10.2 9.3

—11.5 —10.1 —15.5

10.2 — 8.4 — 2.6

3.2 — 3.8 8.6

8.4 1.9 3.0

0.215* 0.245%
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velopmental trends also vary with genotype.
If the magnitude of the heart rate change,
independentofits sign, is taken as the index
of an emotional response, dogs of two breeds
tended to become more emotional on re-
peated tests, two other breeds becameless
emotional, and one breed fluctuated with
no clear trend.
When reactivity was estimated from a

pooled score of thirteen variables represent-
ing a broad sample of the observations,
breed differences accounted for 23%, 27%,
and 29% of the variance on successive test
administrations. Life experiences seem to
accentuate genetic effects rather than attenu-
ate them. The phenomenon could be ex-
plained in at least three ways: (1) As ani-
mals age, new gene-regulated processes asso-
ciated with maturation become functional.
Early in life these developmental processes
are out of step among members ofa breed,
but in young adults the breed-specific pheno-
type is well established in most animals.
(2) Changes in the reactivity scores over
time reflect learning. The kinds of re-
sponses that are reinforced are somewhat
specific to each breed; hence practice makes
animals of a breed more similar to each
other. (3) Groups of dogs of the same breed
exert a coercive force on each other that
reduces intragroup differences and_ thus
accentuates the genetic contribution to vari-
ance. Wide, unsystematic fluctuations in suc-
cessive scores of individual dogs are per-
haps most compatible with the first hypothe-
sis.

Inhibitory training: breed comparisons

To adapt the dogs to their role as experi-
mental animals, they were subjectedto train-
ing proceduresinvolving inhibition of behav-
ior that interfered with easy handling. Three
of these procedures were standardized so
that they provided quantitative data for ge-
netic analysis. In a sense the tests were mod-
els of the inhibitory training that children re-
ceive in order to promote their safety and to
make them acceptable to society.

Fromthesixth through the sixteenth week
puppies were cajoled into remainingstation-

ary on a platform balance during weighing.
Their behavior wasrated asactive, partly ac-
tive, or quiet. Initially about 12% of all
breeds except cocker spaniels were rated as
quiet; in spaniels, 25% were so rated. At 16
weeks 80% of the spaniels were quiet in
sharp contrast to only 10% of the terriers.
The incidences in the other three breeds
were closely grouped at about 25%. Breed
differences becameaccentuated with age,al-
though all puppies were receiving the same
training.

At 19 weeks of age the puppies were
trained to walk on a leash from their outdoor
pens to the laboratory building. Demerits
were given for tangling the leash or biting at
it, for dragging feet, vocalizing, and soforth.
All types of demerits were seeninall breeds,
but their relative frequencies were highly
breed specific: basenjis bit the leash and
jerked at it; beagles howled incessantly:
Shetland sheepdogs constantly crowded the
trainer, interfering with his movements. All
dogs improved their performance, and most
animals in all breeds were acceptable after
10 days of training. Nevertheless, the pro-
portion of variance in demerit scoresattribut-
able to breed remained constant at 52% from
beginning to end.
The Jump Inhibition Test (originally Obe-

dience Test) involved control of a dog by hu-
man voice and gesture at distances from
about 6 inches up to 12 feet. Subjects were
lifted to a stand and given the command
“Stay.” The experimenter then withdrew to a
prescribed distance. After one minute the
command “Down” was given, accompanied
by a hand gesture. Dogs that failed to jump
within 1 minute were lifted down. The
amountof time spent on the stand wasinter-
preted as a measureof inhibition. The intra-
class correlations of 0.14, 0.19, and 0.18 for
days 1 through 3, respectively, indicate a
tendency for the breed differences to in-
crease during training.
The evidence from all three types ofin-

hibitory training is clear. Such training is ef-
fective in modifying behavior in the intended
direction, but it does not make breeds and
individuals morealike.
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Temperamentin hybrids

Thereactivity test was given to reciprocal

F,, KE, and backcrosses of basenjis and

cocker spaniels. The outcome for the com-

posite scores based on the meansofthirteen

separate measures is shown in Fig. 10-9. The

mostinteresting feature of these results is the

shift in mode of inheritance with age. At 17

weeks, basenji genes for high reactivity are

clearly dominant; by 51 weeks all but one

genetic group fall on a line consistent with
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Fig. 10-9. Mean total reactivity scores of hybrids

at 17 weeks (upper), 34 weeks (middle), and 51

weeks (lower). Open circles, Groups with a cocker

spaniel mother or grandmother; closed circles,

groups with a basenji mother or grandmother. A

horizontal line through a point designates an Fy.

(From Scott, J. P., and J. L. Fuller. 1965. Genet-

ics and the social behavior of the dog. University

of Chicago Press, Chicago.)

strictly additive inheritance. Analysis of the

scores from separate items in the reactivity

test vielded examples of heterosis, domi-

nance, and additive inheritance.

The three tests of behavioral inhibition

gave rather inconsistent results. No genetic

effects were apparent in the Jump Inhibition

Test. Heritability for the composite leash

demerit score was estimated from the F, and

F, variances as 0.44. The validity of this esti-

mate requires the assumption that any de-

merit, regardless of its nature, is the expres-

sion of an underlying emotional state induced

by restraint. Variability in the type of de-

merits is then attributed to response ten-

dencies that are independent of the energiz-

ing emotionalreaction. If this view is not ac-

cepted, the composite score is an artifact

with no real existence; therefore separate

analyses were carried outfor each type of de-

merit. Fighting the leash showedan additive

pattern of inheritance; vocalization showed

strong heterosis. Other types of demerits fol-

lowed no clear pattern of inheritance. These

results are compatible with a hypothesis that

general emotionality is strongly heritable and

that its expression is determined by inde-

pendent genetic systems which affect the

probability of occurrence of specific behavior

patterns.

Factor analyses of dog behavior

Three factor analyses based on the Scott

and Fuller experiments have been reported.

Twofactors pertaining to emotionalreactivity

were extracted by Brace (1961). They were

interpreted as lability of heart rate change

and emotional expression. Earlier, Royce

(1955) found six factors relevant to tempera-

ment: timidity (including some physiological

variables), change in heart rate during con-

tacts with humans, playful aggressiveness,

audiogenic reactivity, general activity, and a

second timidity factor associated with con-

tacts with people. An analysis of several per-

formance tests yielded three factors of psy-

chological interest (Anastasi et al., 1955).

These were described as impulsiveness, do-

cility, and visual exploration.

Brace’s factor analysis was the basis of a
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search for pattern similarities in behavioral
characteristics that were consistent enough
to permit allocation of individual dogs into
groups that would correspond to acknowl-
edged breeds (Cattell, Bolz, and Korth,
1973). The composition of groups was deter-
mined by a computer program, Taxonome,
independentlyof the subjects’ genotypes. To
an extent the search was successful, indicat-
ing that there is some validity to the ideathat
eachofthe five breeds in the Scott and Fuller
experiment had a distinctive temperament.
Onecanstill not judge whether these con-
stellations of traits arise from common de-
pendence on a particular set of genes, on
chance associations related to the small num-
ber of foundation stock, or on deliberate ef-
forts by breeders to synthesize a desired pat-
tern of behavioral traits. Dog fanciers do not
use a single well-defined criterion to choose
breeders; instead they select individuals on
the basis of conformity to a complex combina-
tion of behavioral and physical attributes.
Thus a dog breed comesto possess a geno-
type balanced to guide developmentinto the
channels that the breed standard demands.
This mode of selection makes it difficult to
interpret the genetic significance of correla-
tions based on data from a mixture of pure-
bred animals.

Stable and unstable pointer dogs

The preceding remarks on the consistency
of breed temperaments do not imply the ab-
sence of substantial variation within dog
breeds. Breed fanciers are well aware that
some lines are more timid or more aggres-
sive than others. Starting with a few pairs of
pointers that had been characterized as
either confident or timid, Murphree, Dyk-
man, and Peters (1967a,b) succeededin es-
tablishing two lines designated as stable
temperament(line A) and unstable tempera-
ment(line E). E-line dogs are less active in
an unfamiliar room, tend to freeze during a
loud sound, and are muchless likely to ap-
proach a human. The heart rate of stable
dogs averages about 120 beats/minute and
declines significantly during petting; in un-
stable dogs the rate is about 80/minute and

does not vary during petting (Murphree, Pe-
ters, and Dykman, 1967). Observations on
reciprocal hybrids between the A and

E

lines

aversion to humans (Murphree and Newton,
1971). An interesting neurophysiological cor-
relate of the behavioral differences is the
near absence in line-E dogs of hippocampal
theta activity (trains of relatively high voltage
waves at 4 to 8 Hz) during the alert state
(Lucas, Powell, and Murphree, 1974). In
normal animals orienting and avoiding be-
havior have been associated with a reduction

A dog’s temperament is molded by its ex-
periences, particularly by those which occur
during the period from 4 to 15 weeks when
manipulative and social competence develop
most rapidly. A numberof experiments have
demonstrated differential effects of experi-
ential restriction between dog breeds (Ful-
ler, 1967). Although variation in activity is a
conspicuous part of the postisolation syn-
drome, changein social behavioris probably
of greater significance. Therefore these ex-
periments will be discussed in Chapter 11.

ACTIVITY IN FRUIT FLIES

In the section on phototaxis in drosoph-
ilid flies (pp. 94 to 98) we considered the
problem of distinguishing among the ef-
fects of light on orientation, direction of
movement, and rate of locomotion. In the
chapteron social behavior we shall encounter
a similar difficulty in separating genetic ef-
fects on basal, or “spontaneous,” activity
from effects on specifically sexual responses
to other flies. Actually, the concept of spon-
taneity is hard to define, since one can never
exclude the possibility that an animal is re-
sponding to some external stimulus. About
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the best one can do is to reduce stimula-

tion as much as possible andstill retain the

capacity to observe behavior.

Ewing (1963) applied the technique of ge-

netic selection in a heterogeneous stock of

Drosophila melanogaster in order to change

the rate of migration of flies along a series of

linearly arranged chambers equipped with

devices to discourage backtracking. Replicate

selected lines for high and low activity were

established; all separated clearly from unse-

lected controls. H-line flies were faster than

L-line flies in dispersing from the center

of a circular field, but the lines did not dif-

fer when single individuals were tested in

a fly-sized version of the open field. Ewing

concluded that he had actually selected H-

line flies for greater reactivity to neighboring

flies. He also found that L-line flies were

more reluctant to crawl through the one-way

gates between chambers, even in a forward

direction.
In an attempt to circumvent these con-

founding factors, Connolly (1966) testedflies

individually in an open field and scored the

number of squares entered in 10 minutes.

Separation of high- and low-activity lines was

rapid, and h? was estimated from parent-

offspring regression as 0.51 + 0.10. In three

other situations line differences in activity

were consistent with the results in the open

field.

It does appear that the concept of a basal

level of spontaneous, or at least of minimally

stimulated, activity has some geneticvalidity

for fruit flies. Such activity may be a com-

plicating factor in evaluating the specificity

of genetic differences in many formsof be-

havior. Actually in all mobile animals loco-

motor activity is a prerequisite for exploring

the environment and often for responding

adaptively to it. One suspects that basal ac-

tivity would generally be subjected to sta-

bilizing selection, since either extremely

high or low levels would be maladaptive. At

the same time, retention of genetic variabil-

ity would be advantageous to species like

fruit flies which are exposed to a variety of

conditions that may require different modes

of responsefor survival. Such variability pro-

vides a substrate for rapid artificial selection

in the laboratory.

HABITAT PREFERENCE

Habitat preference is included in_ this

chapter because it involves individual reac-

tions to external stimuli that are important in

the adaptive process. The existence of such

preferences is almost universal. Even the

most widely distributed species avoid un-

suitable environments; some species are re-

stricted to rare niches that limit their num-

bers severely. Human beings seem to be an

exception, but they have spread widely over

the earth by modifying the environmentarti-

ficially rather than by genetic adaptation to

specific conditions. Animals can modify their

environment to a degree by constructing

shelters, but their capabilities in this regard

are limited and rather stereotyped in any one

species.

Presumably the behavioral traits that

underlie habitat choice are the outcomeof a

long evolutionary process. For our purposes

it is interesting to look at behavioral differ-

ences between subspecies that occupydiffer-

ent geographical areas and show distinctive

life-styles. An example is the white-footed

mouse, Peromyscus maniculatus, which has

been divided into a variety of subspecies

that are mutually interfertile. Some of these,

such as P.m. bairdii, inhabit open prairie;

others, such as P.m. gracilis and P.m. arte-

mesiae, live in wooded areas and are semi-

arboreal. Are these life-styles encodedin the

genotypes of these subspecies, or are they

culturally transmitted? An answer to this

question may be sought by looking at habitat

preferences in animals that have been born

and reared in laboratories.

Harris (1952) constructed two connecting

artificial indoor environments, a “grassland”

containing manila folders cut into strips and

fastened to the floor, and a “woodland” con-

taining sections of tree trunks with intact

bark. Food, water, and activity wheels were

available in both, and devices were inserted

to measure the time spent in the two habi-

tats. Given this choice, P.m. bairdii was pre-

dominantly active in grassland, P.m. gracilis
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in the forest. Some form of genetic encoding
seems to be operating.

Someyears later the effects of prior experi-
ence on habitat choice of the prairie species,
P.m. bairdii, were observed (Wecker, 1963).
Animals exposedto simulated grassland early
in life chose it over forest in

a

later test: those
with similar early experience in forest failed
to show any preference. Apparently the ge-
netic program wasstill present but could be
overridden by early experience. One could
also interpret the result in terms of genetic
constraints on learning; thus P.m. bairdii im-
prints more readily on stimuli that resemble
the habitat of its ancestors.
These results on habitat choice may be

compared with earlier experiments on the
geotropic orientation of several Peromyscus
subspecies (Clark, 1936). At the age of 11 to
12 days whentheir eyesarestill closed, mice
crawl upward when placed on an inclined
plane. The young of semiarboreal subspecies
oriented at a lower angle of inclination than
did the young of grassland subspecies, such
as P.m. bairdii. At steeperinclinations semi-
arboreal subspecies pointed more directly
upward. These responses seem to presage
adaptation for climbing later in life.

Habitat choice probably involves both per-
ceptual and motor components. It would be
well worth while to conduct genetic experi-
ments more complex in design than simple
comparisons between subspecies. The re-
sults of crosses could, perhaps, throw light
on the nature of the selective processes that
have shaped the ethogramsof these closely
related groups which have differing life-
styles.

SUMMARIZING STATEMENTS

Genetic variation has been foundin a great
variety of behaviors that we have included
under the broad heading of temperament.
Although we have concentrated our attention
on research with laboratory rodents because
of its abundance and because its data have
been subjected to the most extensive genetic
analysis, similar results can certainly be ob-
tained with other species.
The hypothesis of a genetically influenced

unidimensional gradient extending from non-
reactivity (or low emotionality) to high reac-
tivity (or high emotionality) has been both
strongly supported and cogentlycriticized. It
seems reasonable that in a variety of situa-
tions an individual who is generally easily
aroused will behave differently from an im-
passive one. Considerable data confirm this
belief. However, factor analysis and simple
correlational studies indicate that as we in-
crease the kinds of observations we make on
a subject, the more dimensions are needed
to describe its behavior. There probablyis a
dimension of threshold behavioral arousal
that pervades almost any transaction be-
tween an animalandits environment, but in
any specific situation so manyfactors are in-
volved that generalization to another situa-
tion is difficult.
Much of the observed data can be ex-

plained by postulating that all members of a
species possess a common behavioral reper-
toire, or ethogram, each element of which is
elicited by appropriate stimuli. Some ele-
ments, such as defecation in the rat, are
evoked by almost any stimulusif it is novel.
Others such as hoarding require rather spe-
cial stimuli and are strongly influenced by an
animal's physiological state. In every indi-
vidual there is a priority system that deter-
mines the elements of the ethogram which
are activated in any situation. These pri-
orities are not the sameinall individuals, and
they may change as an animal becomes fa-
miliar with a situation. The priority system is
affected by both genotype and experiential
history.

If this conceptis correct, the goal of deter-
mining a specific number of dimensions of
temperament is probably impossible to at-
tain. Dimensions or factors may represent
similarities between test situations in their
capacity to evoke particular responses, rather
than the existence of generalized motiva-
tional states labeled emotionality, timidity,
or exploratory drive. The organization of the
genotype may be more nearly cognate with
the elements of the ethogram than with di-
mensions of temperament. If every geno-
type is capable of guiding developmentof the
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total ethogram, how shall we accountfor in-

dividual differences? Primarily through pos-

tulating variation in the thresholds for the

separate components and secondarily by not-

ing that at a given instant only one element

can be fully expressed. Presumably natural

selection has favored establishment of these

thresholds at levels that are adaptivein situa-

tions most likely to be encountered.

In this formulation generalized traits cor-

respond more to aggregations of responses

that occur together because they have been

selected as a group than they doto responses

that are associated because they have a com-

mon physiological basis or depend on the

same genes. Of course, the latter possi-

bility is not excluded, but we need moredata

on genetic correlations from heterogeneous

stocks and from properly designed selection

experiments before it can be accepted. Thus

there is unfinished business in the behavior-

genetic analysis of temperament. But regard-

less of differences of opinion regarding theo-

retical formulations of the relationship be-

tween genes and temperament, one can be

sure that heredity has an important role in

producing emotional variability among indi-

viduals.
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Social behavior of animals

Social behavior occurs whenever members
of a species communicate andreact with each
other. A minimal amountof social behavior
is necessary for all bisexual species; males
and females mustassociate,at least briefly, to
ensure fertilization of eggs. Most species
have morethan this minimal amountof social
interaction, but it is still largely concerned
with reproduction and care of the young.

Social behavior has been classified in a
numberof ways, but no one system has been
universally adopted. Ourclassification is sim-
ilar to that of Scott (1958), but it is more re-
strictive. Five categories are recognized as
reasonably distinct, although a particular act
may be considered to belong in more than
one.

Affiliative behavior results in the forma-
tion of relatively permanent groups that may
be as small as a mated pairor aslarge as a
flock of sheep or a hive of bees. The term so-
cial species is reserved for animals that char-
acteristically live in groups larger than a
mated pair with their immature offspring.
The cohesion, permanence, and degree of
cooperation and coordination among mem-
bers of such social groups vary widely.

Sexual behavior includes courtship, mat-
ing, and postmating activity. In some species
it is associated with pair bonding, a special
type ofaffiliative behavior that may beter-
minated only by the death of a member.

Care-giving, or nurturant, behavioris usu-
ally provided by parents, although in the so-
cial insects it is the function ofsterile fe-
males. In many vertebrates nurturanceis the
special responsibility of females, but there
are numerous examples of participation by
males. Unfortunately, in the animal species
most studied by behavior geneticists, the
male's role in caretaking is minimal.

Care-soliciting behavior is particularly
characteristic of immature birds and mam-
mals. With nurturant behavior, it forms part
of a complementary system.

Agonistic behavior includes fighting, con-
ciliation, retreat, and submission. It is asso-
ciated with competition for resources such as
shelter, mates, and food.

Affiliation may lead to cooperative behav-
ior in which animals act together as though
for a common goal, for example, the con-
struction of a beaver dam, the killing of a
moose by a wolf pack, or the feeding of
nestling robins by both parents. Cooperative
behavior increases the fitness ofall coopera-
tors and should be favored by natural selec-
tion. All forms of social behavior just defined
are essentially cooperative, with the excep-
tion of agonistic behavior. Usually in the lat-
ter the fitness of one individual is increased
at the expense of another's. Nevertheless,
some agonistic behavior is cooperative, as
when the membersofa pride of lionsact to-
gether in excluding a nomadic male from
their territory. On the whole, however, the
nature of the selective process differs for
agonistic behavior as compared with other
forms of social behavior. The question as to
whetherselection for cooperative social be-
havior acts only on individuals or also on
groups as a whole has been hotly debated. A
discussion of this issue and the related one
of the genetics of altruism can be found in
Wilson (1975).

Setting aside the debatable issues of group
selection and altruism, it is clear that social
behavior is the mostcritical factor producing
differences in success in leaving progeny and
thus contributing genes to the next genera-
tion. Thus strongselective forces should have
led to dominanceofthe genetic determinants

187
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for adaptive social behavior. The conse-

quence would be relatively low heritability

for social psychophenes. Still, it is unlikely

that genetic variation would be completely

lost. And even small variations in sexual be-

havior that lead to assortative mating or to

failure to find a mate have potential for

changing the genetic structure of a popula-

tion in important ways.

As we review the genetics of social be-

havior, we inevitably encounter the compli-

cation of considering the phenotypesof two

or more genotypesat the same time. To some

extent we can look at each participant sepa-

rately, relegating the others to the status of

environmental stimuli, but this is not a com-

pletely satisfactory solution. This issue, with

special emphasis on agonistic behavior, has

been discussed by Fuller and Hahn (1976).

Two basic approaches have been used in

studying the genetics of social behavior.

First, there is the traditional methodology

of experimental behavior genetics: strain

comparisons, intercrossing, mutant compari-

sons, and selection. The objective of such

investigations is to understand the social be-

havior of present-day species. The second

approachis through sociobiology, a fusion of

population genetics, ecology, and animal be-

havior bound together by evolutionary the-

ory. Its objective is the understanding of

speciation and the evolution of adaptive so-

cial communication and organization. These

two lines of endeavor have developed almost

independently but seem to be coming closer

together. Because the timescales of evolu-

tionary change and of laboratory experi-

mentation are so disparate, it is likely that

some separation of these two approacheswill

continue. Cross-fertilization of ideas between

practitioners of each kind of research will be

helpful to both.

MATING BEHAVIOR IN

DROSOPHILA

The genetics of mating behavior has been

most intensively studied in the numerous

species of Drosophila. Much of the research

has been motivated by a desire to learn more

about the role of mate selection and sexual

vigor in evolution. The availability of a vari-

ety of closely related species facilitates this

endeavor. More recently attention has been

given to the heritable physiological factors

underlying mate preference.

Courtship and mating vary somewhat

among Drosophila species (Spieth, 1952), but

the following account based on Drosophila

melanogaster will suffice for our purposes

(Bastock and Manning, 1955, Bastock, 1956).

The reactions of a male-female pair are de-

scribed, although the initial part of the male

courtship may be directed toward another

male. The whole affair can be characterized

as promiscuous activity by the male fly and

discriminative passivity on the part of thefe-

male. A male about to court approaches a

prospective mate and taps her with his fore-

legs. After a varied interval of seconds or

minutes, courtship proper begins. The male

orients to the prospective partner, facing

her if she is quiet or following if she moves.

He vibrates the wing on the side nearest the

partner for a few seconds. Several bouts of

“singing” may occur. The male then licks the

genitalia of his partner and attempts to

mount. If these blandishments have been di-

rected at an unreceptive female or at a male,

the courtship ends abruptly as the partner

moves away or kicks at the suitor. A recep-

tive female stands, spreads her vaginal

plates, and copulation follows quickly. Fe-

males are receptive from about 2 days after

eclosion (emergence from the pupal case) up

to a maximum of about 20 days (Manning,

1967a). After copulation, females are gener-

ally unreceptive for a period.

From these distinct sex roles two general

principles emerge. Successful mating re-

quires adequate courtship to make the fe-

male receptive, and differences in the vigor

and pattern of the male’s performance will

determine whether he succeeds in transmit-

ting his genes to the next generation. The fe-

male’s part is also important. We shall see

that she can be discriminating on the basis of

her suitors genotype and even on the basis

of whether he belongs to the minority or ma-

jority of a group of assorted types of wooers.

Since genetic variation in mating behavior



has been found in both sexes, analysis of the
causes of success or failure in reproduction
are often complex.

Speed of mating

A simple quantitative measureofsexual ac-
tivity is the speed of mating. Manning (1961)
placed fifty pairs of an outbred stock of Dro-
sophila melanogaster in a bottle and with-
drew pairs as they copulated. The first ten
pairs mating and thelast ten pairs were sepa-
rated, and each line wasselectively bred for
twenty-five generations. Fast-mating, slow-
mating, and control lines were maintained in
duplicate. Selection was successful with a re-
alized heritability of about 30% overthefirst
seven generations. Hybrids were intermedi-
ate, indicating a predominantly additive
mode of inheritance. Whenselection wasre-
laxed, mating speeds fluctuated, but thelines
retained the characteristics for which they
had been selected.

Correlated behavioral changes accompa-
nied selection for mating speed. Somewhat
unexpectedly when moved to a new environ-
ment, the slow-mating lines were more skit-
tish and much more active than the fast
maters. Extreme distractibility rather than
reduced interest in sex seemed to explain
much of the reduction in mating speed.
However, as evidence of increased sexual
arousal in the fast-mating males, they
courted their own reflections in the appa-
ratus, a behavior not observed in the slow
maters. Selection also modified the females:
slow maters rejected males more frequently.

In an effort to disentangle the effects of
joint selection on the two sexes, procedures
were developed for selecting fast- or slow-
mating males as tested with standard un-
selected females. Slow-mating females were
also selected on the basis of their recep-
tivity to standard males (Manning, 1963).
Selection for fast-mating males and for slow-
mating females wasineffective, but a line was
produced consisting of slow-mating males
with females only slightly changed. The
striking difference between these two selec-
tion experiments points out the complica-
tions of the genetic analysis of social behav-
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ior. Since there is a complementarity of re-
sponses between the participants, and since
the roles of the sexes are different, there are
several ways in which mating speed can be
varied. Increased general activity may in-
crease mating speed of males; the sameshift
in females decreasesit.

Diallel analyses of mating speed have been
reported by Parsons (1964) and Fulker
(1966). Parsons found that hybrids mated
more quickly than inbreds and that fewer of
them remained unmated. Highly significant
general combining effects were found (char-
acteristics of a strain associated with all its
crosses), plus somewhat weakerspecific com-
bining effects (evident in some crosses but
not in others). Fulker’s data were analyzed
by the Hayman-Jinks procedure and were
described in Chapter 5 (Fig. 5-7). In both di-
allels the finding of dominance for short la-
tency to copulation and of heterosis for the
same measure suggests a history of selection
for rapid mating.
Genes modifying mating speeds are wide-

spread in natural D. melanogaster popula-
tions. Significant differences were found be-
tween flies recently collected from the wild
at two Australian stations (Hosgood and Par-
sons, 1965). Hybrids betweenthe flies from
the two sites had intermediate speeds. In
every instance the males behavior ap-
pearedto be the factor controlling latency of
copulation. Why the populationsdifferis not
known with certainty, but there are marked
differences in rainfall at the two collection
localities, which could have led to different
physiological adaptations.

Duration of copulation mayalso have a re-
lationship to fitness, since the amount of
sperm transferred could affect the numberof
offspring. Inbred lines of D. melanogaster do
differ on this measure, and a 4 x 4 diallel
cross detected significant general combining
ability for this characteristic (MacBean and
Parsons, 1967). It is also possible to select for
both short and long duration of copulation:
the behavior of male flies seems to be the
critical factor.

Research on the speed of mating has also
been pursued intensively with the western
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American species, D. pseudoobscura. This

species is of particular interest because its

natural populations are a mix ofvarying types

of chromosomal arrangements. By inbreed-

ing it is possible to produce lines with only

one arrangementpresent. Flies in these lines

are all homokaryotes; F,; hybrids between

such lines are heterokaryotes. The propor-

tions of the various karyotypes in natural

populations are relatively constant, suggest-

ing some homeostatic mechanism. Is it be-

havioral? The answer appears to be yes.

Whenforty-seven lines of homokaryotic flies

of five different arrangements weretested for

mating speed, a clear association was found

between rapidity of mating of a karyotype

and its frequency in nature (Spiess and

Langer, 1964). In the most commonarrange-

ments (AR and ST) about 60% mated in an

hour, in intermediate frequent karyotypes

(CH and TL) the corresponding figure was

45%, and in the rare PP variety only 20% had

mated within an hour. Thecaseis strong that

differences in mating speed are important in

maintaining a balance of genetic polymor-

phisms. The situation is complex, however,

since mating propensity is transmitted het-

erotically (heterokaryotes mate more rapidly

than their homokaryotic parents), and such

situations lead to equilibria based on the fit-

nesses of the two homokaryotes (Chapter4).

Chromosomal arrangements are not the

only genetic factors affecting mating speed in

D. pseudoobscura. Strains of the same karyo-

type differ significantly in mating speed and

in duration of copulation (Parsons, 1967b). A

polygenic system appearsto be acting in con-

junction with the karyotypic controls.

Fast- and slow-mating lines of D. pseudo-

obscura have beenselected by Kessler (1968,

1969). The rapid responseto selection within

five generations indicates considerable addi-

tive variance for the trait. When males and

females of different lines were placed to-

gether, the female’s behavior was the chief

determinant of mating frequency. As shown

in Table 11-1, the combination of fast fe-

males and slow males is nearly as efficient

as the fast/fast combination. The slow fe-

male/fast male pairs were only half as effec-

Table 11-1. Mating efficiency of crosses

of selected lines of Drosophila

pseudoobscura*

  

  

 

     
Mating

combination Number

of
Meanpercent mated

     
   Females

Control Control 6 52 +6 64 + 4

Fast Fast 6 7343 79 +3

Slow Slow 6 17+3 96 + 4

Fast Slow 9 61+ 3 71+4

Slow Fast 9 299 + 3 37 +5

 

*From Kessler, S. 1968. The genetics of Drosophila

mating behavior. I. Organization of mating speed in

Drosophila pseudoobscura. Anim. Behav. 16:485-491.

tive. In this case, being discriminatingly

passive is more important than being indis-

criminatingly active.

It should be clear by now that research

on the matingefficiencyoffruit flies is not an

exotic form of voyeurism but a way to under-

standing some ofthe principles of behavioral

evolution. Insofar as mating speed is con-

cerned, Parsons (1974) has summarized the

current state of knowledgeas follows:

1. There is strong natural selection for

rapid courtship and copulation by males.

2. Fast matings seem to be controlled by

male behavior; in slower matings the dis-

criminative role of the female becomes more

important.

3. Mating speed is positively correlated

with fertility and fecundity.

4. In Drosophila mating speed is probably

the most important componentofindividual

fitness.

Ethological, or sexual, isolation

Important though male vigor and female

receptivity may be to individualfitness, their

genetic consequences depend on who mates

with whom. A species is defined as a closed

population whose membersshare a gene pool

and may freely interbreed. Closely related

species may interbreed, but their hybrids are

generally disadvantaged and do not perpetu-

ate themselves. Therefore the gene pools re-

main distinct. In the so-called sibling spe-



cies, morphological differences are so slight
that taxonomists may havedifficulty in dis-
tinguishing them. Nevertheless, hybridiza-
tion in nature appearsto be rare even though
it occurs readily in a laboratory setting when
males and females of each sibling type are
confined together. Given a choice, however,
matings are predominantly between con-
specifics. In contrast to species, races and
subspecies are open populations between
which geneflow is potentially free. The dis-
tinction is a rather fine one because the very
existence of different forms of a species im-
plies a degree of genetic separation. If there
are barriers to gene transfer betweenraces,
they might be expected in time to become
separated enough to becometrue species.

The restriction, either complete or par-
tial, of interbreeding between races and re-
lated species is known as sexual, or etho-
logical, isolation. Individuals do not mate,
even though they come in contact with po-
tential mates. A degree of isolation exists
within a population when homogamic mat-
ings are preferred to heterogamic ones. Sex-
ual isolation is therefore a form ofassortative
mating, and it can vary quantitatively from
complete separation (as between species) to a
small statistical bias in favor of like mating
with like. An excellent review of this topic is
available in Petit and Ehrman (1969).

Evidencefor selective mating and isolation
is obtained through three types of experi-
ments: male choice, in which one kind of
male is placed with two types of females; fe-
male choice, in which one type of femaleis
placed with two types of males; and multiple
choice, in which males and females of two va-
rieties compete for mates in a free-for-all.
Male choice is an inaccurate designation,
since it is the female who generally exer-
cises such discrimination as exists in Dro-
sophila courtship.

Several quantitative indices have been de-
vised to measure the degree ofisolation be-
tween genetic groups. A simple and widely

Isolation index =
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used formula devised by Stalker (1942) is

_C-AI=
C+A
 

where C is the percentage of conspecific fe-
males inseminated, and A the percentage of
alien females inseminated. An index of +1
indicates complete isolation; one of 0, no iso-
lation; and one of —1, exclusive cross-mating.
Given unlimited time, all the females might
be inseminated; therefore, experiments of
this type should be terminated when 50% of
the females have mated. Since the index may
vary dependingon the typeofmale used,itis
customary to determine separate values for
type 1 and type 2 males andcalculate a joint
isolation index

(I, + I,)
I; = 2

where the subscripts refer to the type of
male tested with a mix of type 1 and type 2
females. Differences in the mating propensi-
ties of the females can be measuredby:

(I, = I,)M =
2

For multiple-choice experiments the for-
mula of Malagolowkin-Cohen, Simmons, and
Levene (1965) is appropriate. Let the
strains be designated 1 and 2;let x11, x15, X01,
and Xz. designate the number of matings of
each type, wherethefirst subscript refers to
the male and the second to the female part-
ner; and let N = xy; + xy + X91 + X09. Then
the isolation index, when there are equal
numbers of all types, is I = (x1, + xo —
Xy2 — Xo1)/N. This formula can berestated as
shown below.
Whenthe proportions of the two strains

are not equal, the formulas must be suitably
modified. Levene’s solution as presented by
Ehrman and Petit (1968) allows the calcula-
tion of an isolation index, a male selection in-
dex, and a female selection index from the
same data. Let there be m, malesofstrain 1,

number of homogamic matings — numberof heterogamic matings

NETineMatings

~

numberofheterogamicmatings

total numberof matings
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m, males of strain 2, n,; females of strain 1,

and n, females of strain 2. Also let the ob-

served number of matings of each type be

X11, Xp, Xo1, and x»9, where the subscripts are

defined as before. For each x,, through x2»,

calculate an x’ as follows: xj, = xy,/mnq,

Xj9 = Xy2/MNy, XQ, = Xo1/Myny, and Xx =

X5/MsN»y. This step corrects for the unequal

numbers of individuals in the four classes.

Three indices calculated from these data are:

[ (Xt1 + X22)/(x1: )|*
[ (Xt1 * Xt2)/( 22) |”
[ (xia * X21) )|”

Sexual isolation has been demonstrated in

manyspecies and subspecies of Drosophila,

among them D. prosaltans (Dobzhanzky and

Streisinger, 1944), D. virilis (Spieth, 1951),

D. equinoxialis (Hoenigsberg and Santi-

banez, 1960b), D. obscura (Dobzhansky,

Ehrman, and Kastritsis, 1968), and D. per-

similis (Spiess and Yu, 1975). Mayr (1970)

writes, “Ethological barriers to random mat-

ing constitute the largest and most important

class of isolating mechanismsin animals.” As

an example of the findings, we shall briefly

summarize experiments with D. paulistorum

(Ehrman, 1964). This species complex ranges

from Guatemala to southern Brazil and Trini-

dad. It is divisible into seven races that are

morphologically similar, though chromo-

somally distinguishable. Even though the

ranges of these races overlap to some extent,

matings between them are rare. When they

do occur, the male offspring are sterile, the

females fertile. Although the form of the

courtship appears similar in all races, there is

a clear preponderance of homogamic matings

in both male- and female-choice experi-

ments. This preference for ones own race

has the advantage of preventing the wastage

of gametes that would result from indiscrimi-

nate mating. The degree ofisolation is vari-

able and is probably polygenically deter-

mined. The degree of genetic difference be-

tween groups rather than their geographical

separation in nature seemsto bethecritical

factor affecting the strength of isolation.

Ethological barriers were least strong be-

tween the widely distributed Transitional

Isolation index (Z;) 5

Male selection (Zy)

Female selection (Zr)
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race and the other races whose ranges sur-

roundit.

One might expect that where races of D.

paulistorum coexist in an area, natural selec-

tion might favor sexual isolation, whereas in

areas where the races do not come into con-

tact, no such pressure would exist. Ehrman

(1965) made an experimental test of this hy-

pothesis by looking at sexual isolation be-

tween the races under two conditions. A

series of multiple-choice experiments be-

tween pairs of races was set up in which

each race was represented by either sym-

patric or allopatric strains. The sympatric

strains had originated in areas where the two

races overlapped; the allopatric strains came

from regions where only oneof the races was

found. As shown in Table 11-2, the isolation

coefficients are consistently higher in the

sympatric than in the allopatric combina-

tions. Ehrman concludes that the races are

incipientspecies and that behavioral isolation

is an important factor in keeping their gene

pools separate.

In a similar study of the D. obscura group,

ethological isolation was not proportional to

morphological or chromosomal differences

among the species, to their ability to pro-

duce fertile hybrids, or to their geographical

separation (Dobzhansky, Ehrman, and Kas-

tritsis, 1968). Sexual isolation may arise from

selection acting against heterogamic matings

that produce infertile or otherwise disadvan-

taged offspring; it may also be a residue of

past selection or a nonspecific byproduct of

genetic divergence through random drift or

selection for an unrelatedtrait.

Selective mating: effect on gene

frequencies

Do the results of mate-choice tests enable

us to predict the outcomeofnatural selection

operating on a genetically heterogeneous

population? It is possible to simulate natural

selection by placing a known mix of geneti-

cally differentflies in a population cage and

following the change in gene frequencies

over a period of time. If the mating success

of the various genotypesin the mix is known,

one can see how importanta part it plays in
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Table 11-2. Isolation coefficients for sympatric and allopatric crosses between
races of Drosophila paulistorum*

ssII

Is

Races crossed Sympatric crosses Allopatric crossesa

Amazonian vs. Andean

Amazonian vs. Guianian

Amazonian vs. Orinocan

Andean vs. Guianian

Orinocan vs. Andean

Orinocan vs. Guianian

Centro-American vs. Amazonian

Centro-American vs. Orinocan

0.86 + 0.05 0.66 + 0.07
0.94 + 0.03 0.76 + 0.06
0.75 + 0.06 0.61 + 0.07
0.96 + 0.03 0.74 + 0.07
0.94 + 0.03 0.46 + 0.08
0.85 + 0.05 0.72 + 0.07
0.68 + 0.07 0.71 + 0.07
0.85 + 0.05 0.73 + 0.07eee

*From Ehrman, L. 1965. Direct observation of sexual isolation between allopatric and between sympatricstrains of
the different Drosophila paulistorum races. Evolution 19:459-464.

the selective process. Merrell (1949) made
quantitative estimates in D. melanogaster of
the effect of four sex-linked recessive muta-
tions on mating success. The mutations were
placed on a common background, both
singly andin all possible combinations. Male-
choice and female-choice experiments were
conducted,andthe results were evaluated by
the types of offspring produced. The use of
genetic markers in such experimentsis illus-
trated by the following example (Table 11-3).
A wild-type female heterozygous for rasp-
berry (ras) was placed with wild-type and
raspberry males. The typesof offspring that
result from the success of each male in
achieving insemination are shownin the bot-
tom half of the table. By isolating the females
after mating and determining the phenotypes
of their offspring, the proportional success of
the two kinds of malesis readily determined.

Female-preference experiments showed
that wild-type males were much more suc-
cessful in mating than yellow males and mod-
erately more successful than cut or raspberry
males. Forked males were equal to wild-type
in success. In general the effects of multiple
mutant genes were additive, although ct ras
males were superior to ct or ras males. The
behavior of the females was primarily re-
sponsible for nonrandom mating. Whereap-
parent male choice was found, it could be
moreplausibly interpreted as the rejection of
less vigorous males by less receptive types of
female. Hence the male was more success-
ful in his courtship of the more receptive fe-

Table 11-3. Determination of mating
success in competition between raspberry
and wild-type males*

 

Males

Phenotype Raspberry Wild-type
Genotype ras/Y +/Y

Gametes

ras Y + Y

 

Gametes ras

|

ras/rast ras/Y ras/+  ras/Y
from test
female +

1

ras/+ +/Y +/+ +/Y

 

“From Merrell, D. J. 1949. Selective mating in Dro-
sophila melanogaster. Genetics 34:370-389.
tThe appearance of phenotypically ras females among
the offspring indicates mating success of the mutant
male.

male, though he did not choose her. In line
with this interpretation, male choice was
most evident in the less vigorous males; fur-
thermore, it was consistently in the same di-
rection for all males tested with the same
choice of females. Merrell concluded that
within D. melanogaster mutants there is se-
lective but not assortative mating. In a later
experiment, Merrell (1953) showed that the
relative rate of elimination of mutant genes
from a population was predictable from the
effects of each gene upon success in mating.
Generally similar findings have been re-
ported by Hildreth (1962) and Hildreth and
Becker (1962).
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The possibility that inbreeding could lead

to sexual isolation was investigated in D.

melanogaster by Hoenigsberg and Santi-

banez (1960a). Male-choice experiments

were conducted with three phenotypically

wild-type inbred Oregon strains and with

two outbred stocks, Oregon and Samarkand.

Outbred males showed a veryslight prefer-

ence for homogamic matings. Inbred males

oriented and displayed more strongly to fe-

males of their own line, and inbred females

tended to reject outbred males. It appears

that genes capable of producing sexual isola-

tion are present within wild-type populations

of D. melanogaster and that their effects can

be madevisible by inbreeding.

Frequency-dependent mating preference

Sexual selection in Drosophila is not sim-

ply a matter of female preference for one

type of male courtship over another. Whatis

now called frequency-dependent mating, or

the rare male effect, was brought to the at-

tention of geneticists by Petit (1958). She

found that when wild-type and mutant male

D. melanogaster competed for females under

uniform conditions, one or the other variety

had a consistent advantage and obtained a

disproportionate share of females. However,

the degree and even the direction of the ad-

vantage varied systematically with changes

in the ratio of mutant to wild-type male. In

general, as a variety of male becamerare,its

relative mating success becamegreater.

Petit devised a coefficient of mating suc-

cess to compare competitive ability as the

proportions of males changed. Let A = the

number of females inseminated by mutants,

and a = the numberof mutant males in the

competition; similarly, let B = the number

of females inseminated by wild-type males,

and b = the number of wild-type males in

the competition. Then the coefficient of mat-

ing success for the mutant K = (A/B)-

(b/a). When the two kinds of males have

equal success, K = 1; when the mutants

have an advantage, K > 1; and when they

are disadvantaged, K < 1. In general, K was

greater than 1 only when the mutant males

were relatively rare.

Frequency-dependent mating is not a pe-

culiarity of mutants that are rare in nature. It

has been demonstrated in the chromosomal

variants of D. pseudoobscura (Ehrman,

1966); in three related tropical species, D.

willistoni, D. tropicalis, and D. equinoxialis

(Ehrman and Petit, 1968); and in wild-type

laboratory strains of D. melanogaster (Tardif

and Murnik, 1975). Minority advantage is

shown when flies from distant localities are

tested together, even though the mating pro-

pensities of the two populations are equal

(Spiess and Spiess, 1969).

It is clear that frequency-dependent mat-

ing helps to preserve genetic diversity. As a

gene becomes rare, the mating success of

individuals bearing the gene increases; the

result is a dynamic equilibrium with the two

types of male coexisting in a relatively fixed

ratio. The processis illustrated in Fig. 11-1,

where the convergence of frequencies of two

eye-color genes that were started in two

separate populations is shown. Although the

ratios of or:pr in the original populations

were 80:20 and 20:80, respectively, they

came together at an approximately 50:50 ra-

tio within ten generations (Ehrman, 1970b).

100:0

80:20

60:40

or
:p
r

40:60

20:80

0:100

1 2 3 4 5 6 7 8 9 10

Generation

Fig. 11-1. Convergence of gene frequencies over

ten generations for orange (or) (m) and purple

(pr) (e) in two populations of Drosophila pseudo-

obscura. Individuals with the rarer phenotype

have an advantage in mating competition, so that

populations starting with a preponderance of

either gene tend to move toward the same equi-

librium frequencies. (From Ehrman, L. 1970.

Proc. Natl. Acad. Sci. U.S.A. 65:345-348. )



Frequency-dependent mating implies
more than the ability to recognize the dif-
ference between genotypes. The female fly
must also have some way of knowing which
males are rare. She must gain this informa-
tion rather rapidly because the mating tests
last only a few minutes. Although several
sensory modalities could convey the neces-
sary information, research has centered on
chemical means. Rare males lose their mat-
ing advantage when theair of their mating
test chamber has been drawn overa large
aggregation of males of their own type (Ehr-
man, 1966, 1969). Introducing acetone or
petroleum ether extracts from the rare-type
male flies just prior to a mating test also
abolishes the rare male advantage. Theactive
substance is probably a lipid or a steroid
(Ehrman, 1972; Leonard, Ehrman, and
Schorsch, 1974). Previous sexual experience
also has a modifying effect on female selec-
tivity. Older females (“widows”) tended to
mate with males of the same type as their
previous consort, thus either enhancing or
neutralizing the rare male effect, depending
on the female’s previous experience (Pruzan
and Ehrman, 1974).
Pheromones, neurons, and hormones.

The chemicals that inform female Drosophila
of the relative abundance ofrival males are
functionally classed as pheromones, chemical
transmitters of information between mem-
bers of a species. Their importance extends
beyond the rare-male effect to sexual isola-
tion in general. Sexual isolation between the
sibling species D. melanogaster and D. simu-
lans is diminished by surgical excision of
cutaneous chemical sensillae (Manning,
1959). Averhoff and Richardson (1974) found
that in D. melanogaster, individuals were
sexually unresponsive to their own phero-
mones and to those of close relatives. Air-
borne substances from alien strains were
effective in arousing male courtship. They
suggest that the diversity of pheromones,
coupled with a tendencyfor negative assorta-
tive mating, helps to prevent inbreeding in
small populations. Even flies may have incest
taboos.

The importance of the genotype of the
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brain in regulating sexual organization in
Drosophila has been known for manyyears.
In male-female mosaic flies, behavior fol-
lows the sex of the brain rather than that of
the genitalia (Morgan and Bridges, 1919).
The switch-on of female receptivity that oc-
curs about 2 days after eclosion is associ-
ated with stimulation of the brain by hor-
mones from the corpora allata (Manning,
1967a). When D. simulans wereselected for
slow mating, it was found that the effect
was due to insensitivity of the brain to the
hormone rather than to a deficiency in the
corpora allata (Manning, 1968). A polygenic
system appears to control the level of sensi-
tivity of the brain to the hormone (Manning
and Hirsch, 1971). We shall see in

a

later sec-
tion that a similar situation exists in mam-
mals.
The emphasis placed on chemical, tactile,

and vibratory stimuli in Drosophila courtship
varies among the manyspecies of this genus
(Spieth, 1952). Thus in D. subobscura and
D. auraria, mating doesnot take place in the
dark. In the virilis group, wing vibration is
apparentlyeffective at a longer distance than
in other species and an odor-dispersing func-
tion of wing vibration is postulated for D.
persimilis and D. pseudoobscura. The wing
vibrations (“courtship songs”) are also pat-
terned differently and probably function in
maintaining the separation of these species
(Ewing, 1969). The form of courtship songs
are also correlated with the mating pro-
pensity of crosses among D. melanogaster,
D. simulans, and their hybrids (von Schilcher
and Manning, 1975). The light-dependent
mating of D. subobscura apparently reflects
the importance of visual communication be-
tween males and females of this species
(Maynard Smith, 1956). Clearly, genetic
factors affect mating through many different
mechanisms.

Summary

This sampling of research on the sexual
behavior of Drosophila demonstrates the
ubiquity of genetic variation among. indi-
viduals of a local population, amongraces of
the same population, and among the species
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that comprise this widely distributed genus.

The relationship between genes and behav-

ior is reciprocal and dynamic. Different

geneslead to different kinds of behavior; dif-

ferent kinds of behavior affect mating success

and mate choice; hence behavior determines

the kinds of genes that survive. Two kindsof

forces seem to operate: the first restricting

crossbreeding that would produce disad-

vantaged hybrids, and the second promoting

genetic heterogeneity among the members

of natural breeding populations.

CRICKET SONG: GENETIC

CONTROL OF COMMUNICATION

The calling songs of crickets, so familiar a

part of summer evenings in manyparts of the

world, are actually a part of male courtship.

The chirps andtrills of each species have a

genetically programed pattern that enables

females to identify conspecific males and re-

spond to them. Where the pheromones and

wing vibrations of Drosophila function for

communication over distances measured in

millimeters, the strong voices of crickets

carry for many meters. The relatively large

size of crickets, our detailed knowledge of

their nervous system, and the ease with

which sound patterns can be recorded, ana-

lyzed, and played back makes this group

ideal for the study of relationships between

genes, neurophysiology, and behavior.

The complex songs of two Australian spe-

cies of field crickets, Teleogryllus oceanicus

and T. commodus, have been studied most

intensively from a genetic point of view

(Bentley, 1971; Bentley and Hoy, 1972,

1974). In T. oceanicus the song consists of a

chirp followed bya longtrill of paired pulses;

in T. commodus the chirp andthe initialtrill

are fused, and the elements of thetrill are

briefer and closer together than in T. oce-

anicus. Fig. 11-2 depicts the sound-pulse

patterns of both species and thoseof their hy-

brids. Therigidity of genetic control is shown

in three ways: (1) individuals of the same

genotype havealmostidenticalcalls that vary

little under different conditions, (2) different

genotypes each have characteristically differ-

ent songs, and (3) these characteristic songs
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Fig. 11-2. Sound pulse patterns in the malecall-

ing songs of Teleogryllus oceanicus (A), T. com-

modus (F), and their hybrids. The songs are com-

posedof phrases that start with a single 4-6 pulse

chirp followed by a series oftrills containing 2 to

14 pulses, depending on genotype. Each record

shows a complete phrase starting at the left and

ending at the arrow, where a second phrase be-

gins. The barat the bottom spans0.5 second. The

hybrid songs shown are T. oceanicus 2 xX F, 6 (B),

T. oceanicus 2 XT. commodus 6 (C), T. com-

modus 2° X T. oceanicus & (D), and T. commodus

@ x F, 6 (E). Hybrid songs are generally inter-

mediate to their parents in such features as num-

ber of sound pulses pertrill and numberoftrills

per phrase. (From Bentley, D. R. 1971. Science

174:1139-1141. Copyright 1971 by the American

Association for the Advancementof Science.)

are produced by individuals who have never

heard them. Traits with practically no en-

vironmental variance are ideal for genetic

analysis; they are rare in the realm of be-

havior, but cricket songs meet the require-

mentperfectly.

Bentley and Hoy made precise measure-

ments of the time intervals between various

parts of the song and analyzed the inheri-

tance of each parameter. In general the val-

ues obtained for hybrids were intermediate

to those of their parents, an indication of ad-

ditive gene action. No parameter appearedto

be controlled by segregation of alleles at a

single locus. The differences in the calling

songs of the reciprocal hybrids (Fig. 11-2, C
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T. commodus ¢
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Hybrid songs (3)

T-2 T-1

Hybrid female phonotaxic response
2 (T-1 or T-2)

Fig. 11-3. A phonotaxis experiment with hybrid female Teleogryllus crickets. Subjects were F,
hybrids of two types: T. oceanicus ° X T. commodus 3 (T-1) and T. commodus ¢ x T.
oceanicus 3 (T-2). Male songsof siblings of both types were recorded and played back si-
multaneously to females. Female choice of song was demonstrated by walking toward one or
the other speaker in a single test. A significant majority of positive responses were madeto
the songsofsiblings. The representation of parental songs is for information only; they were
not used in the experiment. (From Hoy, R. R., J. Hahn, and R. C. Paul. 1977. Science 195:
82-83. Copyright 1977 by the American Association for the Advancement of Science.)

and D) indicate that some of the genes af-
fecting song pattern are located on the X
chromosome(in crickets, males are XO, fe-
males XX). But no single feature of the song
could be designatedas entirely sex-linked;all
were multichromosomally and_ therefore
polygenically regulated. Even in this case of
extreme genetic determinism thereis no iso-
morphism between the elements of genetics
(genes) and the elements of behavior(specif-
ic motor patterns).

Malescall and females respond. The dis-
criminative response of females is as genet-
ically determined as the song pattern of
males. This has been elegantly shown in an
experiment in which female F, hybrids (T.
oceanicus female X T. commodus male: T,)
and females from the reciprocal cross (T.
commodus female X T. oceanicus male: Ts)

were given a choice of responding to the
recorded songof either the T, male or the T,
male (Fig. 11-3) (Hoy, Hahn, and Paul,
1977). Both types of F, females showed a
clear phonotactic preference (66% to 76%) for
the songs of their siblings over those of the
reciprocal cross males. Since the differences
between the songs of the two F,s are small
compared with those of the parental species,
the results are particularly striking and indi-
cate a very precise tuning of the female’s
receptor-analyzer system. The results also
imply that production of song by males and
reaction to it by females have a commonge-
netic basis. Complementary selective pro-
cesses have resulted in producing identical
neural rhythmicity in both sexes; how this
rhythm is expressed behaviorally is deter-
mined by the genes that determine sexu-
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ality. Hoy, Hahn, and Paul (1977) speculate

that the coupling of female response to male

song may be dueto either “feature detectors

in the female brain tuned to some specific

critical characteristic of the song or to an

auditory template against which the pattern

as a whole is matched.

The neural circuits underlying the song

patterns are not functional at hatching; the

elements appear in an ordered, prescribed

sequence over the last four molts. Nymphs

in the final instar before adulthood can gen-

erate nearly perfect patterns of motor dis-

chargeforall types of songs, but the neurons

whose rhythmic discharge produces the

songs are inactive in the nymph unless the

mushroom bodies (inhibitory centers) are

extirpated.

Hybridization techniques have also been

used to investigate the organization of the

neural system that generates the rhythms.

Mostcricket calls consist of a series of evenly

spaced chirps; within each chirp is a series of

evenly spaced pulses emitted necessarily at a

rate faster than the chirp rate. Question: Is

there one basic rhythm (the fast sound-pulse

rate) that periodically halts briefly because of

someintrinsic “fatigue” that produces a re-

fractory period and thus separates the call

into chirps? Or are there two interacting cen-

ters, one for the pulse rate and the other for

the chirp rate? Bentley and Hoy (1972)

crossed chirping and nonchirping species of

the genus Gryllus in an attempt to answer

the question. In one of the chirping species

they found evidence for two rhythm-generat-

ing systems; in another the hypothesis of a

single oscillator fits the data better. Two

points can be madefrom theseresults. First,

behaviors that appear to be similar, for ex-

ample, the generation of chirps, may have a

different physiological basis even in closely

related species. Second, genetic techniques

can be valuable in analyzing complex neuro-

physiological characteristics.

The cricket research on mating behavior

goes beyond the Drosophila studies in the

elegantanalysis of the neurological correlates

of the behavior that produces sexual isola-

tion. Differences in sound patternsare easier

to quantify than differences in pheromones,

although progress in chemistry of the phero-

mones will surely add to our knowledge of

the physiological basis of selective mating

and sexual isolation in fruit flies. Both sets

of data demonstrate the extent to which sexu-

al isolation has played a role in evolution. For

additional examples of the genetics of mat-

ing behavior, we turn to the vertebrates. We

shall find stereotypy of mating behavior near-

ly as great as that of the insects just con-

sidered, but in some species a somewhat

greater influence of early experience on mat-

ing preference and, in others, illustrations

of the unfortunate consequences of mixing

the elements of two different functional pat-

terns in hybrids.

VERTEBRATES

Behavior and sexualisolation

The method of hybridizing closely related

species and observing the courtship behavior

and mating effectiveness of the hybrids can

be applied to vertebrates as well as insects.

Stereotypy is characteristic of the mating be-

havior of most vertebrates just as it is of in-

vertebrates: furthermore, each species has a

characteristic courting ritual readily recog-

nizable by an experienced observer. The two

examples which follow demonstrate that the

species pattern as a wholeis critical for the

mating success of prospective partners. In

hybrids these patterns tend to be disrupted,

and the bits and pieces that remain are not

very effective.

Interspecific hybrids between the platy-

fish, Xiphiphorus maculatus, and the sword-

tail, X. helleri, can be producedin the labora-

tory, although they do not interbreed in na-

ture. Fertilization is internal, and the male

courtship patterns are highly specialized. In

the mating tests swordtails, platyfish, and the

F, hybrids were tested with females of their

own genotype (Clark, Aronson, and Gordon,

1954). Males of other generations were

tested with platyfish females who play a

rather passive role during courtship. This

technique also avoids complications caused

by segregation of behavioral traits in both

Sexes.
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Table 11-4. Precourtship patterns of behavior in platyfish, swordtail, and hybrid males*

     Genetic group Numberobserved

Platyfish 33
Swordtail 21
F, (P x S) 5
F, (F, x F,) 61
F, x P 10
Fi, x § 10

 

  Percentage showing indicated behavior

    

0 73 0
71 0 95
0 20 40

15 23 67
10 10 0
40 0 90

 

*From Clark, E., L. R. Aronson, and M. Gordon. 1954. Mating behaviorpatterns in two sympatric species of Xiph-
ophorin fishes: their inheritance and significance in sexual isolation. Bull. Am. Mus. Nat. Hist. N.Y. 103:135-226.

The precourtship behaviorsof the two spe-
cies are clearly differentiated. Platyfish males
peck at the sand in the bottom of the test
aquarium; swordtail males nibble at the fe-
male. In later stages platyfish males approach
the female, then suddenly back away with
body limp andfins folded, a sequence known
as retiring. In swordtails the males approach
the female by swimming backward and
touching her with thetips of their tails. The
distribution of these four behavior patterns
is shown in Table 11-4. The numberoftested
F,s was small because the sex ratio in these
hybrids strongly favors females. No simple
Mendelian ratios were obtained for the oc-
currence of any form of behavior in the hy-
brids, but in the backcrosses and the F,
there are clear indications of genetic influ-
ence on the display patterns.

Howeffective were the mating displays of
the hybrids? These can be evaluated in terms
of the percentage of observation periods with
each type of male during which the male in-
seminated a female: platyfish, 80%; sword-
tail, 39%; F,, 64%; F,, 24%: backcross to
platyfish, 9%; and backcross to swordtail,
0%. The backcross males were sexually
aroused but seldom coordinated the ele-
ments of their display into an effective pat-
tern.

Our second example of the inheritance of
courtship display in interspecies hybrids
comes from the observations of Sharpe and
Johnsgard (1967) on two ducks, the mallard
(Anas platyrhyncos) and the pintail (Anas
acuta). These species, though sympatric, sel-

dom hybridize in nature, although the hy-
brids are fertile. Sharpe and Johnsgard suc-
ceeded in rearing 16 pintail-mallard male F,
hybrids to an age at which they could be in-
tensively studied with respect to plumage
characteristics; for 11 of these a compre-
hensive analysis of courtship display was
made from film records.

Rating scales were constructed for both
the structural and the behavioral character-
istics, with a score of 0 corresponding to the
mallard phenotype, and higher scores to the
pintail phenotype. The maximum possible
scores were 20 for plumage and 15 for court-
ship behavior. Fig. 11-4 shows the distribu-
tion of the two ratings for the 11 males from
whom complete data were obtained. It is ap-
parent that plumages range from very good
mallard (bird U) to very good pintail (birds
D, L, K, and W), with others intermediate.
There is a similar wide spread in the behav-
ioral indices. Birds R, V, and F courted like
mallards; birds K and W wereindistinguish-
able from pintails in their mating display.
The significant correlation (r = 0.756) be-
tween the two indices indicates either that
some genes influence both kindsoftraits or
that “plumage genes” and “courtship genes”
are linked.

All hybrids accurately performed indi-
vidual display components that are common
to the two ancestral species. Display pat-
terns that differ slightly between pintail and
mallard were performed by the hybrids in an
intermediate form. Display elements charac-
teristic of only one species were exhibited
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Fig. 11-4. Correlation between plumage and mat-

ing-behavior indices obtained for eleven F,

mallard-pintail hybrids. The lower end of both

scales represents the mallard phenotype; the up-

per end, the pintail. The positive correlation is

significant. (From Sharpe, R., and P. Johnsgard.

1967. Behaviour 27:259-272. )

by some hybrids in perfect form and were

completely absent in others. No displays

were observed that are not part of the com-

bined mallard-pintail repertoire.

Despite the evidencefor the inheritance of

complex action patterns, no copulations by

the hybrids were observed. As a group they

displayed less than did their mallard and pin-

tail male associates in the research area. Hy-

brids also tended to display to each other

rather than to the available mallard and pin-

tail females. The reasonsfor the lack of sexual

competence in these hybrids are not com-

pletely known and are undoubtedly complex.

It is clear, however, that sexual isolation

based on disruption of intersexual communi-

cation plays an important role in keeping

these two duck species separate. Although

the genetic system has not been studied in

detail, it seems to be polygenic.

Effects of experience on choice

of mate

There was a hint in the Drosophila litera-

ture that prior experience could modify mate

choice (Pruzan and Ehrman, 1974). One

might expect that the effects of experience

would be greater in vertebrates, where

learning plays a more important role than it

does in insects. Mating preference in blue-

snow geese is a well-studied example; field,

laboratory, and theoretical investigations

have been coordinated to yield a coherent

picture of a complex phenomenon.

Blue and snow geese are color phases of

Anser caerulescens, a North American spe-

cies that breeds in Northern Canada. The

color dimorphism is so distinct that the two

phases were originally classified as separate

species, and the birds of mixed parentage

and intermediate plumage were considered

to be interspecific hybrids. Observations in

the field and laboratory have confirmed that

there is only one species and that the color

dimorphism is due to segregation ata single

locus (Cooke and Cooch, 1968). BB and Bb

birds are blue; bb are white. However, domi-

nance is incomplete; some Bb birds are dif-

ferentiated from homozygotes by a few white

feathers.
Field observers had noted that assortative

mating according to color was prevalent on

the breeding grounds and hypothesized that

exposure to the plumageofits parents might

imprint a gosling with a color preference that

persisted up to the second year, when pair

bonding usually occurs. To test this hypoth-

esis, 300 goose eggs were collected in the

wild and hatched in incubators. The young

goslings were placed 10 hours after hatching

with either blue-, white-, or pink-dyedfoster

parents for 4 weeks (Cooke, Mirsky, and

Seiger, 1972). The young birds were then

merged into a large flock and later tested for

color preference by observing their approach

to white, pink, or blue unfamiliar adults in a

choice apparatus. Even though in the mixed

flocks the goslings had become acquainted

with a range of colors, they showed a clear

preference in the test for individuals like

their foster parents.



As a follow-up, field and laboratory stud-
ies were conducted to learn if these early
preferences carried through to adult court-
ship and mating (Cooke, Finney, and Rock-
well, 1976). At a large breeding colony in
Manitoba, goslings were marked with color-
coded bands that identified the phenotypes
of their parents. In later years a numberof
these banded birds returned to the same
breeding area and selected their own mates.
From the information on the bands it was
possible to determine the relationship be-
tween parental color and color of the selected
mate. In the eighty-seven pairs of knownpar-
entage observed over 2 years there was a
strong tendency for geese of white parentage
to mate with whites andfor those of blue par-
entage to mate with blues (p < 0.025). Simi-
lar results were obtained with incubator-
hatched birds reared in confinement with
either white, blue, or mixed foster parents.
The birds reared by blue-white foster par-
ents mated randomly bycolor; those reared
by matched pairs of foster parents favored
the parental color for their mates. When
youngbirds were rearedin large mixedflocks
where they were exposed to both color
phases during development, mating was ran-
dom with respect to color (Cooke and
McNally, 1975).

Selective mating based on imprinting of
the parental phenotype has also been re-
ported in pigeons (Warriner, Lemmon, and
Ray, 1963). Seiger (1967) used computer sim-
ulation to predict the influence of this pro-
cess on the genetic structure of populations.
Given a one-locus, two-allele system with
dominance, as in Anser_ caerulescens,
there are two possibilities: (1) one allele is
eliminated, or (2) the population splits along
the lines of the phenotypic difference that is
crucial to the imprinting process. Of course,
reaching either of these outcomes maytake a
long time, particularly if imprinting is less
than 100% effective and if birds who do not
find their ideal mate (one like mother and
father) mate with any surplus potential
spousesthat are available.

Assortative mating in mice. The house
mouse provides another exampleofthe influ-
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ence of early experience on mating prefer-
ence. Mainardi (1963a) reported that sexually
mature female laboratory mice (Mus muscu-
lus domesticus) that had been reared with
both parents approached males of their own
strain more readily than males of a distantly
related subspecies, M. m. bactrianus. Fe-
males reared by their mothers alone showed
no such discrimination between types of
males. Mainardi proposedthat infant female
mice are imprinted on their fathers and that
sexual preference inlaterlife is influenced by
this experience. When the sametypeoffe-
male-choice experiment was conductedlater
with twostrains of domesticus, an outbred
Swiss stock and inbred C57BL, there was a
small but significant preference for approach
to the alien type of male (Mainardi, 1963b).
No such preferences were shown by males
given a choice of females. A positive effect
of association with parental characteristics
was also found when young females were
reared withartificially perfumed parents and
later allowed to choose between similarly
perfumed and ordinary males (Mainardi,
Marsan, and Pasquali, 1965). It should be
noted that in these studies social attraction
rather than actual mating was observed. The
results, however, are consistent with those of
similar experiments with Drosophila in
which avoidance of heterogamic mating is
characteristic of female choice between own-
strain males and those of a different race,
whereas heterogamic matings are more fre-
quent when the choice is between very
closely related and moderately related males.

Further evidence for assortative mating in
mice comes from series of experiments in-
volving four inbred strains and a heteroge-
neous stock (Yanai and McClearn, 1972,
1973a,b). Female preference for males of an
alien strain was found in two of the four
strains tested (Table 11-5). The occurrenceor
nonoccurrence of choice by a strain of fe-
males depends on what the options are.
C57BL females mated equally with their own
strain or with BALB males but showedclear
choice between other combinations. The
heterogeneous females mated equally well
withall types of males, indicating that sexual
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Table 11-5. Female mating preferences

in four inbred mouse strains*

     
  

 

Choice of malest
Strain

of female  
BALB(B) 0 0 N N
DBA (D) N + + N
C5S7BL(C) 0 N + +
C3H (C3) N N N 0

*From Yanai, J., and G. E. McClearn. 1973. Assortative

mating in mice. II. Strain differences in female mating

preference, male preference, and the question of pos-

sible sexual selection. Behav. Genet. 3:65-74.

t0, no evidence of female choice; +, female shows

preference for alien male; N, combination not tested.

competence was reasonably equal in all

strains used.

BALB and DBAfemales and females from

F, crosses between these strains were reared

with either DBA or BALBfosterfathers. Fe-

males raised with DBA males had a strongbi-

as against other DBA malesin a preferential

mating test. No such tendency for negative

assortative mating was shown by the females

reared with BALB males. The female's own

genotype had little influence on choice of

mate. Even in these simple mammals, the

complexities of mating choice are fascinating-

ly complex. Choice appears to be lawful, but

neither genetic nor environmental deter-

minism provides an adequate explanation.

Variability of sexual competence

Sexual competence is certainly one of the

major components of Darwinian fitness, and

it must be favored by natural selection in all

vertebrates. By now, however, one should

not be surprised to learn that considerable

variation in the vigor and patterning of sex-

ual behavior can be found within a species.

The genetics of mating behavior in chick-

ens has drawn considerable attention be-

cause ofits importance to commercial breed-

ing. Wood-Gush (1958, 1960) demonstrated

the heritability of mating ability in cockerels

and selected high— and low-—sexual activity

lines. He found that in a standard test the

high strain achieved twice as many copula-

tions as the low strain. Raising the cockerels

in single-sex or mixed-sex flocks had abso-

lutely no effect on mating scores. Administra-

tion of exogenous testosterone did not im-

prove mating success in either the high or

the low line. A search for behavioral and

physiological correlates of the selection pro-

gram failed to detect evidence of hormonal

insufficiency in the low-mating line; neither

did the lines differ in aggressiveness.

In another long-term program of selection

for male mating behavior, cockerels were

tested eight times with different pullets se-

lected from a standard outbred control stock

(Siegel, 1965, 1972). The use of several ran-

domly chosen individuals for evaluating sex-

ual behavior is particularly appropriate for a

polygamousspecies like the domestic fowl.

As a criterion of selection, the Cumulative

Number of Completed Matings (CNCM) was

employed; other behavioral and physiological

measures were taken from time to time.

Phenotypic changes were slow in the early

generations, but a good response was evident

by S4, and it continued through S,;, when a

major report was published (Siegel, 1972).

Over the eleven generations the CNCM in-

creased in the high line from 6.4 to 15 and

fell in the low line from 6.4 to 3.2. This ap-

pears to reflect a better response for the up-

ward selection, but when the data are stan-

dardized by taking account of differences in

the variances of high and low scores and dif-

ferences in the intensity of selection in the

two directions, realized heritability upward

is 0.16 + 0.02 and downward, 0.32 + 0.07.

The considerable heritability evident after

eleven generations of selection indicates that

much additive genetic variance remained.

High CNCM scores were correlated posi-
tively with volume of semen;as in the study

by Wood-Gush (1960), no association was

found between matingability and aggressive-

ness.
All possible crosses between the twose-

lected lines and the control line were made

in order to analyze the genetic system regu-

lating male sexual behavior. (Cook, Siegel,

and Hinkelmann, 1972). The results were

interpreted as indicating that two different



genetic systems were involved, one in the
high-line selection and the other in the low-
line selection. Progress towards high CNCM
scores was dependent on numerous genes,
each with small additive effects. Selection for
low scores seemedto involve a smaller num-
ber of genes, generally with dominant ef-
fects and some of them sex-linked.

Genetic analysis of guinea pig sexual be-
havior. The stereotyped behavior of the male
guinea pig is particularly suitable for genetic
studies, since reproductive behavior of indi-
viduals is qualitatively and quantitatively
consistent over long periods of time (Grunt
and Young, 1952, 1953). The sexual activity
of male guinea pigs varies greatly among in-
dividuals. By the use of a rating scale, males
were classified as high, medium, and low
drive, then castrated and retested. All sub-
jects becamesexually inactive within a short
time. Injections of testosterone propionate

restored sexual behavior in every individual,
but only to the level characteristic of that
individual preoperatively. Amount of hor-
monewasnotthecritical factor in producing
individual differences; instead, it was the
somatic response to the hormone. Variation
in the sensitivity of the somatic structures
to androgenic hormonescould be dueto en-
vironmental or genetic factors or to a combi-
nation of the two.
The importance of genetic factors was

shown in a comparative study of male sex
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behaviorin three strains, two inbred and one

outbred (Valenstein, Riss, and Young, 1954).

Ontherating scale both inbred strains scored
lower than the heterogeneous stock. A more
detailed comparison between the behavior of
the two inbred strains was made by compar-
ing the frequency of specific elements of
courtship and mating. The results, summa-
rized in Table 11-6, show a numberofsig-
nificant differences between the strains. In
general, strain 2 devoted more effort to pre-
liminary courtship, whereas strain 13 spent
more time in behaviorclosely related to cop-
ulation.

In other experiments the sexual behavior
of females was investigated (Goy and Young,
1956-1957). Subjects from the two inbred
lines and the heterogeneous stock were
spayed and broughtinto heat by injections of
estradiol benzoate followed by progesterone.
This procedure eliminated problems due to
asynchrony in the normal estrus cycle. The
indicator of estrus waslordosis (arching of the
back when the animal was clasped). Table
11-7 summarizes the major findings on five
measures. Significant strain differences were
found in every category of behavior except
the percentage of individuals brought into
estrus.

In an experiment in which the dose ofes-
tradiol benzoate wasvaried, the larger doses
produced a quicker and longer-lasting re-
sponse butdid not alter the vigor of the be-

Table 11-6. Comparison of inbred strains of guinea pigs on separate components
of male sexual behavior*

Frequency of observed behavior per minute

 

Sniffs, Abortive

Group nibbles Nuzzles mounts

Family 2 0.797 1.089 0.465

Family 13 0.839 0.731 0.287

t 0.220 2.840 2,24

p — 0.010 0.03

Difference favors — Family 2. Family 2

 

Sum

of all
Mounts Intromission Ejaculates scores

0.162 0.107 0.007 2.627

0.346 0.174 0.019 2.396

2.630 1.300 2.500 1.010

0.020 — 0.020 —

Family 13 — Family 13 —

 

*From Valenstein, E. S., W. Riss, and W. C. Young. 1954. Sex drive in genetically heterogenous and highly inbred
strains of male guinea pigs. J. Comp. Physiol. Psychol. 47:162-165. Copyright 1954 by the American Psychological
Association. Reprinted by permission.
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Table 11-7. Strain differences in responses of female guinea pigs to estradiol

benzoate plus progesterone”

    Mean score on tests of sex behavior

Strain 2 15 3.4 7.2 15.9 1.0 97.8

Heterogenous 21 3.9 4.3 11.7 7.3 96.8

Strain 13 17 3.7 3.0 25.2 37.7 90.2

Description of measures

(1) Time in hours between progesterone injection andfirst lordosis

(2) Numberof hours during which lordosis was elicitable

(3) Duration of maximum lordosis in seconds

(4) Number of malelike mounting attempts

(5) Percentage of females brought into heat by hormones
I

9859890800099

«From Goy, R. W., and W. C. Young, 1956-1957. Strain differencesin the behavioral responses of female guineapigs

to alpha-estradiol benzoate and progesterone. Behaviour 10:340-354.

havior itself. These results were interpreted

as signifying that, as in males of this species,

individual differences in sexual behavior de-

pend on the somatic response to hormones.

Presumably the structure involved is the

brain.
The differences between the females are

more striking than those found in the males

of the same strains. Interestingly, the mea-

sures of vigor (duration of estrus, duration of

lordosis, and mounting by the female) tend to

be higher in the inbred than in the random-

bred females. There may be compensatory

selection for sexually receptive females in

stocks whose males are lacking in sexual

vigor.

A set of classical Mendelian crosses be-

tween strains 2 and 13 provided subjects for

an analysis of the modeofinheritance of sex-

ual behavior in males (Jakway, 1959) and fe-

males (Goy and Jakway, 1959). F, females

were like strain 2 in having a short latency

and long duration of estrus. They were inter-

mediate to the parental strains in the dura-

tion of lordosis responses and in the number

of mounts. Hypotheses for the modeof in-

heritance of each element of mating behavior

were proposed; all are regardedas tentative.

Goyand Jakway concluded that “the vigor of

the mating patterns as we have come to view

it is not inherited as a unitary trait, but rather

as a separate set of genetic factors for each of

the genetically independent behavioral ele-

ments.
Amongthe male groups the F, was clearly

superior in mating competenceto its inbred

parents and to the other hybrid groups. The

F,s were much less variable than other

groups. One would expect from classical ge-

netic theory that the F, would be more ho-

mogeneous than the F, and backcrosses be-

cause of genetic segregation in the latter

groups. This explanation cannot apply to the

greater phenostability of F,s relative to their

inbred parents, since all three groupsare ge-

netically homogeneous. The F; is, however,

the most heterozygousof the tested groups,

with one strain-2 allele and one strain-13

allele for every locus at which the twostrains

differ. Heterozygosity seems to lead to in-

creased vigor, and perhaps the sexual success

of vigorous males is relatively independentof

random environmental factors. Jakway's

careful analysis demonstrates the inadequacy

of classical quantitative genetics for measur-

ing the genetic parameters of complex behav-

ior. Since genotype strongly affects develop-

mental homeostasis (that is, the degree to

which environmental perturbations are

modulated so that development proceeds

along a predetermined course), and since

this effect of a genotype on variation cannot



be distinguished from the effect of having
multiple genotypes within a group, there is
no clear rule for assigning variance to the en-
vironmental or genetic categories in experi-

ments with inbred strains. This judgment
may be too harsh for behaviors that do not
show the strong heterotic and homeostatic
characteristics that are found in the sexual
performance of male guinea pigs. Neverthe-
less, caution should be observed in applying
simple genetic models to behavior.

Interaction ofgenetic and experientialfac-
tors. Guinea pigs of different genotypes re-
spond differently to sex hormones as mea-
sured by the activation of courtship and mat-
ing behavior. Do theyalso react differently to
experiential factors? Valenstein, Riss, and
Young (1955) reared malesof strains 2 and 13
and an outbred stock under two conditions:
(1) isolation at the age of 25 days and(2) rear-
ing with a group of females. At the age of 77
days a series of tests with estrous females be-
gan. The percentage of males ejaculating
during the tests were strain 2: isolates 6%,
group reared, 84%; strain 13: isolates 0%,
group reared, 57%; and heterogeneousstock:
isolates, 71%, group reared, 100%. Condi-
tions of rearing had a much greater effect
in the inbred than in the outbred groups.
However, when heterogeneous males were
isolated at 10 days of age, their performance
as adults was significantly inferior to that of
socially reared males. The difference be-
tween heterogeneous and inbred animals was
not in their need for social experience but in
the age range during which the experience
was effective.
The possibility that the performance of

strain 13 males might be improved by pro-
viding them with large doses of an androgen-
ic hormone during early developmentwasal-
so tested. No effect of the hormone was ob-
served in an isolated group, but a small im-
provement was found among the social-
reared subjects. The sexual composition of
the social group in which males were reared
had no effect on their later mating perfor-
mance.
The experimenters believe that their re-

sults accord with the hypothesis that sexual
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competence involves two semi-independent
processes, arousal and organization. The ef-
fective organization of sexual responsesis de-
pendent on social experience during certain
periods of development. These experiences
are of a general nature and are not specifi-
cally sexual. Strain differences in the organi-
zational process are related to the rate at
which animals mature enoughto profit from
association with other animals. In this sense
males of the heterogeneous stock mature
earlier than inbred males. The arousal com-
ponent, as shown overtly by sexual responses
in the presence of an estrous female, is not as
much affected by experience. Isolated males
were obviously aroused in the test situation
but did not organize their responses into a
coherent, effective pattern. Strain 13 ap-
peared to be genetically deficient in the
arousal component, even under optimal so-
cial and hormonalconditions.
Mating behavior in the house mouse: ge-

netic aspects. Most genetic research on the
sexual behavior of Mus musculus has been
concentrated on inbred strains and their hy-
brids. Males have received the most atten-
tion, probably because of their more active
role in courtship. McGill (1962) observed
C57BL, BALB, and DBA malesplaced with
same-strain females in hormonally induced
estrus. Sixteen quantitative measuresof fre-
quency, latency, and duration of specific be-
haviors were obtained, and from these a de-
scription of the characteristics of each strain
was constructed. C57BL males mate rapidly,
have a high frequency of intromissions, and,
on the average, reach intromission in one

third the time required by BALB males.
DBA males have difficulty in gaining and
continuing intromission, but once it is
achieved, they ejaculate quickly. BALB
males are slow to mount, require manyintro-
missions before ejaculation, and spend much
time rooting (burrowing under the female
and lifting her). The same type of analysis of
the sexual biogram was madeon hybrids be-
tween the three strains, and a genetic analy-
sis was carried out on each of the sixteen
measures (McGill and Blight, 1963b). The re-
sults of the analysis are too complex to sum-
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marize briefly. The flavor of the findingsis

contained in two principles enunciated by

McGill (1970): (1) “Conclusions regarding

such genetic parameters as modeof inheri-

tance, heritability or degree of genetic deter-

mination are specific to the strains studied, ©

and (2) “Genetic conclusions reached in any

particular experimentare specific to the total

environmental conditions of that experi-

ment.
McGill’s second principle was based on the

outcome of experiments on the duration of

the postejaculatory refractory period for male

sexual activity. Male mice of different geno-

types who had recently ejaculated were re-

tested with estrous females at regular inter-

vals until a second ejaculation was observed

(McGill and Blight, 1963a). The median

elapsed time before a secondejaculation oc-

curred was 96 hours for C57BL males and

only 1 hour for DBA and C57BL x DBAhy-

brids. Apparently, there was an extraordi-

narily large strain difference in an important

aspect of sexual competence. The finding was

unexpected, since C57BL males reproduce

well in breeding colonies. This fact provided

a clue for a repetition of the experiment with

one modification (McGill, 1970). This time

the mating tests were conducted in the

male’s home cage instead of in a special ob-

servation chamber. Nowthestrain difference

in the duration of the refractory period dis-

appeared. The C57BL malesin their own fa-

miliar territory returned to courtship within

an hour after copulation, just as the DBA

males did. How important environmentis.

But environmental determinism is not the

answer. There is a real difference between

the sexual behavior of DBAs and C57BLsin

the observation chamber; the difference

must be genetic, and it needs an explana-

tion.

In another series of experiments a search

was made for genetic influences on the re-

tention of the ejaculatory reflex after castra-

tion (McGill and Tucker, 1964; McGill and

Haynes, 1973). In the first study conducted

in the glass observation chamber, 0/11

C57BL males, 3/11 DBA males, and 9/12 F;,

males ejaculated at least once after castra-

tion. One hybrid male wasstill showing the

reflex 60 days after surgery. In the second

study F, and F, hybrids maintained an ejac-

ulatory reflex much longer than did the in-

bred parents. The subjects were tested in

their home cages, and the C57BL disadvan-

tage found in the first experiment was no

longer seen.

McGill and Haynesraised a question for

physiological psychologists. It is generally

taught that the sexual reflexes of males are

more hormone dependentin rodents than in

carnivores and primates. There is even a

name for this phenomenon: cerebralization.

The term implies that the cortex of larger-

brained species has taken over the role per-

formed by hormonesin smaller-brained spe-

cies. But from a geneticist’s point of view, the

data base on which the generalization is built

is flawed. Researchers on sexual behavioraf-

ter castration have used outbredstocksofpri-

mates and carnivores and inbredorpartially

inbred stocks of rodents. Are the differences

found attributable to family and species char-

acteristics or to the differences in amount of

inbreeding? The difference in hormone de-

pendency between hybrid and inbred male

mice in McGill and Haynes's study is as

great as that between different orders of

mammals. Certainly caution is advisable in

promulgating laws based on small, unrepre-

sentative samples of a species.

The same potential risk of overgeneraliz-

ing from results with a limited sample of the

genotypesof a species is demonstrated by an

experiment on the modification of the sexual

and agonistic behavior of female mice by neo-

natal injections of androgen or estrogen

(Vale, Ray, and Vale, 1973). Ten of nine-

teen strain comparisons ofbehaviors in which

any hormonal effect was detected showed a

genotype-environment interaction. That is,

the direction or intensity of the hormonalin-

fluence differed significantly among the

strains tested.

Genetics and sexual behavior in

animals: summary

The genetics of sexual behavior is almost

coextensive with population genetics. Every

Mendelian population is maintained in equi-

librium or changes its composition depend-



ing on the mating choices of its members.
Behavioralisolation is one of the most impor-
tant factors in speciation. The opposing ten-
dency for individuals to select mates that
differ slightly from themselves serves to
maintain diversity within populations. In
vertebrates early experience may be influen-
tial in later choice of mates. The genetic con-
trol of courtship vigor and female receptivity
seems to operate primarily on somatic sensi-
tivity to hormones (and possibly to phero-
mones) rather than on the supply and compo-
sition of the hormones. Probably the most
important organ mediating these genetic ef-
fects is the brain. Most of these principles
apply equally well to insects and to verte-
brates of several classes.

CARE GIVING AND CARE
SOLICITING

Although care giving and soliciting are
crucial to the survival of many vertebrates
and invertebrates, they have not been sub-
jected to genetic analysis in the same degree
as sexual behavior. Some of the maternal ef-
fects on temperament and social behavior
that are discussed in this and the previous
chapter are probably attributable to differ-
ences in the style of maternal care. For the
most part, however, experimenters have

been content with demonstrating that the
individual playing a parent role modifies the
behavior of the developing organism; just
how the modifications are accomplished is
seldom explained. Indeed, the analysis of the
nurturant relationship is difficult, since the
processes of observation and measurement
are likely to disturb the very function thatis
being observed.
The examples we have chosenfor this sec-

tion deal more with care giving than with
care soliciting. The first is concerned with

Van Scoy line, nonhygienic
Brown line, hygienic
F,, nonhygienic
F, female x brown male
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hygienic behavior in honeybees, the second
with broodiness in domestic chickens, and
the third with maternal care in several mam-
malian species.

Hygienic behavior in honeybees

In honeybees, as in many other hymenop-
tera, the larvae are cared for bysterile fe-
males, the workers. The discovery of genetic
variation in the nature of care giving in bees
cameabout by chancein the course of inves-
tigations on the nature of strain differences
in resistance to a contagious disease, Ameri-
can foulbrood, (Rothenbuhler, 1958; 1964a,
b; 1967). In the resistant Brown line, worker
bees uncovered the cells of diseased larvae
and removed them from the hive. Rothen-
buhler named this hygienic behavior. In a
susceptible line, Van Scoy, the workersleft
inoculated larvae in place, and the disease
spread quickly through the hive. When the
two lines were crossed, the F, workers were
nonhygienic. Backcrosses of F, queens to
Brown males yielded four types of colonies,
each descended from a single queen. In ap-
proximately one fourth of these colonies,
workers showed the complete hygienic pat-
tern; in one fourth uncapping was seen, but
the larvae were not removed;andin onehalf
neither component of hygienic behavior was
apparent. However, in half of these com-
pletely nonhygienic colonies, the workers re-
moved larvae after an experimenterhad re-
moved the cap. Thus there werein all four
phenotypic classes that appeared in approxi-
mately equal frequency in the backcross to
the Brown line. The data are compatible
with a dihybrid system in which uncapping
and removal are disrupted by two inde-
pendently assorting dominant genes. Roth-
enbuhler’s hypothesis can be illustrated as
follows:

Queens and workers Males

UURR UR
uurr ur
UuRr

Y%, UuRr (nonhygienic)
Ys Uurr (removeonly)
Ys uuRr (uncap only)
% uurr (hygienic)
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The most intriguing features of the Roth-

enbuhler experiments are the apparent

single-locus control of specific behavior pat-

terns and the clear separation of genetic con-

trol of two elements of a pattern that is func-

tional only when both are present. In the

case of cricket songs the discrete character-

istics of the calls were also found to vary

independently, but each element was under

polvgenic control; no segregating character-

istics were detected in hybrids (Bentley and

Hoy, 1972). Another puzzling feature of the

bee data is that the double-recessive geno-

type is the more fit. Almost universally,

genes promoting fitness are dominant, or

additive if selection favors an intermediate

phenotype. For these reasonsit is preferable

to consider U and R as genesthat disrupt a

behavior pattern rather than to designate

their alleles, uw andr, as genes that organize

uncapping and removal, respectively. Many

instances are known of point mutations that

disorganize the development of somato-

phenes and psychophenes. No gene has been

demonstrated to direct a complicated series

of motor responses that produce an inte-

grated behavior pattern. The very existence

of such a “master gene” seems incompatible

with our knowledge of gene action and neu-

rophysiology.

Broodiness in chickens

Economic interest has stimulated much

genetic investigation of broodiness in the do-

mestic fowl. Hens who do not take time out

from laying to incubate their eggs return

more money to their owner. Selection

against broodiness has been practiced for

vears, and certain breeds, White Leghorns,

for example, are known as nonbroody. Ac-

tually, if proper conditions are established,

most fowl of nonbroody strains can be in-

duced to incubate eggs (Burrowsand Byerly,

1938). There is no doubt, however, that the

threshold of stimulation necessary to pro-

duce broody behavior varies tremendously

among breeds. Many birds that are non-

broody during their pullet year become

broody later. This creates a problem when

geneticists try to fit individuals into a di-

chotomousclassification. Goodale, Sanborn,

and White (1920) noted that the strength of

the “broody character” might vary in two

ways: (1) in the frequency of broody epi-

sodes and (2) in the duration of the epi-

sodes. Obviously, broodiness seems to be

best considered as a quantitative character,

and one would expect it to be controlled by

many genes (Lerner, 1950).

The heritability of broodiness is indicated

by its response to negative selection over an

18-year period (Hays, 1933, 1940). The aver-

age number of broody episodes per broody

individual fell from 3.5 to 1.1, and the per-

centage of broody fowl in the stock was re-

duced from 86 to 5.

Hays reported no evidence for sex-linked

genes affecting broodiness, but several inves-

tigators have found the contrary. In fowl the

males are homogametic (ZZ), and the fe-

males heterogametic (WZ). Females mustre-

ceive their Z chromosomefrom their sire. If

this chromosome carries factors affecting

broodiness, the genotypeofthesire will have

a detectable influence on the offspring. The

data of many investigators as summarized in

Table 11-8 support the hypothesis of Z-link-

age. Autosomal factors are also involved. If

all broodiness-enhancing genes were Z-

linked, broodiness in dams and daughters

would be uncorrelated, since the female's

Z, chromosome goesonly to her sons. Kauf-

man (1948) found that 67% of the daughters

of broody mothers were themselves broody;

only 31% of the daughters of nonbroody

mothers wereclassified as broody.

It has been found repeatedly that no one

genetic mechanism accounts exclusively for

a particular kind of behavioral variation. Ap-

parently broodiness in some breeds is not

sex-linked. It seems certain that selection

against this trait has acted on different sets of

genes in various breeds.

Maternal behavior in mammals

Scattered observations have been made on

breed andstrain differences in the care-giv-

ing behavior of mammals. Ressler (1962) fos-

tered BALB/c and C357BL/10 mice on male-

female pairs of either their own or the alien
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Table 11-8. Results of reciprocal crosses between broody and nonbroody breeds of fowl*ee

Percent broody
Dam Sire offspring Referenceeee

Br. Leghorn Langshan 29 Punnett and Bailey, 1920
Langshan Br. Leghorn 50 Punnett and Bailey, 1920
Wh. Leghorn Cornish 88 Roberts and Card, 1934
Cornish Wh. Leghorn 37 Roberts and Card, 1934
Rh. Id. Red Plymouth Rock 40, 39 Knox and Olsen, 1938
Plymouth Rock Rh. Id. Red 12, 46 Knox and Olsen, 1938
Wh. Leghorn Plymouth Rock 42 Knox and Olsen, 1938
Plymouth Rock Wh. Leghorn 12 Knox and Olsen, 1938
Leghorn Greenleg 78 Kaufman, 1948
Greenleg Leghorn 0 Kaufman, 1948EEE

*Broody breedsare identified by italics.

strain. On 10 consecutive days the foster par-
ents were briefly removed from the breed-
ing cage, and the pupsshifted to the part of
the cage farthest from the nest. The parents
were then returned, and their time spent in
handling and retrieving the pups was re-
corded. Both strains of pups were morefre-
quently attended by BALB than by C57BL
adults. Both strains of adults handled BALB
pups more than C57BL pups. These differ-
ences may begenetic. They mayalso, as Res-
sler suggests, represent transgenerational in-
fluence such that the foster parents respond
to their adopted pups in the same manner
that their parents responded to them.

Differences in the time of building a nest
have been observedin races of domestic rab-
bits (Sawin and Curran, 1952: Sawin and
Crary, 1953). Females of race X characteris-
tically prepare a nest before giving birth,
whereas other races commonly defer nest
building until after parturition. Cannibalism
and scattering of the youngis more prevalent
in race IIIc than in other laboratory stocks.
In rabbits, as in other mammalian species,
inbreeding decreases the quality of parental
care.

Scott and Fuller (1965) observed in dogs
that basenji and cocker spaniel mothers spent

- more time nursing their pups than did their
F, hybrid daughters. At first thought, this
fact might be taken to indicate better care by
the purebred dams; more likely the differ-

enceis attributable to better milk production
of the hybrids. Their pups were more quickly
satisfied, ceased sucking(care soliciting) and
released the bitch for other activities, In
anotherstudy, basenji dams were moreeffec-
tive than females of other pure breedsin re-
trieving puppies taken from the nest. The
basenji is more primitive than the other dogs
with which it was compared.Its superior per-
formance maybe due toless inbreeding orto
the absence of mutations that have been per-
petuated in most dog breeds to achieve con-
formity to arbitrary physical standards.

Summary

Although care giving andcare soliciting are
extremely important in many species and
play a major role in the sociobiological ap-
proach to the evolution of cooperative be-
havior andaltruism, research on their genet-
ics is scanty compared with that focused on
sexual and agonistic behavior. One reason
may be that sexual and agonistic behavior
are more important in determining which
genesare transmitted from one generation to
the next. Furthermore, sex and aggression
have a peculiar fascination for humans, and
science,like literature, is a characteristic hu-
man endeavor.
But care giving and care soliciting are

more than the meansof ensuringthat a zy-
gote matures and reproducesin its turn. The
communication between giver and receiver
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provides an extragenetic transmission chan-

nel between parent and offspring, a channel

whose efficiency is probably influenced by

the genotypes of both participants. The ex-

tension of nurturant behavior beyond parent

and offspring is the basis of complex social

organization. It has two peaks, the social in-

sects and human beings, and is worthy of

more extensive genetic study.

AGONISTIC BEHAVIOR

Although animals maylive together peace-

fully for long periods of time, they often en-

gage in a considerable amount of competition

and even vigorous fighting. Sometimes dis-

plays such as the spreading of the peacock's

fan, the wren’s song, or the wolf’s growl and

bared teeth suffice to repel an intruder. But

display is not always enough. Lethal violence

among wild animals is more common than

some popular and scientific writers have im-

plied (Wilson, 1975). Wild animals, particu-

larly males, frequently bear scars from past

combats. Fighting is not the major occupa-

tion of any animal, but most vertebrates and

“many invertebrates are equipped to battle

with conspecifics for mates and with their

ownor alien species membersfor physicalre-

sources and food.

Fighting is a commonplace occurrence in

our domestic animals. Two strange dogs

meeting on the street determine their rela-

tive status by posture, threats, possibly by

pheromones, and, if these are inconclusive,

by fighting. Playful fighting during puppy-

hood can be viewed as a preparation for the

challenges of adulthood. In most dog breeds

such play stops short of producing serious

injury, but in wirehaired fox terriers it can be

violent enough to cause death of subordinate

members of a litter (Fuller, 1953). In do-

mestic fowl of both sexes a pecking orderis

established through confrontation and com-

bat. Growth rate and mating success are de-

pendenton a bird’s ranking in the hierarchy

of its flock. Common house mice, both the

laboratory and the wild variety, are not

“mousy.in the sense of the dictionary defini-

tion: quiet, timid, drab. Gram for gram, male

mice fight as fiercely as lions, a trait that

must be considered in the rearing and hous-

ing of this important experimental species.

Although there are articles on genetic ef-

fects on aggressive behavior in a variety of

vertebrate species, only two, the domestic

chicken and the house mouse, have been

studied intensively enough to permit evalua-

tion of the modeof inheritance, the influence

of early experience, and the nature of the

stimuli that elicit and inhibit fighting. Our

discussion will center on these two very dif-

ferent species.

Domestic fowl

Breed differences in the fighting ability of

cocks have been recognized for centuries. In

ancient Greece the breeding of gamecocks

was an important pastime; the birds from

Rhodes and from Tanagra in Boeotia were

especially admired. Plato reprimanded the

Athenians for their excessive fondnessof the

cockpit. Scientific verification of these breed

differences in both gamecocks and ordinary

poultry was obtained in the mid-twentieth

century (Fennell, 1945; Potter, 1949; Allee

and Foreman, 1955).

In flocks of chickens the male and female

dominance orders are separate. The highest

individual in either hierarchy is designated as

alpha (a), the second as beta (8), and so on.

Birds at the lower endof the scale are often

grouped together as omegas (w). Being an

alpha has its rewards. In flocks with 3 cock-

erels and 30 to 36 pullets, high-ranking fe-

males laid more eggs; a cockerels mated

more frequently (Guhl and Warren, 1946).

B males were more active in courting than

were a males, but they were less successful

in copulation; @ males were sexually in-

hibited. Significant positive correlations be-

tween sexual effectiveness and social aggres-

sion (r = 0.32, p < 0.01) were also found by

McDaniel and Craig (1959).

To determine the heritability of social ag-

gressiveness in hens an experiment was car-

ried out over 2 years so that the correla-

tion between mothers and daughters could

be determined (Komai, Craig, and Wearden,

1959). Pullets of six strains, three of White

Leghorns and one each of White Rock, Black



Australthorp, and Rhode Island Red, were
placed in mixedflocks. The status of an indi-
vidual bird, X, in a flock was determined by
the formula

 

_A+B
Ry = 9

where

Rx = indexed rank of bird X
A = percentage of birds dominated by X
B = 100 — percentage of birds that dominate

X

Significant mother-daughter correlations in
this index were found, and the averageheri-
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tability for the six strains was 0.34, high
enough to predict that selection for social
rank should be successful. Evidence for the
heritability of rank through sires was also ob-
tained (Tindell and Craig, 1960).
On the basis of these encouraging results,

selection for social dominance was initiated
in two breeds, White Leghorns and Rhode
Island Reds (Guhl, Craig, and Mueller, 1960:
Craig, Ortman, and Guhl, 1965). Selection
was based on the outcome of contests be-
tween a candidate male and a panel of ran-
domly selected opponents, initially from the
outbred foundation flock and later from with-

 
 

Generation of selection

Fig. 11-5. Percentages of pair contests won bystrains selected over five generations for high
(solid line) and low (dashedline) social dominance when matched against a series of unselected
birds of the same sex. WL, White Leghorn: RIR, RhodeIsland Red. (From Craig, J. V., L. L.
Ortman, and A. M. Guhl. 1965. Anim. Behav. 13:114-131.)
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in the candidate’s own line. The success of

the selection procedure is demonstrated by

Fig. 11-5. The symmetry of response in both

the upward and downwarddirection and the

persistence of high intrastrain variability sug-

gest a polygenic modeofinheritance. The so-

cial status of females in the selected lines

changedin parallel with the males, although

the dominance of the high-line pullets was

more apparent in initial encounters than in

stabilized flocks.

The expected effect of inbreeding on char-

acteristics related to fitness was found by

Craig and Baruth (1965). Five partially in-

bred lines of White Leghorn fowl derived

from an outbred stock weretested against the

foundation birds. The mean percentage of

inbred-outbred contests won by the inbreds

was 28 for a moderately inbred and 18 for a

highly inbred group. The disadvantage of the

inbred birds was most evident in early en-

counters; with experience they competed

more evenly. As in the selection experi-

ments, a correlated response wasfoundin fe-

males, where in mixed flocks the more in-

bred pullets were disproportionately in the

lower ranks.

As with other behavior related to hor-

mones, one can inquire as to whether low-

ranking breeds or lines selected for social

subordination are deficient in testosterone.

Castration of cockerels produces capons that

are not only more tenderto eat butare less

aggressive. Ortman and Craig (1968) used

testosterone replacement therapy for capons

and testosterone supplementation for pullets

to see whetherthe social status of the low-

line birds could be made equalto that of the

high line whenall individuals had the same

amount of male hormone. The results, which

by now are expected in such experiments,

yield clear evidence that selection has oper-

ated on the physiological responsiveness to

androgen, rather than on the capacity of the

endocrine system to produce the male sex

hormone. When heredity, degree of crowd-

ing, and stability of flock membership were

simultaneously varied, each was found to

have an effect on the frequency of social

interactions (Craig, Biswas, and Guhl, 1969).

High- and low-dominance strains of White

Leghorns differed in the frequency ofsocial

reactions as judged by the average distance

between neighbors; in Rhode Island Reds

similarly selected for dominance, no strain

difference in the number ofsocial interac-

tions was found.

Mice

Intermale fighting and competition in the

house mouse have been favorite topics for

behavior-genetic analysis. The appropriate

behavior can bereliably elicited and quanti-

fied. Male mice fight vigorously, but they are

small enough so that an experimenter can

separate combatants in order to prevent seri-

ous injury or to delay the establishmentof a

dominant-submissive relationship within a

pair. Female mice rarely fight except in de-

fense of a new litter. However, they can be

made aggressive by a combination of peri-

natal and adult injections of androgens. As

with sexual behavior, the agonistic behavior

of mice is influenced by prior experience

and by the immediate circumstances under

which animals meet. Thus there has been

marked interest in studying gene-environ-

mentinteractions with relation to social dom-

inance. Finally it has been possible to de-

duce something of the social organization of

feral mice by combining our knowledge of

the agonistic behaviorof pairs with surveys of

the distribution of genetic polymorphisms

within and between localized populations.

Intermale fighting of mice has been de-

scribed frequently (Scott and Fredericson,

1951; Lagerspetz, 1961). When two strange

males are introducedto each other on neutral

ground,theytypically investigate each other,

tentatively at first but more vigorously later.

One or both may circle near the opponent

with humped back and short rapid steps—

mincing, in Scott and Fredericson’s termi-

nology. Tail rattling is also very common,it

indicates a high level of arousal and possibly

has a communicatory role between the oppo-

nents. When two mice attack each other,

they wrestle, scratch, and bite for a few sec-

onds, then break away to resume again until

one or the other achieves dominance. A de-



feated animal will escape if possible, but in
the small enclosures commonly used fortest-
ing, it assumes a submissive posture, stand-
ing erect, holding its forepaws towards the
aggressor, and remaining motionless. If at-
tacked, the submissive mouse squeaks and
jumps awayinstead of fighting back.

Several methods are used for quantifying
agonistic behavior. When individuals of
genotype X are matched pairwise with indi-
viduals from genotype Y, a score for geno-
type X can be based on the percentage of
encounters won by X mice. In many experi-
ments encounters are arranged among indi-
viduals of similar genotypes, and the designa-
tion of a winner has no genetic significance.
In these cases the intensity offighting may be
graded on a scale with arbitrary divisions
ranging from the absence of agonistic behav-
ior to the most intense fighting (Lagerspetz,
1961). Alternatively, latency to attack or to
achieve dominanceor the proportion of time
spent fighting serve as quantitative mea-
sures. Indirect evidence of agonistic interac-
tion can be obtained by counting wounds on
males that are housed together or the num-
berofoffspring sired by each competing male
when two or more have access to the same
estrous females. Each of these procedures
has advantages and disadvantages; the exis-
tence of so many methodological variants in
procedure and in treatment of data makesit
difficult to compare results from different ex-
periments (Fuller and Hahn, 1976).

Strain differences. Lagerspetz and Lager-
spetz (1974) tabulated fourteen studies, in
each of which from twoto fourteen strains of
mice were ranked with respect to aggression.
Because the techniques of evaluation differ
so much among the experiments and be-
cause the choice of subjects was so idiosyn-
cratic, little consistency appearsin thetable.
For example, strain C57BL/10J] males have
been described as more aggressive than
BALB/c males by Ginsburg and Allee (1942),
Beeman (1947), Fredericson and Birnbaum
(1954), and Bauer (1956). King (1957) found
the reverse order, and Scott (1942) described
C57BL/10 as “pacific” in comparison with
otherstrains, including BALB/c. Southwick
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and Clark (1968) placed BALB/c among the
high-aggression strains; they did not observe
C57BL/10 males, but the related strain,
C57BL/6 was definitely less aggressive than
BALB/c. Perhaps some of the confusion has
been cleared up by Porter (1972), who found
that the relative social status of males of these
twostrains could be altered by early handling
that enhanced dominance in BALB/c males
but had no effect on C57BL/10 males.

It seems safe to concludethat genotype af-
fects success in competition, but the strength
of the effect and even its direction is de-

aggression. One problem in interpreting
strain rankings is that some are derived from
observations of direct competition between,
for example, representatives of strain X and
strain Y (X, versus Y,, X versus Ys, etc.).
Other rankings are based on therelative in-
tensity of encounters between X, and Xo, Y,
and Y,, etc. Can we assumethatif strain X
males fight more among themselves than
strain Y males do, that strain X males will win
in competition with strain Ys? Another char-
acteristic of intrastrain competition is that its
outcomehasno genetic significance. All vari-
ance between the membersof an X,/X, pair
is environmental; whichever one succeeds in
establishing dominance or mating with a fe-
male makes nodifference in thegenetic com-
position of the next generation. The value of
inbred strains for aggression research is the
reduction of genetic variance, so that experi-
ments using treatments such as hormonead-
ministration, variations in early experience,
and the like are more efficient. Even here
the issue of generalizing from one strain to
the species as a whole must be faced.

Competitions between animals from differ-
ent strains can serve as models for competi-
tions between individual members ofa het-
erogeneous population. An example of the
complexity of strain-situation interaction is
found in an experiment of Fredericson and
Birnbaum (1954). Like-strain pairs of food-
deprived mice were observed after being
given a single block of laboratory chow.
BALB/c mice of both sexes shared the food
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without fighting; C57BL/10 mice fought vig-

orously to maintain individual possession.

One would predict that with interstrain pair-

ings, the C57BL males would be dominant;

actually, the BALB male killed his C57BL

opponent in eight of ten pairings.

One advantage of the food competition

test is that it can be used with both males

and females and that social position may be

determined even if fighting does not occur.

Manosevitz (1972) compared the success of

food-deprived females of strains AKR/J and

DBA/2J and their F, hybrid in competingfor

access to wet mash. As shown in Table 11-9,

the DBA females were generally dominant

over AKR females. More interesting is the

strong heterotic effect demonstrated by the

overwhelming superiority of the hybrids over

both inbred lines. Success in this type of food

competition was associated with lower emo-

tionality in an open field and greateractivity

in running wheels (Manosevitz, Fitzsim-

mons, and McCanne, 1970).

Strain dominance in one form of competi-

tion does not ensure superiority under other

conditions. Lindzey, Manosevitz, and Win-

ston (1966) compared two mousestrains on

three tests: food competition, spontaneous

intermale fighting, and tube dominance. In

the latter test two mice from different strains

were started forward at opposite ends of a

tube too narrow for them to pass each other.

The one that retreated was considered sub-

ordinate. In thirteen matched pairs the DBA

member surpassed the A member 12 times

on food dominance, 12.5 times on the num-

ber of fights started (one tie), but only once

on tube dominance.

Male competition for mates was studied by

Levine and associates in the ST (albino) and

CBA (agouti) strains. A single female ST

mouse was introduced into a cage contain-

ing a pair of males, one from eachstrain. In

this mating system the offspring were the

same color as their fathers. In 100 litters, 76

were sired by an ST male and 12 by a CBA

male; the remaining 12 were of mixed par-

entage (Levine, 1958). The conclusion seems

obvious; ST males have provedtheir superior

fitness by the crucial test: passing on their

genes to another generation. But the matter

is not that simple. In paired contests be-

tween adult ST and CBA males, some with

prior social experience and others isolated

since weaning, CBAs were superior fighters

(Levine, Diakow, and Barsel, 1965). When

similar paired encounters were arranged

with an estrous female in attendance, CBA

males were less aggressive, and the ST part-

ner achieved dominance(Levine, Barsel, and

Diakow, 1965). Whatis the explanation? Sex-

ual distraction? A pheromone? Whateverthe

answer may be, genetics is involved.

Another possible explanation for the suc-

cess of ST males in the mating competition is

preference for homogamic partners by the

ST females. In noncompetitive mating tests,

ST males were nearly twice as successful as

CBA males in achieving copulation. With

CBA females the strain difference in mating

success was not found (Levine, Barsel, and

Diakow, 1966).

Dominance effects on mating success have

been found in other strains (Levine and

Lascher, 1965; DeFries and McClearn,

1970). If the results of these laboratory ex-

Table 11-9. Food competition among females of two inbred mousestrains

and their F, hybrids*

AKR vs. DBA AKRvs. F;

Contests won 5 15

Chi-square 5.0

Probability <0.05

Competing groups

DBAvs. F,

3 17 3 17

9.8 9.8

<0.001 <0.001

 

*From Manosevitz, M. 1972. Behavioral heterosis: food competition in mice. J. Comp. Physiol. Psychol. 79:46-50.

Copyright 1972 by the American Psychological Association. Reprinted by permission.



periments can be generalized to natural pop-
ulations, and if in such populations social
status is genetically determined, then posi-
tion in the social hierarchy is the major com-
ponentoffitness.

Behind this reasoning are the assumptions
that the laboratory strains are equal in fer-
tilizing ability and that the results of staged
competitive mating tests are representative
of outcomes in more naturalistic surround-
ings. Horn (1974) tested these premises by
conducting competitive mating tests in large
enclosures divided into sections by partial
barriers. He also overcame the limitations
inherent in the offspring—coat color method
of determining paternity by using starch-gel
electrophoresis to detect alternate types of
hemoglobin andesterase-3. RF/J males were
found to be more dominant than BALB/c],
DBA/2J, and C57BL/6J andto sire thema-
jority of offspring. However, part of the RF
superiority was due to their higherfertiliz-
ing ability, as demonstrated in noncompeti-
tive tests. Among the factors identified by
Horn as possibly producing strain differ-
ences in fertilizing ability are pregnancy
blockage induced by contact with a strange
male and a suppressive effect of crowding on
sexual behavior detected in BALB males.
Wecan deduce from these studies that so-

cial dominance makesa substantial contribu-
tion to the fitness of male mice. Only domi-
nant animals obtain territories through which
they move freely and gain access to females
(Mackintosh, 1970). But dominanceis not the
whole story. Female choice might have been
a factor in the competitive superiority of ST
over CBA malesin the experiments of Levine
and associates. Gaining access to females is
only a preliminary to impregnation, and im-
pregnation does not guarantee offspring.
Moreresearch like Horn’s is needed to dis-
entangle all these factors.

Selection for aggressivity. Differences in
aggressivity among inbredstrains are the re-
sult of chance rather than intentional selec-
tion. Selected lines have some advantagesfor
behavior-genetic analysis; response to selec-
tion tells something about the mode ofin-
heritance, and the correlated changes in
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othercharacteristics of the selected lines may
provide clues to the physiological basis of
variation in aggressivity. Lagerspetz (1961,
1964) selected high- and low-aggression lines
of mice using a 7-point rating scale for evalu-
ation. The lowest category on this scale is de-
scribed as “no interest in partner, triesto es-
cape, squeaks if attacked.” The highest rat-
ing is assigned to an individualthat “wrestles
fiercely and bites hard enough to draw
blood.” At the midpoint an animal. tail-
rattles, noses its partner vigorously, and oc-
casionally attacks briefly. From the base
stock, whose males averaged near the mid-
point of this scale, two lines were developed,
the A (aggressive) and the NA (nonaggres-
sive), with meanratings of 5.5 and 2.7 for the
respective males. Selection was based solely
on the behavior of males isolated after wean-
ing and brought together in pairs in a small
enclosure. Most of the change in the NA line
occurred in the first generation of selection:
progress in the A line continued for at least
seven generations.

In the open field, A-line animals defecated
less and ambulated more. They were more
active in revolving drumsand wereslightly
superior in learning a maze. The incentive
value of an opportunity to aggress was mea-
sured by the latency to cross an electrified
grid interposed between the subject and a
potential victim, another mouse. A-line
males crossed more quickly than NA-line
males only when tested immediately after a
fight.

In both A- and NA-line males that were
reared in isolation, training with submissive
opponents increased the mean aggression
ratings. Socially reared males did not sponta-
neously attack their submissive partners
(Lagerspetz and Lagerspetz, 1971). A- and
NA-line male pups, fostered on damsof the
alien line, were comparedas adults with con-
trols who were reared by their own mothers
(Lagerspetz and Wuorinen, 1965). The re-
sults, shown in Table 11-10, show that the
line difference persists in the cross-fostered
group. However, the meanscoresoffostered
subjects of both lines were significantly less
than those of unfostered subjects. This effect
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Table 11-10. Effects of cross-fostering on aggressivity scores of selected mousestrains*

  
   

Strain of biological

mother

Aggressive line 29 4,87 1.69

Nonaggressive line 19 2.04 1,22

Probability <0.001

 

  
  

  
Probability   

 

16 6.05 1.18 <0).02

35 2.75 1.24 <0.05

<0.001

 

*From Lagerspetz, K. M. J., and K. Wuorinen. 1965. A cross-fostering experiment with mice selectively bred for

aggressiveness and non-aggressiveness. Rep. Inst. Psychol. Univ. Turku 17:1-6.

may have been due tothe stress of shifting

the pupsto a new female. A better controlfor

the effect of cross-fostering would have been

fostering within the pup’s own line. Never-

theless it is safe to conclude that the differ-

ences between the A and NAlines are not

caused by differences in the way that the fe-

males of the two lines rear their young.

Experiential and environmentaleffects. A

variety of procedures have been usedto eval-

uate the effects of early experience on the

aggressive behavior of adults. The variety of

methods, experimental design, and strains

chosen for study tend to obscure general

principles. However, the bulk of evidence

supports the proposition that mice raised in

groups are less belligerent than those reared

in isolation (Scott, 1966). Whetherstrain dif-

ferences in aggression are found dependson

the nature of their housing prior to testing

(Hahn, Haber, and Fuller, 1973).

Maternal influences are also well docu-

mented. Southwick (1968) observed both in-

fostered and outfostered A/J (low-aggression)

and CFW (high-aggression) mice in same-

strain groups. Infostered A mice wereslight-

ly, but significantly, more aggressive than

nonfostered controls, a result contrary to

Lagerspetz and Wuorinen (1965). Fostering

A pups on CFW females produced a 52% in-

crementin the chase-attack-fight (CAF) score

and an 83% increment over nonfostered con-

trols obtained from a commercial breeder.

Fostering had no effect on the CAFscoresof

the generally more aggressive CWF mice.

The reciprocal crosses differed strikingly.

Offspring of CWF 2 x Ad were 62% above

the CFW mean on the CAFscore;offspring

of the A2 xX CWFé crosses were interme-

diate to the parental lines. What looks like

heterosis in the first of these crosses may

simply be a byproduct of differences in ma-

ternal care.
Increasing the numberof individuals who

interact is sometimes considered to enhance

aggressive behavior. Certainly the numberof

contacts between individuals, and hence the

number of opportunities to aggress, is in-

creased under such circumstances. There

could also be more intense competition for

resources and a generalized increase in the

level of stimulation, which lowers the thresh-

old for fighting. To test these ideas experi-

mentally, Vale, Vale, and Harley (1971) as-

signed mice of five inbred strains to rearing

in isolation or in groups of 2, 4, and 8. The

floor area per individual was kept constant in

the pens to eliminate crowding as a factor.

Fig. 11-6 diagramatically represents selected

behavioral and hormonalreactionsofthe five

strains to changes in population size. It is

easy to see that the effects were strongest

in BALBs and least in As and DBAs. Like

other experiments on the effects of early ex-

perience on later behavior, this one demon-

strates that neglect of genotype-environment

interactions can lead to premature general-

ization.

The effect of crowding on aggression was

observed in freely growing populations of

three mouse strains by Levin, Vandenbergh,

and Cole (1974). In two ofthe three thelevel

of aggression continued to increase after the

population had reached an asymptote. The

increase was most definite in BALBs; they

also attained a lower population density than

the other twostrains.

The import of these experiments and of
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Fig. 11-6. Effect in five mousestrains of group size on four behavioral and one endocrine char-
acteristic associated with aggression. The heightand slope ofthe lines above the base denote
the generallevel of activity and the direction of change as groupsize increased.Itis apparent
that somestrains are influenced much morethan others by an increase in the numberofsocial
contacts. A, A/J; B, BALB/c]; C, C57BL/6J; D, DBA/2]; 3, C3H/He/J. (From Vale, J. R.,
C. A. Vale, and J. P. Harley. 1971. Commun. Behav. Biol. Part A 6:209-221.)

others reviewed by Scott (1966) and Lager-
spetz and Lagerspetz (1974) is clear: differ-
ences in aggression among genotypes are
functions of the conditions under which ob-
servations are made, and the effects of treat-
ments on aggression are functions of the
genotypes to which theyare applied.

Aggression in female mice. Thus far our
discussion of murine aggression has been
male oriented; females have appeared on the
scene only as prospective mates for whom
males compete. Females do fight, however,
in defense of a litter. St. John and Corning
(1973) found that strain differences in the

males in the five strains tested. Attack fre-
quency andintensity peaked at 4 days post-
partum and declined rapidly after day 16.
Both hormonalfactors and stimuli emanating
from the pups appear important in maintain-
ing nest defense.

Exogenous androgensgiven to intact adult
females do not induce aggressive behavior as

they do in castrated males (Tollman and
King, 1956). However, females that have
been injected with androgen during the im-
mediate postnatal period and reinjected with
it as adults attack strange males or other
androgenized females in a malelike fashion
(Bronson and Desjardins, 1968; Edwards,
1968). In mating tests such females may re-
spond to male advancesbyattack.
One may inquire as to whetherthe females

of “aggressive” and “nonaggressive”strains of
mice, who are themselves peaceful, share
with their male siblings tendencies for high
and low aggression, respectively. Apparently
they do. Neonatally androgenized female
mice from the Lagerspetz A and NAlines be-
haved like their male counterparts when in-
jected with testosterone propionate as adults
(Lagerspetz and Lagerspetz, 1975). For fe-
males of the highly aggressive A strain, the
neonatal injections were not essential: injec-
tions of androgen to intact adult females in-
duced masculine aggressive behavior.

Vale, Ray, and Vale (1972) injected inbred



918 Experimental behavior genetics

Table 11-11. Effects of exogenous neonatal androgen pretreatment on

androgen-induced aggression in female mice*

Strain Testosterone

A/J 0.07+ (2/20)}

BALB/c] 10.07 (13/20)

C57BL/6] 0.40 (2/20)

Pretreatment

Male

0.00 (0/20) 1.75 (5/20)
0.00 (0/20) 20.62 (10/20)
0.00 (0/20) 4.42 (5/20)

 

*From Vale, J. R., D. Ray, and C. A. Vale. 1972. Interaction of genotype and exogenousneonatal androgen: agonistic

behavior in female mice. Behav. Biol. 7:321-334.

+Mean numberofattacks per subject.

t Number responding/numbertested.

female mice of three strains with either oil or

testosterone propionate in oil at 3 daysof age;

male siblings were injected with oil as a con-

trol. Agonistic behavior was measured later

by the dangler technique: presentation of a

trained loser that is held by the tail and

swung back and forth in front of the animal

being tested. The results shown in Table 11-

11 are very clear. The numberof attacks by

the androgenized femalesis less than that of

their congenic males, but the ranking of the

strains is the same for both sexes. The ge-

netic substrate for aggressive behavior must

be identical in the two sexes, but strain dif-

ferences between females are apparent only

when the substrate is activated by means of

hormonesat a specific stage of development.

Neonatally administered estrogen has a

similar but weaker action in making adult fe-

males aggressive. Vale, Ray, and Vale (1973),

using the samestrains as in the androgeniza-

tion experiment, found that estradiol benzo-

ate induced attack behavior in BALB/c but

not in A or C57BL females. Reference to

Table 11-11 shows that BALB males were the

most aggressive of the three strains and also

that the effect of androgens was strongest in

the BALB females.

Ebert and Hyde (1976) successfully se-

lected females from a colony of recent wild

origin for high and low intensity of agonistic

behavior. The reaction to an inbred female

placed in the wild mouse’s home cage was

rated on a modified Lagerspetz scale with

five categories. Duplicate selected and con-

trol lines were observed for four genera-

tions. At the end of this period the meanrat-

ings were high lines, 3.7 and 3.4; controls,

2.0 and 3.1; and low lines, 1.9 and 2.4. Heri-

tability calculated from parent-offspring re-

gression was 0.17; realized heritability was

0.49. None of the body weight or fertility

measures obtained during the course of the

experiment correlated with the behavioral

measures.
Aggression tests conducted with the males

of the lines selected on the basis of female

behavior detected differences between the

lines, but they were not correlated with the

female scores (Hyde and Ebert, 1976). The

reason for the discrepancy with the find-

ings of St. John and Corning (1973) and

Lagerspetz and Lagerspetz (1975) is obscure.

In both of the latter experiments aggres-

sion was measured in androgenized females,

whereas Hyde and Ebert selected females

that had received no hormonal treatments.

Their procedures may well have operated on

a form of agonistic behavior mediated by

physiological mechanismsverydifferent from

those involved in spontaneous intermale

fighting with its requirement for testoster-

one. The two types of mechanism wouldal-

most certainly be genetically independent.

Hormonal and neurochemical basis of

strain differences. For centuries man has

used castration to reduce aggressive behavior

in males of domestic species that are not

needed for breeding. The role that andro-

gens might play in the production of strain



differences in male aggression has been of
considerable interest. In one of the early
experiments ofthis kind, Bevan etal. (1957)
found that doses of testosterone propionate
(150 wg/day) too small to stimulate seminal
vesicle enlargement were highly effective in
restoring aggression of castrated C3H mice:
doses of 300 to 600 wg/day given to castrated
SWR mice were not only ineffective in re-
storing aggression but actually depressed
it. The results with the C3H mice suggest
that in this strain the brain is more sensitive
than the reproductive system to the effects
of testosterone.
Androgens maynot be the only hormones

whoseeffect on aggression depends on geno-
type. Brain and Poole (1974) reported that
ACTHsuppressesisolation-induced fighting
in TO mice, but not in a numberof other
strains. They concluded that attempts to
influence isolation-induced aggression by
manipulation of pituitary-adrenocortical fac-
tors must take genetic variation, type oftest,
and prior experience into consideration.

Comparisons between the A and NAse-
lected lines have been madefor a number of
neurochemical and endocrine characteristics
(Lagerspetz, Tirri, and Lagerspetz, 1967).
A-line males had heavier forebrains and
testes and higher concentrations of epineph-
rine in the adrenals. No differences between
the lines were found in the weight of the
brain stem or in the concentration of sero-
tonin and norepinephrine in the brain. The
concept of sympathetic dominancein the A-
line mice and parasympathetic dominance in
the NA line has been suggested as a general
explanatory principle (Lagerspetz, 1964),
Orenberg (1975) found a positive association
between brain concentration of cyclic adeno-
sine monophosphate (cAMP) and aggressive
behavior in four inbred mouse strains and
one hybrid. She also reported that the asso-
ciation was present in segregating genera-
tions of a cross between high-aggressive,
high-cAMP BALB males and low-aggressive,
low-cAMP A males.
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stances of such associations should be fol-
lowed up, and confirmation sought in a
larger selection ofstrains orin heterogeneous

Varied observations. In this section we
consider three studies dealing from unusual
viewpoints with the behavior-genetic analy-
sis of agonistic behavior in mice. Kessler,
Harmatz, and Gerling (1975) tested the hy-
pothesis that male-mouse urine contains
pheromones, the nature of which deter-
mines the probability that another male will

castrated victims smeared with urine from
one of three strains or with water. Target
animals treated with DBA urine elicited
morefighting than did males wet with C57BR
or CBA urine. Micerely heavily on olfaction;
it is not surprising that genetically deter-
mined pheromonechemistry mayplay a role
in establishing social rank.

Tellegen and Horn (1972) sought to learn
if the opportunity to be aggressive toward
another mouse would adequately reinforce
the learning of a T-mazeand if the effective-
ness of such reinforcementfor a strain would
be related to its aggression ranking on more
traditional tests. Comparisons were made
between the learning rates of three inbred
strains with either food or the opportunity to
attack a submissive mouse as reinforcers.
Food-rewarded and victim-rewarded sub-
jects were pretrained in an appropriate man-
ner. Both types of reinforcement were ef-
fectivein all strains, but food was more effec-
tive than access to a subordinate mouse.
However, in the aggression-rewarded groups
a strong warm-up effect was seen over each

often as those trained with food. In RF
males, shown to be mostaggressive in other
tests, aggression came veryclose to equality
with food reinforcement. Undercertain con-
ditions fighting seemsto be a goal in its own
right, not simply the means to an end.
The final article reviewed in this section

deals with the somewhat neglected topic of
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genetic mechanisms. For the most part, the

behavior-genetic investigation of agonistic

behavior has been based on strain differ-

ences. Selection experiments and interstrain

crosses support the idea that aggressivity is a

quantitative character with polygenic in-

heritance. However, the kind of aggression

usually observed in mice is correlated with

maleness, and maleness requires a Y chromo-

some. The question arises as to whetherthis

chromosomebears genesthat influence ago-

nistic behavior. Supporting this idea is the

fact that in reciprocal crosses between high-

aggression DBA/1Bg and

_

low-aggression

C57BL/10Bg the transmission of intense

fighting follows the DBA/1 Y chromosome

(Selmanoff, Maxson, and Ginsburg, 1976). In

crosses of DBA/2Bg with C57BL/10 or of

DBA/1 with C57BL/6Bg the association

broke down. To explain these discrepancies,

the investigators postulate the absence of the

aggression-enhancing factor in the DBA/2Bg

Y chromosome and a suppressive factor in

the C57BL/6Bg. The matter is obviously

complex, and the phenomenon maybea pe-

culiarity of one cross without general implica-

tions. In the light of interest in the possible

effects of an extra Y chromosome on aggres-

sion in man, the Y chromosome of mice

merits additional study, although possibly

maternaleffects will prove to be more impor-

tant than paternal ones. Southwick (1968)

found a strong maternal effect in reciprocal

crosses between a high- and low-aggression

strain. Nevertheless, it is interesting to have

the Y chromosome considered as having a

function other than that of shifting the devel-

opmentof the reproductive system from a fe-

male to a male configuration.

Genetics and social organization

The research reviewed thus far demon-

strates that fighting ability in laboratory

strains is influenced by genotype. Here we

consider the agonistic behavior and social or-

ganization of wild mice and therole that ge-

netics has played in gaining this knowledge.

To learn what goes on amongfree-living mice

requires a combination of behavioral ob-

servation, population genetics, and demogra-

phy. Descriptions of the social behavior and

organization of Mus musculus can be found

in Crowcroft and Rowe (1963), Reimer and

Petras (1967), and Selander (1970). Popula-

tions are divided into tribes composed of a

dominant male, several females, and several

subordinate males. A tribe holds a territory

whose size depends on the terrain and food

supply. A territory may be very small even

in the absence of physical barriers. In

chicken barns with abundant food and shel-

ter, the mean area of territories was about

2m? (Selander, 1970). The formation ofa ter-

ritory is primarily due to a male's dominance

status, but onceit is established, the resident

females may contribute to its defense. Tribes

are stable over several generations at least;

the dominantrole seemsto pass from older to

younger males within the tribe. Intertribe

migration is rare and involves only females.

The effective breeding size of such a unit has

been estimatedat five or less if the subordi-

nate males do not breed and two to three

times greater if they do (Petras, 1967).

The existence and persistence of these iso-

lated breeding units, or demes, is demon-

strated by the nonrandom distribution of the

alleles for certain polymorphic proteins, es-

terases, and hemoglobin. Fig. 11-7 is the

plan of a large chicken barn in which traps

were set out in a grid pattern. (Selander,

1970). The symbols described in the figure

legend represent the three possible geno-

types for two alleles at the esterase-3 locus,

and their location denotes where these geno-

types were found. In someareas there are

disproportionate numbers of mice homozy-

gous for the slow-migrating form of the en-

zyme(solid circles); in others there are ag-

gregations of mice homozygousfor the faster-

moving form (open circles); and there are

areas with a mix of the two forms, including

many heterozygous individuals (dots in cir-

cles).

The mosaic-like distribution of the differ-

ent genotypes is evidence for deme struc-

ture with a high degree of sexual isolation be-

tween adjacent demes. Differences in the

genetic composition of demesis explained by

the fact that each is founded by a few indi-

viduals, probably a single pair, who can bring

with them only a limited set of the genes
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Barn 2, east side

Fig. 11-7. Distribution of esterase-3 (ES-3) genotypes in mice collected from traps arranged
in a grid within a large barn (7.3 X 58 m). The 50% and 80% isofrequency lines for the S$
allele (slow migration) are shown. The patchynatureofthe distribution of the twoallelesis evi-
dence for genetic isolation between adjacent breeding groups or demes. Thus near the middle
there is a region where the fast-migrating (M) allele is more common. On the extreme right
and left are areas wherethe S allele is more frequent. (From Selander, R. K. 1970. Am. Zool.10:53-66.)

present in the total population. As long as
mating is restricted within the deme, in-
breeding must occur with a consequentre-
duction in heterozygosity. The coefficient of
inbreeding will be higher in the smaller
demes. Reasoning from a theoretical model
of the relationship between demesize, in-
breeding, and its effects on the number of
heterozygotes, Petras (1967) used population
survey data for biochemical variants to esti-
mate the demesize. His estimations have
beencriticized by Selander (1970) on a num-
ber of grounds, the most important of which
is that heterotic effects could influence geno-
type frequencies enough to invalidate com-
putations of demesize based on the deficien-
cy of heterozygotes found in some surveys.
Favoring this view is the fact that the hetero-
zygote deviation from the expected equilibri-
um value was negative in large barns and
positive in small ones. Selander ascribes the
deficiency of heterozygotesin the large barns
to the division of the population into isolates
within which inbreeding occurs. The positive
deviation in the small barnsattests to greater
fitness of heterozygotes under the more se-
vere environmental stresses that are charac-
teristic of these habitats. Since small-barn
populations are unstable, they do not survive
long enough to becomeinbred.
With the same objective of studying sexual

isolation in mice, Klein and Bailey (1971) ob-

served the survival of skin grafts between the
offspring of wild males and C3H/He] fe-
males. The males had been collected from six
Michigan farms, none of them closer than 2
kilometers from any other. Skin grafting is an
extremely sensitive and roughly quantitative
test for genetic similarity. Grafts between
members of an inbred strain are accepted;
those between different strains are rejected.
The less individuals are related, the faster
they reject each other’s skin graft. In the
mouse this complex histocompatibility sys-
tem is regulated by genesat 30 or moreloci.
Klein and Bailey found that grafts between
littermates survived an average of 17.1 days;
between offspring of sires from the same
farm, 13.8 days; and between offspring of
sires from different farms, 10.6 days.
These techniques of biochemical and im-

munological population genetics provide an
indirect look into the nature of social orga-
nization in the wild house mouse. They con-
firm theterritorial nature of the species and
the existence of sexual isolation within the
species based on behavioral as well as physi-
cal barriers. They also point out the limita-
tions of much aggression research conducted
with inbred strains. Wild mice live in tribes,
not in isolation, in pairs, or in unisex groups.
In the attempt to maximize environmental
and genetic controls, relevance may have
beensacrificed.
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The wild mouse studies do nottell us any-

thing about the genes that may beaffecting

social status or, for that matter, whethervari-

ability in social rank has any genetic com-

ponent. It probably does, but there are few

data. Certainly genetic polymorphisms are

common in wild Mus musculus. Selander

(1970) cites evidence that the variance in pro-

tein polymorphisms amongall inbredstrains

of mice is only a fraction of that existing in

wild populations. Of course, he is referring

to phenotypically competent mice, not to the

exotic mutants that are maintained in labora-

tories for the benefit of genetic and medical

research.

Does variation in wild mice extend to

genes that influence agonistic behavior and

social dominance? Almostcertainly yes. They

are verylikely the same ones that have been

distributed erratically to our common inbred

strains. Future research might well be di-

rected toward learning how these genes op-

erate on the sensitivity of the nervous sys-

tem to hormonesandto aggression-eliciting

stimuli.
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Methods in humanbehavior genetics

The application of genetics to the study of
humanbehaviordiffers from its application to
animals in at least two major ways. In thefirst
place, as we pointed outearlier (Fuller and

As wehavejust indicated, behavior geneti-
cists who use animals have largely remained
aloof from practical problems. Their concern
has been rather with the construction andThompson, 1960), experimenters who use

animal material to study behavior, whether
bacteria, Drosophila, or mice, are usually
oriented to the solution of basic problems.
Consequently, choice of methods, subjects,
and behaviors is dictated more by conve-
nience than by considerations of economic or
social interest. By contrast, human behavior
geneticists have often focused on problems
that have actual or potential relevance to the
management of human society. Thus they
have given much oftheir attention to such
characters as intelligence or mental illness
that may add to or detract from the useful-
ness of individuals in society.
Such an orientation has characterized hu-

man behavior geneticists throughout the en-
tire history of the field. Darwin, Galton, and
Pearson were all very much aware of the
great practical significance latent in the new
sciences of evolution and genetics; it was pre-
cisely this awareness that led to the forma-
tion of the eugenics movement in England
and in the United States. Many of the pro-
mulgations that emerged from the movement
now seem to many people to have been hasty
andill conceived. Some of them wewill take
up in a later chapter. Suffice it to say at this
point that human behavior genetics, of all
disciplines in science, is always in danger of
edging into the political domain. To the ex-
tent this happens, it becomes less of a sci-
ence. Consequently, there is a real onus on
all workers in the area to avoid, as far as pos-
sible, any political biases that may erode
their impartiality as scientists and to follow
closely the dictates of facts andlogic.

little interest to other branches of biology
and psychology. There is no logical reason,
however, why this should be so, and it is en-
couraging to find, for example, a growing
concern with characters that may have a di-
rect bearing onfitness (Chapters 11 and 18).
No doubt, as the field of animal behavior ge-
netics progresses, more and moreeffort will
be devotedto the study oftraits that have so-
cial value. If this is accomplished, the goals
of human and animal genetic research will
become moreclosely aligned with each other
than they have been in the past. Certainly,
there is no reason why work with animals
cannot contribute usefully to our under-
standing of traditional social problems such
as education and the etiology and cure of
mental disorders.

If work with animals and humans can be
considered to be moreorless on a continuum
with respect to their goals, much the same
can be said in respect to the methodological
problems that each field encounters. It is
true, certainly, that control is more difficult
to exert with human beings. This fact led
Hogben (1933) to remark, “A human society
may be crudely compared to a badly man-
aged laboratory in which there are many
cages containing a pair of rats and their off-
spring. Thus in human populations we are
seldom able to achieve morethanstatistical
control over mating systems or environ-
mental conditions. This is more easily ac-

225
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complished with animals. However, even

with such subjects, control is probably im-

perfect. Many animal species, for example,

have mating preferences and habits that may

feustrate the design goals of the experi

menter. Likewise, we never have any guar-

antee that animal subjects will not differen-

tially select from some broad environmental

condition we impose on them those micro-

aspects of it that are most compatible with

their genetic makeup. Some revealing ex-

amples of such selection have been ably put

forward by Lerner (1968).

However, even granting that the problems

of human behavior genetics are not of a dif-

ferent kind from those involved in work with

animals, they must be considered to be far

more troublesome and to demand, there-

fore, the application of special methods not

commonly used with animal populations.

Basically, they may be broken down into two

types of approach, depending on whether we

 
a © Affected individuals

hx &) Probably affected individuals

Fig. 12-1. A, Huntington’s chorea. B, Phenylketonuria. C, Color blindness.
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are dealing with discrete, unitary traits or
with continuous (or quasicontinuous) com-
plex characters. The genetic principles un-
derlying each are, of course, the same as
explained earlier; however, the statistical

someinstances, carriers may die before showing the
illness themselves. Likewise, someindividuals may
outlive mostof the risk period. Thesefacts accountfor
some seeming anomalies in the pedigree shownin
Fig. 12-1, A.

Case 2. Phenyliketonuria (autosomal recessivity)
This disorder shows up at birth and produces a num-

ber of physical abnormalities, usually with gross mental
defects. It is due mainly to a deficiency in the liver en-
zyme phenylalanine hydroxylase, which normally me-
tabolizes the amino acid phenylalanine. Typically,
(1) the trait appears only amongsiblings and not par-
ents because reproduction is highly unlikely in an af-
fected individual; (2) on the average, one fourth of the

UNIT CHARACTERS IN HUMAN
POPULATIONS
Pedigrees

The most obvious and immediate way of
examining the possibility that some unit
character is inherited is by assessing its pat-
tern of occurrence and nonoccurrence in
family pedigrees. Pedigree analysis was, in
fact, the methodfirst put forward in system-
atic fashion by Galton (1869), although, un-
doubtedly, it must have been used by many
people before him. We will see some ex-
amples of his use of it in respect to intellec-
tual and personality traits in chapters that
follow. Today, pedigree analysisis still wide-
ly used by medical geneticists for purposes
of genetic counseling and for obtaining at
least provisional notions regarding the heri-
tability and mode of transmission of some
deleterious character. Three family pedi-
grees representing, respectively, autosomal
dominant, autosomal recessive, and sex-
linked transmission are shown in Fig. 12-1. A
casual inspection of these will indicate that
several general guidelines may be used to
make a genetic assessmentof such data.

 

Case 1. Huntington’s chorea
(autosomal dominance)

This usually fatal disease has a late age of onset
(after 35) and involves marked choreic movementoften
preceded by a neurotic or psychotic episode. In around
7% of cases,it terminates in suicide. In a typical pedi-
gree wefind the following indicators of dominant auto-
somal inheritance:(1) the trait appears in each genera-
tion without skipping; (2) the trait is transmitted to half
of an affected person’s children on the average be-
cause over many families the most commontypeof
mating will be between a normal homozygote and a
heterozygote carrying the abnormal gene; (3) unaf-
fected parents do not transmit the trait to their children;
and (4) no sex differences are present. Note that in

siblings of an index case are affected; (3) there is anin-
creasedincidenceof consanguinity between parents of
an affected child because the most likely mating type
is between twocarriers (genesfor a rare disorder are
much morelikely to be found in relatives than in the
general population; thus for a condition carried by a
gene with a frequency of 0.002, the nonrelative mating
risk is 0.000004; with two cousins,it is increased to
0.0001, a risk over thirty-two times higher [Stern,
1973]); and (4) no sex differences are present.

Case 3. Color blindness (sex-linked recessivity)
Of the several forms of color blindness, a deficiency

at the red-green end of the spectrum is carried bya
sex-linked recessive gene (Chapter 13). Modeof trans-
missionis indicated by (1) a markedly higher incidence
of the anomaly in the male componentof the popula-
tion; (2) transmission of the trait from an affected male
through his daughters to half of their sons; and
(3) transmission never occurring directly from an af-
fected father to his son, since he passesonto his sons
only a Y chromosomeandnot the X chromosomewith
the color-blind gene.

Case 4. Blood group X, (sex-linked dominance)

(1) Affected males transmit the trait to all their
daughters and to noneoftheir sons; (2) carrier females
transmit thetrait to half their offspring of either sex; and
(3) homozygous affected females transmit the trait to
all their children of both sexes. Note that this pattern of
transmission can only be distinguished from that of
autosomal dominance byreference to the progeny of
affected males.

 

The preceding may be consideredclassical
cases in which analysis is relatively straight-
forward. However, variations in the manner
in which genes are expressed may be pro-
ducedbya large numberoffactors, including
penetrance and expressivity, pleiotropy, con-
sanguinity, variable age of onset, genetic
heterogeneity (production of same trait by
different gene loci), and gene interaction and
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methodof ascertainment. All or any of these

will act to complicate the task of pedigree

analysis considerably. Procedures for reduc-

ing ambiguity have been worked out for a

number of these factors. Let us look at two

such procedures relating to ascertainment

and age of onset.

Bias of ascertainment. A general inspec-

tion of one or two family pedigrees maycer-

tainly provide an investigator with somerea-

sonable hunches as to the mode of inheri-

tance of the disorder or character under

study. However, unusual and atypical con-

centrations of a disorder in a family mayat-

tract more attention than isolated cases and

hence lead to premature conclusions. Like-

wise, reporting on all the members of a fam-

ily may be very incomplete. Secondhandre-

ports of the presence (and even moreso, of

the absence) of traits are often very unreli-

able. Neel and Schull (1954) described the

appearanceof a pedigree of diabetes mellitus

before and after the siblings of the proposi-

tus or index case were given sugar-toler-

ance tests. Before the tests, the propositus

claimed that she was the only diabetic among

eleven living siblings. After tests were given

to all available subjects, the score stood at

five diabetic, four tested and found normal,

and two untested. Nonprofessional medical

or psychiatric diagnoses are also untrustwor-

thy. Certainly the most valuable data on hu-

man inheritance have come from studies in

which a qualified investigator and assistants

have examined all cases with their relatives

and verified personally (and, if possible, in-

dependently) the presence or absence of a

trait according to a uniform procedure. Blind

diagnosis is likewise desirable.

Accurate and complete ascertainmentis a

minimal requirement. But, particularly in

the case of rare, recessive traits, an additional

statistical difficulty arises. When a trait is

rare in a population, a general survey ofall

families is of little usefulness, since most of

them will not contain a trait bearer and

hence throw no light on the mode ofinheri-

tance of the trait. Instead, it is the practice to

study only families that do contain a trait

bearer or propositus. If a rare recessive gene

is involved,then it is most likely that the par-

ents will be heterozygotes and that, there-

fore, the expected proportion of affected off-

spring will be one fourth. However,it is also

true that there will be many such parents

who will have no affected children, and

these, of course, will not be located for analy-

sis even though their offspring should be

counted in order to secure a correct genetic

ratio. This is particularly true when families

are small.

Several methods for overcoming such a

sampling problem are available. We will con-

sider only one of them, the Weinberg pro-

band method, as in the following example.

Suppose an investigation is dealing with a

disorder carried by a single recessive gene.

In sixteen cases of marriage between two

heterozygotes each having twooffspring, the

most likely distribution of the disorder

among these thirty-two children will be as

shown in Table 12-1.

There are eight affected cases. If the in-

vestigator studied only the families in which

these occurred and included them in his

count, he would get an incidence of 8 out of

14, or 57.1%. This would be too high. On the

other hand, if he excluded the index cases,

then he would emerge with a figure either of

0 (if both membersof family 1 were counted

as index cases) or 1 out of 14, or 7.1% (if only

one memberof family 1 was an index case).

This would clearly be too low in the case of

Table 12-1. Most likely distribution

of affected cases among thirty-two

offspring from sixteen matings between

two carriers* t

  

Families}

1 AA o AN 9 NN 13 NN

2 AN 6 AN 10 NN 14 NN

3 AN 7 AN ll NN 15 NN

4 AN 8 NN 12 NN 16 NN

 

*From Genetic theory and abnormal behavior by David

Rosenthal. Copyright © 1970 by McGraw-Hill, Inc.

Used with permission of McGraw-Hill Book Co.

+Recessive inheritance is assumed.

tA, affected; N, nonaffected.



the types of families being considered and
the type of inheritance being postulated.
What have been left out of consideration, of
course, are the nine families, which might
have had affected offspring but, by chance,
did not. The Weinberg method attempts to
correct for the loss of these families from the
computation

S [x(x — 1)]p=!

 

2 [x(s — 1)]

where

= probability that a child of heterozygous
parents will be affected

= numberofaffected children in family, in-
cluding proband

= total numberof children in family
number of families with particular values
of x

n |

n

The actual computation for the data being
considered is shown below. Entailed in the
formula are (1) the rejection of the pro-
band, leaving only one case of an affected
offspring, and (2) the counting ofa family as
many timesas there are affected offspring in
it. Thus family 1 is counted twice to give a to-
tal of eight families. This also increases the
numberofaffected offspring (nonproband) to
two. Hence, wearrive at the expected ratio

of 0.25, or one fourth.
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several others have been put forward by hu-
man population geneticists. These include
Dahlberg’s later-sib method, Hogben’s a
priori method, Haldane’s a posteriori meth-
od, as well as others. However, since they
have not found common usage among be-
havior geneticists, we will not attemptto pre-
sent them here (see Fuller and Thompson,
1960).
Age. A second major category of problems

is created by the fact that many diseases—
and perhaps especially psychological  dis-
orders—have a variable age of onset. In
somedisorders, such as Huntington’s chorea,
symptoms may appearabruptly; in others, it
is more gradual. For example, in schizo-
phrenia therisk rises gradually to a maximum
between ages 20 and 30 for men and between
ages 30 and 40 for women. From a genetic
point of view, this fact is exceedingly inter-
esting, since it suggests either the operation
of age-related cultural variables, age-related
gene expression, or both. We will return to
the substantive problem in Chapter 16. At
this juncture, we wish only to consider the
implication that such data havefor estimation
of correct incidence rates for such a syn-
drome.

It will be clear that if an age relationship
exists for a character, then somerelatives of a
proband who are unaffected at the time a

Weinberg’s propositus method for correcting observed incidence for
comparison with expectancy for a Mendelian recessive character*

Numberof
Numberofchildren

_

affected Number
in family in family of families

(s) (x) (n)

2 2

2 1

2 =0.95 = 25%.
8

*Modified from Rosenthal, D. 1970. Genetic theory and abnormal behavior. McGraw-Hill Book Co.,
NewYork. 
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study is made may yet contract the disease

sometime in the future. Furthermore, their

likelihood of doing so will be greater or less,

depending on whether they have passed the

age of maximum risk. Several methods have

been developed to cope with the problem

(Stromgren, 1950; Larsson and Sjogren,

1954). We will discuss only the one most

commonly used, the Weinberg short method

(Weinberg, 1927). Briefly,it involves weight-

ing observations made according to the inci-

dence of the illness at different age ranges.

Thus if the risk is considered to extend from

age t, to age ft, years, then unaffected sub-

jects below t, are weighted 0, unaffected sub-

jects betweent, and f, are weighted 0.5, and

unaffected subjects beyond ¢, are weighted 1.

This is simply a numerical way of saying that

a person whois very young cannot be con-

sidered not to have the illness, even though

he does not yet show it; a person within ¢,

and t, still has a 50% chance(on the average)

of showing it later; and a person whois be-

yondf, andisstill unaffected never will be.

Weinberg’s formula is

|=
=[W, - 14]

where

q = corrected morbidity risk

f; = frequency in each age class

W, = weighting factor

n, = numberof individuals in each age class

An example is worked out in the box below.

The standard error of q can also be calcu-

lated by the formula

q(l

=

4)

NOg =

where

N = 3[W,- nd]

In the example, a, works out to be +0.013.

Application of Hardy-Weinberg law

So far, we have been considering the ge-

netic analysis of rare discrete traits that can

be found in only a very few families in a pop-

ulation. Sometraits of interest to the behav-

ioral sciences, however, are very common

and may be found in as many as 50% of fam-

ilies. In such cases we can examine a random

sample of the population to compare the ob-

served incidence of the trait with the inci-

dence expected under a particular genetic

model. Some aspects of the method haveal-

ready been discussed in earlier chapters and

need not be repeated here. Weshall de-

scribe Snyder's (1932) study on the inheri-

tance of ability to taste phenylthiocarbamide.

Preliminary results suggested the hypothesis

that nontasting corresponded to the geno-

type tt, and tasting, to the genotypes Tt or

TT. The problem was how to test a Men-

delian hypothesis when the genotypesof the

taster parents were unknown.Thesolutionis

Computation of morbidity risk by Weinberg’s short method*

Ageclass

frequency(n;)

100
200
300
600

Age class Affected(f;)

0-14 0

15-45 10

46+ 20

Sums 30

Sf _ 380 _
q = Siw, ni] = 400 = 0.075 = 7.5%.

Weighting Corrected population size

factor (W,) [W, nz]

0 0

0.5 100
1.0 300

400

*Modified from Rosenthal, D. 1970. Genetic theory and abnormal behavior. McGraw-Hill Book Co.,

New York. 



based on application of the Hardy-Weinberg
law. We shall use the symbolism already
adopted:

p = frequency of T
q = (1 — p) = frequencyoft

At equilibrium the proportions of each geno-
type are:

p°TT, 2pqTt, and q?tt

The results of marriages between tasters
and nontasters may be summarized as fol-
lows:

Offspring
Type of marriage Frequency Tasters  Nontasters

TT xX tt 2p?q? 2p?q’ 0
Tt X tt Ang? 2pq? 2pq3

Marriages betweentasters andtasters may
be of three types:

Offspring
Type of marriage Frequency  Tasters Nontasters

TT x TT p* p* 0
TT X Tt Ang 4pq? )
Tt x Tt 4n?q? 3p7q" p?q’

Summarizing, we find that the proportion
of nontaster offspring from taster-by-non-
taster marriages is simply

q

l1+q
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and from taster-by-taster marriages

(1 + q)

The results of the survey are summarized in
Table 12-2.

Thefact that five children from nontaster-
by-nontaster marriages did notfit the predic-
tion may be explained by illegitimacy, in-
complete gene penetrance, or faulty classifi-
cation on the test. A few individuals have
taste sensitivities intermediate to the taster-
nontaster groups.

Counting both parents and offspring, 2556
tasters and 1087 nontastersare listed in Table
12-2. Thus the fraction of nontasters, gq”, is
0.298, and gq = 0.545. From this value the
expected proportions of offspring from each
type of marriage were calculated, and the ob-
served results are seen to be in excellent
agreement with the theory.
The study, although it represents a classic

example of the application of the Hardy-
Weinberg rule to a character, haslittle di-
rect relevance to behavioralscientists. So far,
attempts to link the PTC geneto any psycho-
logical traits of interest have not been mark-
edly successful (Kaplan, 1968). We will dis-
cuss some of this work in the next chapter.

It has been pointed out already that exact

Table 12-2. Numbers oftasters and nontasters classified according to parentage*

Marriages(total)

Tasters X tasters (425)
Numberobserved
Percent observed

Percent calculated
Tasters X nontasters (289)

Numberobserved

Percent observed
Percent calculated

Nontasters X nontasters (86)
Number observed
Percent observed
Percent calculated

TOTAL (800)

Offspring

929 130
87.7 + 0.7 12.3 + 0.7
87.6 + 0.1 12.4+0.1

483 278
63.5 + 1.2 36.5 + 1.2
64.6 + 1.2 35.4 + 1.2

5 218
2.2 97.8
0.0 100.0

1417 626eee
*From Snyder, L. H. 1932. The inheritance of taste deficiency in man. Ohio J. Sci. 32:436-440.
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application of the Hardy-Weinberg rule to

the solution of genetic problems depends on

a numberof assumptions that hold true only

for a population at equilibrium. These have

been set out in Chapter 4. In the case of be-

havioral traits, these assumptions seldom

hold true. Apart from this difficulty, an addi-

tional complication arises from the fact that

most behavioraltraits are very plastic or fluid

and have a highly variable penetrance, de-

pending on the influence of environmental

forces. Furthermore, we can expect some

genotypes to be more responsive than others

under a given set of environmental condi-

tions: for example, a specified trait may be

more completely expressed in homozygotes

than in heterozygotes. Ideally, it would be

desirable to set up models that incorporated,

in an exact way, such genotype-environment

interactions and then test them against ob-

served data. In practice, this does not often

prove to be possible. Hence, most investi-

gators have been forced tofit their models to

the data after the fact by making suitable ad

hoc adjustments.

As an example of this kind of procedure,

we may consider the work of Trankell (1955)

on handedness in human populations. There

has recently been a strong resumption of in-

terest in this trait from both a physiological

and a genetic point of view. Wewill discuss

some more recent work on it in Chapter 13.

Trankell specifically treated handednessas

a character for which one type of expression,

dextrality, is favored by the environment. He

hypothesized that left-handedness is carried

by the genotypeaa, and right-handedness by

AA or Aa. Because the world has a bias

toward dextrality, a certain proportion of aa

individuals are prevented from expressing

their genotype. Thus the aa constitution is

necessary but not sufficient for expression of

left-handedness.

With the preceding model in mind, Tran-

kell accordingly modified the Hardy-Wein-

berg equation for the frequency of various

phenotypesas related to gene frequency by

hypothesizing that the proportion (k) oftrait

bearers is less than the total proportion (q?)

of homozygous recessives, aa. Accordingly,

the relation between phenotypes, genotypes,

and frequencies for a populationat equilibri-

um may beset outas follows:

Recorded phenotype Genotype Proportion

Trait absent,i.e. AA P?

right-handed Aa 2pq

aa q? —k

Trait present, i.e., aa k

left-handed

Multiplying the frequencies of each geno-

type with every other genotype, adding,

simplifying, and summarizing leads to the

following predictions with respect to the pro-

portion of aa offspring in the progeny of vari-

ous types of marriages.

Proportion of recessive

Type of marriage homozygotes in progeny

1. Trait bearer x 1

trait bearer

 

Il Trait bearer x (q - k)

nontrait bearer (1 —k)

Ill Nontrait bearer X (qq - k)*

 

nontrait bearer

Let

N,, No, Ng =total number of children from

each type of marriage

X,, X;, X3 = numberof children with trait re-

corded in each type of family

b = proportion oftrait bearers in to-

tal filial population; that is, b cor-

responds to k in parental popula-

 

tion

then

bX

_

_4% proportio f isS=aFT ion of recessive
g @geN Naa
homozygotes in filial generation recorded as

trait bearers under prevalent conditions of

penetrance

Multiplying this proportion by the ex-

pected number of recessive homozygotes

from each type of marriage yields an esti-

mate of the numberoftrait bearers from each

family type as follows:

Family type Predictive equation

I LH x LH x,-2-N,
q?

il LH x RH x, -2 4-* y,
gq (1 —k)

ye 2

lll RH x RH x, - 24 KY Ns
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Table 12-3. Familial occurrence of handednessin three studies as related to Trankell’sincomplete-penetrance hypothesis*

Source of data

Chamberlain (1928) Rife (1940)

Parental generation
N 610

Left-handed 49
k 0.0803

4354 1374
155 72

0.0356 0.0524I
N

Filial generation

 

N 1130 7714 2178Left-handed 177 367 19]
b 0.1566 0.0476 0.0877

Type I marriages
LH x LH N, 7 25 1]

X, 6 7 6
7q1 0.42|

0.412 0.401a

Type IT marriages
LH x RH WN, 170 464 174

X» 55 O3 34
qo 0.427 0.393 0.414TE

Type III marriages
RH xX RH Nz 953 7225 1993

X3 116 307 151
3 0.425 0.401 0.439nee

Best estimate of q 0.427 0.402 0.410

nee

en

*From Trankell, A. 1955. Aspects of genetics in psychology. Am. J. Hum. Genet. 7:264-276.

The values of k and b can be determined
from randomly selected families, and those of
N and X for each type of marriage separately.
The result is three separate estimates ofg.

Applying this method to three published
accounts of the transmission of handedness
and comparing observed and predicted val-
ues of chi-square showed substantial agree-
ment between them. A summary is dis-
played in Table 12-3.

It is clear from these data that although the
final estimates of the gene frequency (q) of
the a gene are fairly consistent across the
three studies, the estimates ofk and b are not
very close. Were we to average them, we
would emerge with the general conclusion
that about 16% of people in a population
carry the aa genotype, and, of these, some-

whatless than half actually express the trait
of left-handedness. This does not seem an
unreasonable conclusion, but it must be em-
phasized that many other hypotheses could
also account for the empirical data, and
making a final choice between alternativesis
liable to be difficult. It would therefore seem
desirable, in the case of such complextraits,
to use the Hardy-Weinberg methodonly as
a general frame of reference, within which
an investigator proceeds cautiously, asking
one empirical question at a time. For ex-
ample, he may ask whether, in fact, there is
assortative mating for handedness. Is expres-
sion of the trait encouraged or discouraged
by some parents? If so, how? Many other
such basic questions can be generated by
reference to the Hardy-Weinberg law, and
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perhaps solutions to them will prove more

interesting than the tentative confirmation of

any highly generalized genetic model. Some

of the work to be discussed in subsequent

chapters seems to have been following such a

prescription.

CONTINUOUS CHARACTERSIN

HUMAN POPULATIONS

So far, we have been dealing with the ge-

netic analysis of discrete and readily identi-

fable traits carried by major genes. How-

ever, most traits of interest to behavioralsci-

eptists are continuous rather than all-or-

none, and their genetic variation is probably

attributable to polygenic systems. To deal

with them satisfactorily thus requires some

extensions of the kinds of methods previ-

ously outlined.

Let us start by considering what may, at

first sight, seem like a relatively simple case

described by Li (1971). Some characters that

are actually continuous may have, in a few

L__]

Jacques(I)

individuals, an expressionthatis of an unusu-

ally striking nature. Such individuals we may

designate as beingtalented, brilliant, or ge-

niuses. Often these appear to runin families;

an example is the Bernoulli pedigree, set out

in Fig. 12-2. As indicated, we find fourorfive

generations containing outstanding math-

ematicians. This seems impressive evidence

for a genetic component In a quantitative

trait, at least in its extreme form. However,

as Li points out, we can readily find many

families in which there are only one or two or

perhaps no mathematicians, a fact that does

not seem to fit with a hereditary hypothesis.

Thus there seems to be some confusion as to

which view is valid. But actually the contfu-

sion is more apparentthanreal and is simply

a result of the fact that the unusual pedigree

of the Bernoullis represents a very rare

event. For the most part, with continuous

traits, even when dependent on only a few

genetic factors, like does not always beget

like, and the variation among offspring in a

Jean(1)

(Jacobus, James) (Johann, John)

(1654-1705)

Nicolas (1)

(1687-1759)

Nicolas(I!)

(1695-1726)

Jean(III)
(1744-1807)

v
Daniel(I)

(1700-1782)

(1667-1748)

™e
Jean(Il)

(1710-1790)

a oY
Daniel(Il)

(1751-1834)

Y
Christoph

(1782-1863)

Y
Jean Gustave

(1811-1863)

Jacques(II)

(1759-17E9)

Fig. 12-2. Simplified pedigree of the Bernoulli family. Only mathematicians are shown in the

diagram. (From Li, C. C. 1971. A tale of two thermosbottles: properties of a genetic modelfor

humanintelligence. In R. Cancro, ed. Intelligence: genetic and environmental influences.

Grune & Stratton, Inc., New York. By permission.)



familyis likely to be quite large. Thus a very
dull father may produce a very bright child,
or a very bright father, a dull child. In fact,
as Li states (1971, p. 172), “only very strong
social and environmental forces can perpetu-
ate an artificial class; heredity does not. From
this point of view, social forces are more
conservative than hereditary ones.”

Thusit is necessary to be very wary of us-
ing single pedigrees, even though sometimes
the hypotheses they suggest may be true.
But this can be confirmed only by sampling
widely from the population under study. This
was not, of course, done by Galton in his
original pedigree studies.

Use of relatives and families

The fundamental social unitin many mam-
malian and most primate groups, including
humans, is the family. Thus it is logical that
most of the work done on human behavioral
traits has centered on thesimilarities and dif-
ferences shown by members of a family re-
lated in various ways and to varying degrees.
The two major statistics used are the correla-
tion coefficient and the variance. In the case
of each of these, the broad goals are the same:
partitioning of variance and covariance into a
number of environmental and genetic com-
ponents (Chapter 5). Without the use of spe-
cial procedures, this is not possible, since a
family unit supplies its members not only
with certain kinds of genes but with certain
kinds of environments. In a previous chap-
ter, we showed howtheaverage correlations
between individuals in a family can be com-
puted from Mendelian principles. The corre-
lation between parent and offspring is 0.5,
between siblings 0.5, between half-siblings
0.25, and so on. Extensive tables of genetic
correlations have been set out by Charles
(1933), Hogben (1933), and, even earlier than
this, by Fisher (1918). However, it is con-
sidered possible, in the case of human
groups, that such correlations might at least
be approximated by environmental in-
fluences. It is true, of course, that genetic
models are able to predict more or less ex-
actly the order and size of familial correla-
tions according to degree of kinship. There
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are, today, no environmental models sophis-
ticated enough to do this. For example, in
many extended families there are no precise
reasons why cousins or grandparents and
grandchildren should bealike atall for purely
environmental reasons, though ad hoc hy-
potheses may always be inventedto suit the
data (Urbach, 1974). Nevertheless, given the
fairly large error factors generally associated
with estimates of familia] likeness, it is dif-
ficult to establish unqualified proof for or
against a general environmental hypothesis.
Another problem associated with the use

of family correlations in estimating heritabil-
ity of a trait is the very large sample sizes
needed to obtain any degree of precision.
This difficulty has been discussed by Eaves
(1972) and by Klein, DeFries, and Fink-
beiner (1973), among others. Thus a modest
family study may suggest that sometrait has
some degree ofheritability, but it will prob-
ably not be able to do more than set broad
limits on the estimate it supplies.

Correlations and covariances computed on
conventional family groups are therefore by
themselvesoflittle genetic value. However,
whenthesestatistics are obtained for special
cases in which there is some fairly definite
control over both genetic and environmental
variables, they may prove to have useful-
ness. In subsequent chapters, wewill consid-
er various studies in which such control has
been exerted. At this point, however,itis ap-
propriate to discuss the two mostcritical
methods by which some degree of controlis
achieved: fostering studies and twin studies.
Following this discussion, we will attempt to
show how the data so obtained maybefitted
to biometric genetic models.
Adoption studies. One mode of obtaining

some control over environmental influences
is afforded by studying children who have
been adopted. Ideally, we should be able to
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homes appropriate to their most probable

capacities as judged by agency personnel.

Fortunately for the behavioral scientist, such

selective placement is imperfect, and thus

there are usually available fairly good samples

of adoption cases involving a minimum of

genotype-environment correlations.

In using the adoption method, we may

start either with the characteristics of

adoptees themselves and then make predic-

tions about their natural and adopting par-

ents, OY, conversely, we may Start with the

characteristics of the natural and adopting

parents and then make predictions about the

adoptees. In this way, we can, in theory, pit

genetic hypotheses against environmental

hypotheses. To give an example: we may lo-

cate, through a register, a sample of adopted

children who have schizophrenia. These con-

stitute our index cases. We then examine the

incidence of schizophrenia among all bio-

logical relatives (e.g., parents, siblings, and

half-siblings) of these cases and among all

their adopted relatives. Other things being

equal, a higher incidence of the illness in the

former groups would indicate a genetic rath-

er than an environmental etiology. As we

shall see in Chapter 16, exactly this design

has been used by Kety et al. (1971) in Den-

mark.
With more obviously continuoustraits, for

example, intelligence, the methodis basical-

ly the same. However, we are also able to

inquire not onlyinto the relative similarity of

children to their adopted and natural par-

ents, as given by correlation coefficients, but

we can also ask about mean values of the

trait in children with different combinations

of parents, for example, children of low-IQ

natural parents but high-IQ adopting par-

ents. These two questions are not the same.

Thus at least one study (Skodak and Skeels,

1949) demonstrated that although the IQs of

adopted children rose, on the average, as

much as 20 points above the IQ level of their

biological mothers, the correlation between

these children and their biological mothers

became larger with time; the corresponding

correlation for IQ between these children

and their adopting parents, however, re-

mained insignificantly different from zero.

What this means is simply that although a

good environment mayincrease the intellec-

tual level of a sample ofchildren,it will prob-

ably do so differentially according to their

genotypes. Confusion on this point has led to

much futile debate. Since it bears very im-

eral of the ensuing chapters.

It is appropriate to make several points be-

fore leaving the adoption study method.

First, it is probably true to say that neither

adopting parents nor adopting children can

be consideredto be typical of a population of

children and parents living in a conventional

family structure. As Pringle (1966), in a re-

view of the adoption method, has empha-

sized, they constitute socially deviant groups.

This fact may not affect such charactersas in-

telligence or achievement, but it may well in-

fluence personality variables. The children,

especially, may suffer from what has been

called by one writer (Sants, 1964) “genea-

logical bewilderment,” that is to say, a lack of

precise knowledge about their origins. Of-

ten, they may engage in extendedfantasies

about their real parents—that they were of

royal blood, were millionaires, and so forth.

To some extent, the adopting parents them-

selves may also have somecuriosity about the

same question.

Apart from this, it is sometimes claimed

that adopting families are special in respect

to more concrete characteristics, such as

levels of education and income andsimilarity

of husband and wife (Kamin, 1974). It cannot

be definitely stated that clear differences

have beenfirmly established. Nevertheless,

we should emphasize that in any adoption

study, care must be takento look for such dif-

ferences and, if possible, to control for them

if the data obtained are to be generalized.

A second point is that the procedure of

adoption may be becoming less common be-

cause of the developmentof reliable birth-

control methods and more permissive atti-

tudes toward abortion (DeFries, 1975). Con-

sequently, it may happen that before long

the behavior geneticist will have to look else-



where for such data. Some major sources
might be the more than 200Israeli kibbutzim
or Polynesian and Eskimo groups in which
adoption is a cultural practice. As far as we
are aware, these havenotso far been used as
a means of unraveling the kinds of problems
we are considering. These and other meth-
odological problems of the adoption method
have been thoroughly discussed by Mun-
singer (1975).
The adoption method allows us a greater

degree of control over genetic and environ-
mental variables than is possible by using
conventional family groups. Control is still
far from perfect, however, and a further im-
provement can be achieved by use of the
next method to be considered, the twin
method.
Twin studies. The unique advantage af-

forded to human behavior geneticists by the
use of twins is that they allow the study of
identical genotypes. Monozygotic twin pairs
are thus somewhatanalogous to the isogenic
lines of mice that have been produced by
inbreeding over many generations, although,
unlike such strains, they are not necessarily
homozygous at the majority of genetic loci.
Since many of the major conclusions about
the inheritance of behavior characters have
been based on data from twins, it is impor-
tant to consider them carefully. Three excel-
lent reference works have been published by
Scheinfeld (1967), Bulmer (1970), and Mittler
(1971).
Twin types. Generally speaking, there are

two kinds of twins, monozygotic (MZ) and
dizygotic (DZ). The formerare derived from
the splitting, at a very early developmental
stage, of a fertilized ovum or zygote. From
this event, two embryos develop. Dizygotics,
on the other hand, derive from two different
and independently fertilized ova. Conse-
quently, they are no morealike genetically
than ordinary siblings. They may also, of
course, be of unlike sex. Supertwins—trip-
lets, quadruplets, or quintuplets—may be
monozygotic, multizygotic, or combinations
of these types. Members of one of the most
famous twin groups, the Dionne quintuplets,
were diagnosedas all monozygotic; likewise
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with the Morlock quadruplets and the Genain
quadruplets. Two other quintuplet sets, the
Fischers of Aberdeen, S.D., and the Prietos
ofVenezuela, combined identicals andfrater-
nals (Scheinfeld, 1967).

/

Little is known about the exact circum-
stances surrounding the formation of twins.
The females of species of lower animals often
produce several offspring at each birth. The
production of identical twins, however, is a
relatively rare event. A remarkable exception
to this is the nine-banded armadillo, which
regularly produces identical quadruplets.
Some cattle breeds also show a relatively
high incidence of twinning (Bulmer, 1970).
In humans, dizygotic or fraternal twins may
result when more than one egg is released
from the maternal ovaries at ovulation. It is
thought that unusually active and fertile
sperm from the father at this time may con-
stitute a necessary condition. It is not clear
what factors lead to the production of mono-
zygotics. However, genetic influences may
be at work. This is especially suggested by
the kinds of variables associated with DZ
twinning. We will look at some of these in a
moment. Before doing so, however, it is
necessary to qualify the broad statement that
twins are of two typesonly.It is at least theo-
retically possible that there is a rangein re-
spect to identity of genotypes.

In someinstances, fraternal twins may ac-
tually have different fathers. This can happen
if two eggs are released, and each fertilized
successively by different fathers. In a case
described by Scheinfeld (1967), a woman
who ran a boarding house in Chicago had
sexual relations with two boarders within a
few hours. Eachlaterlaid claim to being the
father of the twins to which she gavebirth.
However, blood tests indicated that each
man had, in fact, sired one memberof the
pair. We must grant that such a circumstance
is most unusual. However, the results ofit
would be fraternal twins who are only like
each other genetically as half-siblings.

It is also theoretically possible that there
are other types of twins (Mijsberg, 1957; Bul-
mer, 1970). Were the ovum todividepriorto
fertilization and then each of the tworesult-
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learned a good deal about the causes and

effects of major chromosomal abnormalities.

Perhaps as the methods of cytogenetics im-

prove, they will show that less obvious minor

changes in chromosome structure may also

ing eggs be fertilized by a different sperm,

the result would be twins identical on the

maternal side and alike as sibs in the pater-

nal complement of genes. These uniovular

dispermatic twins would then be less similar

than MZs but more similar than DZs. Again,

equal division of the primary oocyte, giving

rise to two ova, would, if fertilized, result

in twins less alike than DZs though more

alike than unrelated individuals. Such twins

would be termed primary oocytary. Finally,

equal division of the secondary oocyte dur-

ing meiosis II would result, on the average,

in twins (secondary oocytary) morealike than

twins (Lehmann and Huber, 1944). Thus the

gradation of likeness would be primary

oocytary, DZs, secondary oocytary, uniovu-

lar dispermatic, and MZs. Exact amount of

likeness would depend on amount of cross-

ing-over during meiosis I and vary according

to distance of genes from the centromere.

These are interesting possibilities. However,

the actual evidence that they occur is very

slender and is confined to rather primitive

animals (Bulmer, 1970). But given the irreg-

ular concordance rates commonly found for

various characters in twins, it is possible such

cases may exist in humans.

Further variation in respect to degree of

genetic similarity may be produced by

chromosomal changes occurring in the zy-

gote such that one memberof a twin pair

could be a mosaic or chimera, or that pos-

sibly both memberscould be, but differently

constituted. One of the most striking ex-

amples of such a changeis found in the rare

case of opposite-sex identical pairs. Normal-

ly, at the initial cleavage of a genetically male

zygote, each of the cells receives a Y to-

gether with an X chromosome. But in some

instances the Y does not appearin one of the

cells, giving that zygote an XO constitution.

This individual will grow up to be an abnor-

mal female with Turner's syndrome. The

other will, of course, become a normal boy

(Turpin et al., 1961). A similar case ofXO/XX

mosaicism has also been reported (Mikkel-

sen, Frg¢land, and Ellebjerg, 1963).

During the last twenty years, we have

have important consequences on the physio-

logical and biochemical makeup of organisms.

Apart from the kindsof genetic events just

described,

|

innumerable environmental

forces both before and after birth may act to

crease or decrease phenotypic similarity

between the members of MZ or DZ twin

pairs. We will return to them when we con-

sider the basic assumptions involved in MZ-

DZ comparisons. First, let us consider the

‘ncidence of twinning in different popula-

tions and its relation to maternal character-

istics.

Incidence of twins. For whites in North

America, about 1 birth in every 87 is a twin

birth. In other words, 2 outof every 88 births

are twins, that is, 2% of the population. Trip-

lets occur about once in every 87” births,

quadruplets once in 87° births. This mathe-

matical relation, known as Hellin’s law, is

only approximated, however, at least par-

tially because twins and supertwins have a

much higher mortality rate than singletons.

Blacks in North America have a somewhat

higher rate of twinning than whites: about 1

pair in 73 births. This may conceivably re-

flect the remote ancestry of membersof this

ethnic group, since African blacks show rates

varying from 1 in 40 births upto as high as

1 in 22 amongthe Yorubasof Nigeria (Schein-

feld, 1967; Bulmer, 1970). At the other end

of the scale, we find one of the lowest rates

among the Japanese: 1 in about 165 births

(Inouye, 1957).

The preceding differences relate mainly to

the proportionate numbersof fraternal twins

produced in these groups. For example, in

the United States, black fraternal twins are

15% to 20% more frequent than white frater-

nal twins. The relative MZ-DZ rates per 100

are for whites, 65 DZ:35 MZ,andfor blacks,

71 DZ:29 MZ.In Japan, on the other hand,

MZs outnumber DZs by a 2:1 ratio. Such

data as these strongly suggest an inherited

basis, at least for the production of DZ twins.
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 membranesin twins. Uterine wall is lightly stippled; fetus, umbilical cord, and placenta areheavily stippled; chorion is shown by heavy line; and amnion is shown by light line. A, Twinswith separate placentas and separate membranes. This arrangementoccursin either DZ or MZtwins. B, Twins with separate but secondarily fused placentas and chorions. The two halves ofthe placenta have separate circulations. This arrangement occurs in either DZ or MZ twins.C, Twins sharing a single placenta with commoncirculation and a single chorion, but havingseparate amniotic sacs. This arrangement occurs only in MZ twins and is diagnostic of MZtwinning. (From Thompson,J. S., and M. W. Thompson. 1967. Genetics in medicine. W. B.Saunders Co., Philadelphia.)
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Maternal characteristics and twinning.

Number of previous births, maternal age,

and parity bear an orderly relation to prob-

ability of twinning. The relationships are

shown in Fig. 12-3. The more children the

mother has borne previously, the more likely

the nextbirth will be twins, and, regardless

of parity, the older the mother—uptoa peak

of 35 to 39 years—the greater the chances of

a twin birth. These relationships do not ap-

ply, however, for monozygotic twinning.

Again, such data suggest, indirectly, a ge-

netic basis for DZ but not for MZ twinning.

We will now discuss the diagnosis of twin

types. Since the central feature of the twin

method is a comparison between likeness of

M7Zs and likeness of DZs, it is crucial that

we be able to separate the two major twin

types.

Zygosity diagnosis. There are two basic ap-

proaches to determination of the zygosity

of twins. Thefirst of these relates to the char-

acteristics of the maternal membranes that

surround and sustain the fetuses during the

period of prenatal development. The second

relates to various morphological and physio-

logical traits with respect to which the mem-

bers of a pair may be similar or dissimilar.

Any fetus developing in the maternal

uterus is enclosed by two membranes. The

‘nner and more delicate one is called the

amnion. The outer thicker membraneis the

chorion. The latter is attached to the pla-

centa, the part of the uterine wall through

which nutrients are supplied to the fetus.

For the most part, the process of fraternal

twinning as described earlier will result in

the two zygotes becoming implantedat quite

separated uterine sites. Since members of

monozygotic pairs originate from the same

single zygote, they are likely to be implanted

very close together. As a consequence of

these two different developmental patterns,

the two types of twins differ in respect to

the mannerin which they are enclosed in the

chorionic and amniotic membranes. The

basic differences are shown in Table 12-4 and

Fig. 12-4.
It is clear that the occurrence of a single

placenta and

a

single chorion (whether there

are one or two amniotic sacs) is a sufficient

condition for the diagnosis of monozygosity.

The presence of two chorionsis a reasonably

good prediction of dizygosity, though not an

absolutely reliable one; however, coupled

with two placentas, it is an almost infallible

ndicator that the twins are not identical.

Note that two chorions exclude the possibil-

ity of a single amnion.

It is also clear from the preceding discus-

sion, however, that there is an area of am-

biguity in the case of a single, fused placenta

with two chorions. Since there is a consider-

able possibility of error in such a circum-

stance, additional confirmationis demanded.

This can be supplied by postnatal examina-

tion of various characteristics of the members

of a twin pair. The earliest methods,as used

by Galton (1875) and developed later by

Siemens (1924), relied on assaying a large

number of physical characteristics. This has

been called the polysymptomatic method, or

similarity method. Although it is liable to

some error, on the whole it is remarkably

successful. Thus if two membersofa pair are

obviously unalike in such features as ear

Table 12-4. Relation between twin types and fetal membranes*

 

  
75%MZ, Rare

DZ

Percentage distribution

Monochorionic

Monoamniotic Diamniotic

 

  

  

Dichorionic

Single placenta

(secondary fusion)       Twoplacentas

Rare (~ 1%)

~50%
~25%

~ 50%

 

*From Thompson, J. S., and M. W. Thompson. 1967. Genetics in medicine. W. B. Saunders Co., Philadelphia.



shape, eye shape, color of eyes, eyebrows,
eyelashes, mouth and lip shape, chin and
jaw structure, and hair form (e.g., curly or
wavy), then they probablyare not monozy-
gotic. Note, however, that MZ twins may
still differ, and usually do at birth, in respect
to more plastic characters such as weight.
However,theseinitial differences tend to re-
duce as the twins grow up. Further, mirror
imaging sometimes appears for characters
liable to asymmetry. Thus hair whorling,
which is usually clockwise in direction, may
be counterclockwise in one memberofa pair
(Rife, 1933). Likewise, mouths may tilt in
opposite directions, the right eye may be
larger in one twin but smaller in the other,
and one may be right-handed andthe other
left-handed. Mirror imaging does not, how-
ever, disturb the general impression that the
members of the pair are still identical. In
fact, a test of zygosity that is 95% accurate is
given by asking twins the simple questions,
“When growing up, were you asalike as two
peas in a pod or ofa family likeness only?”
(Cederlof et al., 1961).

Nevertheless, there still occur somepairs
of identicals who do not look very muchalike
and some pairs of “look-alike” fraternals.
Consequently, most investigators resort to
additional methods of zygosity diagnosis to
reducestill further any uncertainty. One of
these is blood typing. Ten or moreblood
groups may be used, for example, ABO,
MNS, P, Rhesus, Lutheran, and Dutty. If
membersof a pair are discordant on any of
these, they are fraternal twins. The impor-
tance of blood grouping analyses has been
emphasized by Carter-Saltzman and Scarr
(1977). Another methodis by the use of der-
matoglyphics, that is, the patternsof the skin
ridges on fingers, palms, toes, and soles of
the feet. This was first put to scientific use by
Galton. Fingerprints are classified into three
types: whorls, loops, and arches. Palm and
foot charactersare similarly classified. Again,
we look for identity if the twins are monozy-
gotic.

Both of these methodscan clearly exclude
the possibility that twins are identical. How-
ever, identity for blood groups or dermato-
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glyphics does not necessarily exclude dizy-
gosity. If parents are identical for all the
blood types, for example, it is likely that
members of a fraternal pair will also be
identical and hence may be misdiagnosedas
monozygotic. To get aroundthis problem,it
is possible to make a computation regarding
the probability of monozygosity that takes
into account the parental genotypes. This is
donein such a waythatif, for example, both
parents are alike for several of a number of
blood-group systemsused, then the probabil-
ity that concordant twins are monozygotic is
reduced (Smith and Penrose, 1955; Race and
Sanger, 1968; Wilson, 1970). This makes in-
tuitive sense. The final and possibly most
certain method of diagnosis is the skin graft.
Grafts are normally accepted betweenidenti-
cal twins but are rejected betweenfraternals
(Bain and Lowenstein, 1964). However, this
procedureis usually not feasible for practical
reasons. Furthermore, someauthorities have
argued that it may not always be reliable on
accountof occasional mixture offetal circula-
tion in nonidentical twins (Bulmer, 1970).

Besides the preceding, some less conven-
tional methods are sometimes used relating
to less obvious physiological characters. PTC
tasting is one example. Another more exotic
method has been reported by Kalmus
(Scheinfeld, 1967) who foundthat police dogs
could quite readily distinguish the scents of
fraternal twins but became confused when
confronted by identicals. This confusion
could, however, be overcomebygreater fa-
miliarization.

Before turning to the statistical methods
used in establishing heritability of a be-
havioral character by use of MZ and DZ
twins, we will offer a few cautions about their
general usefulness in this regard. Many of
the problems have been summarized by
Allen (1965).

In the first place, as we have already indi-
cated, there is the possibility of multiple twin
types. If these are rather rare, as is thought
by most workers, most conclusions educed
from twin data would not be seriously af-
fected. However, if they are more common,
then they could be of consequence.
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Table 12-5. Proportions of twins

and singletons born at different

stages of gestation (weeks)*
  

      

 

Percentage

born at this stage

 

   

Singletons

 

Weeks of gestation

Under 28 weeks 4.0 0.5

28-31 weeks 5.2 0.8

32-35 weeks 10.8 1.9

36 weeks 12.7 8.4

37-39 weeks 14.9 8.8

40 weeks 51.4 76.4

4] weeks and over 1.1 3.2
I

“From Twins and supertwins by Amram Scheinfeld.

Copyright © 1967 by Amram Scheinfeld. Reproduced by

permission of J. B. Lippincott Co., Philadelphia, and

Chatto & Windus Ltd., London.

Secondly, it should be stressed that twins

represent a somewhatatypical sample of the

population. To the extent that they are atypi-

cal, we must not be too ready to generalize

conclusions obtained from twin data to the

ordinary populations of singletons. To start

with, the crowded uterine conditions in

which twins spendtheearly partoftheir lives

may well have profound effects. Twins usu-

ally have a shorter gestation period,as shown

in Table 12-5. Furthermore, the period of

birth is much more variable than in single-

tons, mostof thelatter being clustered in the

fortieth week. Only 51.4% of twins are born

at this time, however, almost 50% are born

prematurely. One consequence of this is that

twins tend to have a much lower birth

weight. Scheinfeld (1967), summarizing a

large amount of data, concludes that more

than half of all twins weigh no more than 5%

poundsat birth, almost eight times the num-

ber amongsingletons. Furthermore, as many

as 1 twin in 20 weighsaslittle as 2 pounds 3

ounces; only 1 in 2000 singletons has such a

low birth weight. The tendency to low birth

weight and short gestation period is greatly

accentuated in black as against white twin

populations and in same-sex as opposed to

opposite-sex pairs (Howard and Brown,

1970).
The preceding factors, plus the additional

 

 

Twins

—---—-— Singletons

Fig. 12-5. Comparison of reading scores of twins

andsingle children(girls). (From Husen, T. 1960.

Scand. J. Psychol. 1:125-135.)

complication of a much higher incidence of

problems associated with delivery, prob-

ably make twins rather vulnerable to pathol-

ogy. Indeed, a very high rate of mental sub-

normality has been notedfor twins by Rosan-

off, Handy, and Plesset (1937) and Allen and

Kallman (1955). Allen and Kallman found,in

fact, that twins constitute 3.1% ofall admis-

sions to New York State institutions for the

mentally retarded, though only 1.9% (1 out

of 88) of the general population are twins.

Again, even within the normal IQ range,

both Husén (1960) and Zazzo (1960) have

found consistent differences for reading

scores and IQs, respectively, in favor of sin-

gletons. The relevant data are summarized

in Figs. 12-5 and 12-6.

On the otherhand, it also seemsto be true,

as pointed out by Vandenberg (1968a), that

twins are not necessarily worse onall particu-

lar abilities. Thus, while singletons did better

in one study on verbal, quantitative, and

spatial tests, they were poorer than twins on

perceptual tasks (Koch, 1966). It is not clear

why this should be, assuming such a finding

has somegenerality.

A final point should be made. It would ap-

pear that if twins are different from single-

tons, this is probably because of the fact that

twin samples contain an elevated incidence

of individuals who have suffered some pre-



 

 B
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0Twins

gers and merchants; G, professional men. (From Zazzo, R. 1960. Les jumeaux,le couple etla
personne. Presses Universitaires de France, Paris. )

natal or perinatal insult. One way of identify-
ing such individuals is by inspection of birth
weight records. Pencavel (1976) has donethis
with 34 MZ pairs reared apart from Shields’
(1962) sample, for whom reliable birth data
were reported. Out of these, in 22 cases the
firstborn had a higher IQ than the second
born. Likewise, in 21 pairs for whom qualita-
tive or quantitative data on birth weight were
also available, in 11 pairs the firstborn was
also the heavier. Putting these results togeth-
er, Pencavel wasabletofit a linear probabil-
ity function predicting higher or lower IQ in
terms of birth order and birth weight, plus
an error term. The net result was that, with
weight held constant, the firstborn twin had
a 15% probability of having the higher IQ.
Being the heavier twin, however, yielded a
65% probability of being the more intelli-
gent.

Munsinger (1977) has extended this gen-
eral finding usingall available separated MZ
twin samples. He showed that when twins
with markedly different birth weights are
omitted, similarity of IQs in remaining pairs
is markedly elevated. In addition, mean IQ
of these is within the normalrange.

Furthermore, problems associated with
the twin method have less to do with their

representativeness as a biological sample
than with the representativeness of the en-
vironments in which they grow up and espe-
cially with the nature of early MZ as opposed
to DZ environments. We will consider these
problems in the larger context of biometric
genetic analysis of continuous characters in
human populations.

STATISTICAL ANALYSIS IN
HUMAN POPULATIONS

(1960), saw a tremendous increase
in the development and use of sophisticated
methods of analyzing family and twin data
for genetic effects. Fundamentally, however,
the basic problem has remained the same.
The starting point in all analyses relates to
the specification of how muchthesimilarities
or differences on a trait are caused by genetic
and how much by environmental factors.
This is the basic division. We may schematize
it very simply as

P=G+E

where
P = phenotypic score on sometrait
G

=

genetic influences
E environmental influences
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This simple division was not accomplished,

however, by Galton or by many of those fol-

lowing him who simply presented, as data,

correlations between relatives. There is no

doubtthat it wasclearto all of them that fami-

lies shared the same environments as well as

the same genes. Certainly, many of them of-

fered reasonable qualitative arguments as to

whya genetic modelfitted their data better

than an environmental one. However, it 1S

obvious that such arguments are not very

convincing. As a consequence, it became

necessary to develop quantitative techniques

for studying the relative influence of nature

as against nurture.

The simplest expression for this has always

been the heritability coefficient, h?. As de-

fined in Chapter5, this is simply a statistical

wayof stating the extent to which the varia-

tion of a character is determined by genetic

influences. Thus:

__G

Gt+k

 

h?

This appearsto be straightforward enough.

However, we must bear in mind two major

points. In thefirst place, as we will describe

in more detail shortly, both G and E may be

separated into between- and within-family

influences. Furthermore, these may both be

broken down into more specific components.

Second, it must be emphasized thata herita-

bility estimation has no absolute value. It is

simply a population statistic, like an estimate

of mortality rate or birthrate. It is unlikely

that we will ever be able to put forward, for

some humancharacters, a universal heritabil-

ity estimate. Neither is it likely that such a

number would, in any case, serve any useful

or desirable purpose. We will expand on

these two major reservations as our discus-

sion proceeds. First, let us look at some of

the methodsthat have been used to estimate

the heritability of a trait in human beings by

reference to twin data.

Twin data

A great variety of mathematical expres-

sions have been used to analyze data from

MZ and DZ twins, with the goal of quantify-

ing the relative effects of nature and nurture.

Manyof the formulations have no real foun-

dation in biometric theory but, nevertheless,

do provide rough and ready ratios that can

be comparedfor different traits studied.

One of the earliest methods, put forward

by Lenz and Von Verschauer (1928), involved

a single comparison of within-pair MZ dif-

ferences and within-pair DZ differences,

each being first divided by the summed

scores of the pair to correct for scale effects.

Dahlberg (1926) compared standard devia-

tions of like-sex fraternal and identical twins,

taking into account variation due to sex and

errors of measurement. Gottschaldt (1939)

used the expression

UD, - MD, =

Et

Ht

HE

E

where

MDp, = mean difference between DZ

co-twins

MDy, = mean difference between MZ

co-twins

E, H, and HE = functions of environment, he-

redity, and interaction

Whendiscrete traits are involved, the per-

centage of concordance (agreement between

membersof a pair) in MZ and DZ pairs may

be used to give a measureof heritability.

Heritability =

with Cy, and Cpz being the percentage of

MZ and DZ pairs classified as alike with re-

spect to a trait. Some important refinements

of this general method are discussed by Al-

len, Harvald, and Shields (1967) and by

Smith (1974).

With continuous data, analysis of variance

leading to the calculation of an intraclass cor-

relation is generally employed. As discussed

in Chapter 5, the intraclass correlation is

equivalentto the ratio of the between-groups

componentto total variance (Haggard, 1958)

and is defined as

> (x; — X) (yi — ¥) — Sxiyi — nk?
T; == : = ;

' no? no”

where

X = mean of all measurements



x, and y; = measurements onthe it pair oftwins
n = numberofpairs

o* = varianceof total sample

Note that in this computation, each individ-
ual in a pair is entered both as x and y, and
the variance is computed forall individuals
around x.

In the present context, the intraclass cor-
relation is interpreted as the proportion of
the total variance which arises from the fact
that the members of twin pairs differ from
each other. The correlation would be

1

ifco-
twins always received the same score, and 0
if co-twins were no more likely to receive the
same score than two individuals selected at
random. Minus values would indicate that
co-twins were moredissimilar than randomly
chosenpairs.
The formal relationship of r; to variance is

stated in the equations

ng” = 2xy + nx? _ (x — y) 1

   

] — Yr: = x —

‘ no? 2n o?

where

>» (x —y)? a.—~3n ~~ Mean square deviation between
twin pairs

1 , ,— = Reciprocal of total varianceo

Then
2

O Mz
1 mz =/, o2

2
1 _ O Dz
— lpz = 2o

where

ao” = population variance
Oz, = within-pair MZ variance
Op, = within-pair DZ variance

Holzinger’s (1929) well-known heritability
coefficient, H, is:

2 2WH = Mz pz _ ODz — Omz
ed 3

1 — rp, CO pz

This coefficient is not the same as that
which we symbolized as h2 previously. Hol-
zingers ratio gives the proportion of differ-
ences produced only by genetic differences
within families. Accordingly, H and other
comparable indices derived from a compari-
son of MZ and DZ intrapair differences un-
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derestimate the effects of the genetic com-
ponent in the general population by

a

factor
that approaches 2 as heritability decreases.

In view of this latter fact, Nichols (1965)
has used a formula that corrects for this un-
derestimation as follows:

HR = 2 (Tuy — Tpy)

IMz

It is usually essential to evaluate the sig-
nificance of the difference between MZ and
DZ variances. This can be readily accom-
plished by use of an F test. Thus:

 

Vandenberg(1966) has shown therelation-
ship between F and H whenthelatteris ex-
pressed in variance terms:

   

Opz — Onmz

O pz

2 2 2_ Opz OmMzZ _ OzH=—-= 1-3O py O pz O pz

Since

2
_ Opz

F= 2
Oz

]H=1- =
F

or

F= ]

1-H

The relation between H, HR, and F and
genetic and environmental components of
variance has been shown byJinks and Fulker
(1970) to be

 

Ho = iMzatp,_ Gi
1 — rp, G, +E,

_ 2 (tmz — py) 2G,
HR = Mz 7 G,+G,+ E,

p._l _G+tkE,
Il-H E,

G,; = within-family genetic component
G, = between-family genetic component
E, = within-family environmental component
E. = between-family environmental compo-
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All three formulae involve several basic

assumptions that can now bestated.

1. Environmental and genetic variances

are additive. Another way of stating this is

to say that environmental and genetic com-

ponents neither interact nor covary. It is not

always easy to test this assumption, although,

as we shall see, several attempts have been

made to do so in the domain of humantraits.

2. MZ and DZ pairs have equivalent means

and between-pair variances on the character

studied. This can readily be checked on the

sample of twins used.

3. MZ and DZ pairs are treated nearly

enough alike so that environmental differ-

ences between co-twins are equal in both

tvpes. This is perhaps the most crucial as-

sumption and has been widely debated. A

number of factors may operate to reduce

o3,, as compared with of, and thus lead to

an overestimation of the importance of he-

redity (Ostlyngen, 1949; Scheinfeld, 1967).

MZ co-twins may be treated morealike and

are often confused by parents and associates

(Jones, 1955; Scarr, 1969). They may model

their behavior on each other to a greater ex-

tent than DZ co-twins (Smith, 1965). Fur-

thermore, when comparisons involve a sub-

jective element, the obvious physical similar-

ity of MZ twins may induce an underestima-

tion of psychological differences(halo effect).

Likewise, the expectation of psychological

differences associated with physical difter-

ences may lead to an overestimation of 0 p;.

These possible sources of bias in twin

studies are difficult to handle. It may well be

that the real genetic similarity of MZ co-

twins simply serves to homogenize the en-

vironments in which they grow up. Thuspar-

ents whotreat them alike may do so because

of their likeness, but without, however, ac-

tually increasing this likeness. On the other

hand, being treated alike and exposed to

similar environments mayincrease the like-

ness beyond what it would be if they had

been raised apart. This would be a case of

genotype-environment covariance. Finally,

it may be that their genetic identity has no

relation to their likeness on some measured

character that is caused solely or mainly by

parents or other agents in the environment.

This would, of course, render trivial the

meaningofany heritability estimates derived

from twin data. So far as the writers are

aware, no general decision can be made be-

tween these alternatives. It is likely that each

twin study must be examined separately on

its own merits. However, one promising ap-

proach to the problem has been put forward

by Scarr (1969a), who outlined two hypoth-

eses: one is that the belief of the parents is

irrelevant: that however they may classify

their twins, they treat them according to

their true zygosity. The second is that the

similarities of MZ and DZ twinswill be gov-

erned mainly by parental beliefs about their

zygosity. In other words,if parents think two

co-twins are monozygotic, they will treat

them morealike;if they think they are dizy-

gotic, they will treat them as less alike and

accentuate their differences.

Scarr gathered data on 19 MZ and 22 DZ

twin pairs correctly classified by parents, and

4 MZ and 7 DZ pairs incorrectly classified.

These were compared with respect to five

simple rated variables and two personality

scales. On the whole, the data support the

first hypothesis. Thus MZ twinsare said by

parents to be treated as more alike than DZ

twins regardless of the correctness of their

classification. At the sametime,the disparity

between o%47 and oz is a good deal great-

er for MZs and DZscorrectly classified than

for incorrectly classified twins, a finding in

line with the second hypothesis.

Since the twin samples used were very

small, these conclusions can only be regarded

as tentative. It is probable that, regardless of

blood typing(the criterion for zygosity deter-

mination), misclassified MZslookedlessalike

than correctly classified MZs and, likewise,

that incorrectly classified DZs looked more

alike than correctly classified DZs. In fact,

the data themselves indicate this. Thus the

main determinant of parental treatment is

probably appearance rather than actual zy-

gosity (a rather academic matter for most

parents). If, in general, MZ co-twins appear

more similar than DZ co-twins, as is certain-

ly true on the average, then it seems likely



that parental treatment will at the very least
sustain this similarity, if not increase it.
However,as indicated previously, it is dif-

ficult to formulate any conclusion thatwill be
true for all twins. Someparents appearto like
having “two of the same” and will actively
promote likeness, whereas others will dislike
such redundancy anddo theirbest to magnify
differences. An indication that the latter
course of action is often taken is supplied by
the twin data of Wilde (1964) who found that

alike on a numberof personality traits than
DZsreared in the same families.

the problem of whether perceived similarity
makes for increased likeness in twins. The
first of these by Plomin, Willerman, and
Loehlin (1976) involved the use of a “con-
fusability” index, which is essentially a scale
given to parents who rated how often their
twins were confused with each other. This,
in turn, was correlated with measures of ac-
tivity, sociability, and impulsivity in two in-
dependentstudies. The major result was that
in MZ pairs confusability did not correlate
with similarity in personality. In fact, five of
the eight correlations were slightly negative,
suggesting a contrast effect. Two correlations
were significantly positive for DZ twins,
however. The authors explained this result
by suggesting that DZ twins who look more
alike are, in fact, genetically morealike and,
therefore, more similar in personality. Thisis
possible. However, it is perhaps more likely
that the relative sizes of the correlations are
determined by the magnitudes of variances
in the two groups. Confusability showsa vari-
ance of around 1.7 in the MZ sample, but be-
tween 4 and 5 in the DZ sample. Further-
more, if we consider the combined sampleof
MZs and DZs, variance is between 5 and 6,
and, coordinately, all but one of the confus-
ability x personality trait correlations are
significant. Consequently, the results must
be treated with some caution.
The study by Matheny, Wilson, and Dolan

(1976) yielded results essentially in agree-
ment with those of Plomin, Willerman, and
Loehlin. On the Porter and Cattell Chil-
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dren's Personality Questionnaire, there were
significant correlations for only three dimen-
sions out of fourteen for MZ pairs, and none
for DZ pairs. Likewise, no significant correla-
tions were found for either type of twin be-
tween similarity score and two IQ tests, two
perception tests, an achievement test, and a
speech accuracy test. The authors therefore
concludedthat “perceived similarity of same-
sex twins is not a significant determiner of
behavioral outcome.”
As matters stand, then, thereis little sup-

port for the simple environmentalist assump-
tion that MZ co-twins are more alike be-
cause they look more alike. Note, however,
as we suggested before, that data on one link
in the chain of eventsstill appears to belack-
ing: the relation between perceived similar-
ity of twins and their actual treatment by
authority figures, by peers, and by each
other.
Some possible causes of increased Oinz

relative to 0%, have been suggested (Ostlyn-
gen, 1949; Price, 1950; Allen, 1965: Bulmer,
1970). The prenatal conditions of monochori-

twin and may result in an increased environ-
mental variation unique to MZ pairs. MZ
twins have more reversed asymmetries than
DZ twins, as is shown bythe larger propor-
tion of discordance of handedness in MZ
pairs (Nagylaki and Levy, 1973). Again, MZ
twins have been observed to adopt comple-
mentary roles in their outside contacts, one
serving as spokesman while the other is
quiet (von Bracken, 1936). Sometimesrebel-
lion against identification with an identical
co-twin leads to the adoption of a different
role. When persons are rating behavior, a
halo effect can work in reverse if the obvious
resemblance between MZ co-twins leads to
the exaggeration of minor differences (con-
trast effect). Finally, errors of measurement
are more serious whenthetruedifference is
small. For example, even if the true 0%,
were zero,a test of low reliability could often
yield different scores for MZ co-twins. On
the other hand, the same unreliable test
might serve to distinguish quite adequately
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DZ co-twins who were more different from

each other. The problemofintrusion of error

measurement into twin studies is of obvious

importance (Loehlin, 1965a).

It is probable that some of the effects

just listed will balance each other out. Yet

others are almost impossible to control. For

example, little control is possible over the

primary prenatal and natal biases that must

inevitably affect the makeup of twins. Like-

wise, it is impossible to keep the develop-

mentof genetically different DZ co-twins as

closely in step as it is in a pair of MZ twins.

The different genotypes of DZ pairs must

interact differently with the environment,

and their responses lead to further differen-

tation accumulated on a genetic base. If MZ

twinsare placed in objectively different envi-

ronments, it is conceivable, even probable,

that they will select similar parts of these en-

vironments for their attention and effectively

reduce the psychological consequences of en-

vironmental variability. Such environment

self-selection must be a process of great im-

portance. Yet behavior geneticists have hard-

ly begun to study this experimentally.

Another variant in the usual twin design

has been the method of co-twin controls for

specific experimental procedures. Specifi-

cally this involves the imposition of some ex-

perimental variable on one MZ co-twin with

the other member of the pair serving as an

untreated control subject. For example, one

co-twin may be given some learning experi-

ence, but not the other. The two are then

compared at the end of the training period.

Such deliberate manipulations of environ-

ment can tell us much aboutthe plasticity of

genotype. However, although the usefulness

of the method was argued by us in 1960 and

later by Thompson and Wilde (1973), it has

not begun to be used on any large scale. We

will consider in subsequent chapters a few

examples of the application of this approach.

In summary, the use of twins in human

behavior genetics involves many hidden as-

sumptions and many sampling difficulties.

For more information on thestatistical treat-

ment of these, the reader should consult

Kempthorne and Osborne (1961), Haseman

and Elston (1970), and Christian, Kang, and

Norton (1974), in addition to some of the

sources alreadylisted.

Twin-family methods

We have indicated previously some of the

limitations of twin methods. We may obtain

a great deal more information if we include

in our designs relatives of other kinds, for

example,full sibs reared together and apart,

half-sibs, foster children, and others. This

allows us to set up sets of equations in which

various empirical values representing re-

semblances(correlations) or differences (vari-

ances) are expressed in terms of theoretical

genetic and environmental components. Es-

timated values for the latter can then be

found by application of various procedures

deriving from the general method of simulta-

neous equations. Wewill present here three

such approaches, each of which handles the

problem somewhat differently.

Cattell’s MAVA. Multiple abstract vari-

ance analysis, developed by Cattell (1960,

1973), attempts to apportion the variance ofa

trait between the following components:

within- and between-family genetic, within-

and between-family environmental, and the

covariances between all of these. Cattell is

careful to acknowledge the fact that gene-

environmentinteractions also may occur but

submits that the assumption of uncorrelated

heredity and environment, which a formal

analysis of variance would require, is not

tenable for most behavior traits (Cattell,

1960).
The complete expression for the total vari-

ance of a trait in some society contains ten

terms.

o2, = O2¢g + Tre + She + Tbe +

2.wewe Owg Iwe +

2Xwe,be Owe The + 2Ywe,be Owe Tbe +

2Xwe,be Owe Tbe + ZTwe,be Owe Tbe +

2Fbe,bg The The

The last six terms simply represent the

covariances between the two genetic and

two environmental components in all possi-

ble combinations. Some of these may be

dropped on the grounds that they may not



For example, there is no reason why a ge-
netic deviation from the family mean should
be correlated with a genetic deviation of the
family from the population mean. Hence,
Twe,bg Can be taken as zero. The same should
apply to the term ryee, which can then also
be dropped. The other covariance terms,
however, may assume importance through
dutogenic mechanisms, by which certain en-
vironments are selected by, or themselves
select, certain varieties of genotypes. For
example, a family whose members are, on
the average, genetically brightwill likely cre-
ate for these members an environment con-
ducive to increasing brightness even more.
Thus the term rpgwe is probably not zero. A
firm decision as to each term must, in the
end, be an empirical matter. But given the
large number of unknown or abstract vari-
ances that are possible, it would seem ad-
visable to exclude those which are less plaus-
ible on a priori grounds.

Thecritical step in MAVAis the selection
ofvarious typesoffamilies for which variances
are expressible in terms of the unknown vari-
ances. In fact, as Loehlin (1965b) has pointed
out, there are basically two equations, each
with ten possible terms: one representing
the within-family, the other, the between-
family variance. These equations are modi-
fied according to the type of family used
simply by omitting whichever correlation

wherethe subscripts J and 2 are used to designate
the two individuals in a pairing (for example, sib-
lings)

By setting to 1 all correlational terms in
this equation, except we,we,, Which is set at
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0, one comesout with the expression for vari-
ance between identical twins reared to-
gether, that is, 02... What hypotheses are
made about the covariation between geno-
type and environment in any instance are
thus crucial.

In his complete multiple variance design,
Cattell puts forward seventeen such equa-
tions. His “limited resources design” in-
volves only ten equations by omitting the use
of identical twins reared apart and half-sib-
lings reared apart—material not so easily
available. Onesetof family equationsandits
solutionsare given on p. 250 as an example of
Cattell’s procedure. Others may be found in
his original articles (Cattell, 1953, 1960,
1973).
The solution of this group of equations in-

volves setting the values of each noncancel-
ing correlation coefficient at intervals of 0.1
from —1 to +1 and finding which estimate
gives the greatest internal consistency among
variances that depend and do not depend on
it.

sions to include many variables of psycho-
logical importance: order of birth, sex and
ages of siblings and of parents, cultural sub-
groups, foster-home characteristics, and the
like. Cattell himself (1973) has used it in a
number of ingenious ways. However, it is
still true (as it was in 1960) that few others
have doneso. This is probably mainly a result
of the very large samples that are necessary
because of the magnitude of standard errors
generated by the sheer number of linear
combinations of terms used (Loehlin, 1965b:
Eaves, 1972). Furthermore, the methodtells
us nothing about gene action, a lack that is
rectified in alternative methods. In spite of
these failings, however, MAVAhas been use-
ful in generating some most interesting ideas
about gene-environment relationships in hu-
man behavior. Wewill take up some ofthese
in later chapters.

out that a straightforward correlational analy-
sis of family data is not likely to yield very
useful results, unless the study is designed in
special ways to allow partitioning of the co-
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tThe term rweng is dropped.

§The terms rygng 2nd Twepe are dropped.

variance at least into genetic and environ-

mental components. Few studies done be-

fore 1960 wereofthis type and therefore con-

tributed not much morethan a glimpse ofthe

complexities that lay ahead. Path analysis

represents a more sophisticated type of cor-

relational analysis. Although it has been used

only in a few instances by behavioral geneti-

cists, it does seem to have great potential

usefulness, as already demonstrated in agri-

cultural genetics. It was, in fact, a distin-

guished worker in the latter field, Sewell

Wright, whofirst put forward the methodin

a series of articles dating back as far as 1918

(Wright, 1931, 1934a). Some examplesofits

application to behavioral science problems

are furnished by Duncan (1966, 1968), Mor-

ton (1974), and Rao, Morton, and Yee (1974).

Correlations express simply the degree of

relationship between two or more variables.

By using partial correlations,it is possible to

Components of family variance

Solutions for the unknown variances are as follows:

_ ,/.2 _ 72
Obe — OSA OST

*g?.,, acknowledges the possibility that twins may occupy a different kind of family environment than

+The term in parentheses can be used if selective placement is considered to operate.

2 2
Orr — Owe’

2 — 72 2
OST — Oweg + Owe + 2Ywe,weTweIwe

OSA = Owe + Owe + The + 20we,we

OwgIOwe (+ 2Xwe,be Owe Tbe)!

Cor = Owe + Owe + be + 2rvewe

OwegIwe + QTwe,peTweFdet

O25 = Oye + Swe + The + The +

QTwe,we OwgIwe + 21bg, be Obeg Ope)

*€

 

specify the relationship between any set of

these with the influence of some others re-

moved. For example, we may start with the

three correlations between (1) IQ, (2) school

achievement, and (3) socioeconomic class.

We maystate these as ry, N13, and frog. If,

however, we wish to examine,for example,

the relation of IQ and school achievement,

with the influence of the mutually correlated

variable socioeconomic class removed, then

we may compute a partial correlation, ex-

pressed as:

_ Tig — Ty3F23
Yy2-3 =

V(L = ris) (1 = rs)

This sometimes can provide very useful in-

formation. However, with a large numberof

variables it becomes an unmanageable task.

Furthermore and related to this is the fact

that any conventional correlation tells us

nothing about causality, only association.

 



However, it would be quite reasonable to
suppose in the preceding example, that on
a priori groundsit is more likely that a high
IQ produces good school marks than the con-
verse. This could be argued both on the
groundsthat an IQ has temporal priority over
school achievement(a child possessesintelli-
gence before he enters school) and also on
the grounds of generality (an IQ relates to
many other activities besides school per-
formance). This causal direction between two
variables is indicated conventionally as fol-
lows:

© @
IQ School

achievement

 

If we consider IQ to causally influence
school achievement but to be indeterminate
in respect to socioeconomic class, we would
represent the situation as follows:

IQ @ 0.50 @ School
achievement

 

0.30 0.10

@)
Socioeconomicclass

(fictitious) of the two path coefficients, p,,
and ps3, and the correlation, Y13. The former
are essentially partial regression coefficients
in standard forms of school achievement on
IQ and on socioeconomic class. The path co-
efficients indicate the extent to which vari-
ance on the achievement variable is influ-
enced independently by the other two.
The basic theorem ofpath analysis may be

stated as follows:

rij = 2 Pialiq
qwhere

rij = correlation between any two variables j
and j

q = index representing set of variables from
which pathslead directly to X,
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Pia = path coefficient from any of the set of q
variables to X;,

Tjq = correlation between any g variable and
variable ;

The actual path values are calculated as
beta coefficients by a regression procedure.
These simply represent the values by which
other variables should be weighted in order
to yield together the best possible prediction
of some main variable ofinterest. In a com-
plex system,it is necessary to compute beta
coefficients for variables independently, with
correlated variables partialed out. For ex-
ample, a five-variable system may be soar-
ranged that the independent path from vari-
able 4 to variable 5 must be calculated as
Ps4-123- The resulting value may well turn out
to be negligible in magnitude. When this
happens, one can seek to eliminate some
pathways from the original diagram on the

(Duncan, 1966). This is of great value, since
too fine an analysis with the consequent in-
clusion of a great many variables may yield
the impression that the system containslittle
more than noise, whereas the use of fewer
variables with fewer postulated relationships
between them may reveal a basic order.
Sometimes a macroscopic approach may have
advantages over a microscopic one.
Biometric genetic analysis. Like MAVA,

the biometric genetic approach put forward
by Jinks and Fulker (1970) also attempts to
partition the variance on a trait in a popula-
tion into genetic and environmental compo-
nents. Deriving as it does, however, from
the earlier formulations of Fisher (1918) and
Mather(1949), it goes well beyond MAVAin
its dissection of the genetic component.
Moreover, it places much greater stress on
the major components than on the various
interactions between them, such interactions
being eliminated byscaling,if possible.
The basic components of interest may be

designated as follows:

G, = within-family genetic component
G, = between-family genetic component
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Table 12-6. Expectations of variance

components for three kinds of families

according to a simple genetic model*
OS

Monozygotic twins reared together (MZT)

ow =F,

a3; =Gt+ Ey,

a}? =GtE, + EB

Monozygotic twins reared apart (MZA)

ow = BE, + E»

co, =G

o>? =G+E, + E,

Dizygotic twins reared together (DZT) orfull

sibs reared together (FST)

ow = G+ E,

a3 = G. + Ey

oh =G,+G, +E, + E,

Dizvgotic twins reared apart (DZA)orfull sibs

reared apart (FSA)

*From Jinks, J. L., and D. W. Fulker. 1970. Compari-

son of the biometrical genetical, MAVA, and classical

approaches tothe analysis of human behavior. Psychol.

Bull. 73:311-349. Copyright 1970 by the American Psy-

chological Association. Reprinted by permission.

E, = within-family environmental component

E, = between-family environmental component

These components are estimated from

empirical findings on the within-group vari-

ance (o%) and between-group variance (od)

from different types of families. Expectations

concerning these components in various fam-

ily groups are shown in Table 12-6. The first

three sets in the table supply the minimum

data for estimating G,, G2, E,, and E,. MZA,

DZT, and DZA(or FST and FSA), however,

can yield about as much information, with

the exception of the G x E interaction. This

first step of obtaining estimates of G,, Gyo,

E,, and E, allows calculation of heritabilities

by means of the usual formulae described

previously.

The decomposition of G, and G, into com-

ponents representing different types of gene

action is the next step. If we could assume

that all gene action was additive and that

mating was random,then the observed value

of G would estimate half the additive genetic

variance. That is:

Vo = UVeV3"*

In this expression

VeVi = Lpigid 2

where

p; = frequencyofallele at ith locus increasing

score

q, = frequencyofallele at ith locus decreasing

score

a = genotypic value given by each allelic pair

Thus the whole expression represents the

case for which it is possible to add the effects

of all genes contributing to the score on a

trait. It is assumed that p and q addto 1.

Where p =

q

= 0.95:

Va, = 23 (Yo x Ye)a?
Va = Yoda

The last expression has already been pre-

sented in Chapter5 in a discussion of quanti-

tative genetics in experimental populations.

Similarly, it will be recalled that if we in-

clude the possibility of dominant gene ac-

tion, then

G =%A+ %4D

and breaking this down for twinsandsiblings

G, = YsA + 26D

G, = YaA + YieD

Complete derivations of these expressions

may be found in MatherandJinks (1971). It

should be noted, however, that the two

equations do not apply in the case of other

kinds of family groups such as half-siblings.

Whenthese are used, other types of G's are

necessary.

The occurrence of assortative mating for a

trait whereby, for example, spouses tend to

be alike tends to alter G, but not G,. If Gz is

larger than G, and other things being equal,

we may suspect positive assortative mating

or homogamy. Its presence may then be

*Jinks and Fulker and others of the Birmingham group

have preferred to use the symbol D for additive gene ac-

tion and H for dominance. Here we will use A for addi-

tive and D for dominance.



tested for directly if the empirical data are
available.

Asindicated previously, fitting the preced-
ing modelto observationsis readily feasible
only if no genotype-environmentinteractions

genotypes to the same anddifferent environ-
ments is easily testable in populations of
animals. But it is not so easy with humans.
The method proposed by Jinks and Fulker
involves, basically, an examination ofthe re-
lation between the sumsof scores of pairs of
MZ twins on

a

trait and the differences be-
tween them.Ifan interaction between G and
E exists, then we should find some correla-
tion between sums(t,, + tis), (toy + tos), ...
(tur + tw) and differences (ti; — ty), (tb, —
too), . . . (thr — ty), since the former is a
measure of genotype,andthelatter is a mea-
sure of environment. Jinks and Fulker have
elaborated this technique for different situa-
tions, according to whetherthe twinsare to-
gether or separated and whether dominance
deviations are present. Both linear and curvi-
linear covariance may also be detected by
means ofscatterplots of sums against differ-
ences.
Although this procedureis certainly a step

in the right direction, it can only be con-
sidered imperfect. The sumsof scores of MZ
co-twins represent not only genotypes but
also between-family environments. In other
words, both members of a pair may have
high or low scores because of environmental
reasons. Hencea correlation between sums
and differences mayalso reflect a between-
environment and within-environment (E, Xx
E,) interaction. Jinks and Fulkerrefer to this
possibility, which can be covered at least
partly by using identical twins reared apart.
A test for genotype-environment correla-

tion can be madein a similar manner. Jinks
and Fulker suggest a comparison of the two
basic MAVAequationsfor biological families
reared together and reared apart. These are
the same, except that the expression for the
former involves the term Tbg-be and the lat-
ter, the term rpg. we. If one o* is larger than
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the other o%, as indicated by an F test, then
we may suspectthatthis is a result of the fact
that one of these correlations is appreciably
higher.

If either correlated environments or geno-
type-environmentinteractions are found to
be present, it is difficult to proceed beyond
the estimation of G,, G,, E,, and E, unless
the data can be appropriately rescaled to get
rid of them.

If these complications are not present or
are removable, analysis can be carried out
somewhatalong the lines of MAVA. That is
to say, observed variances are computed for
the different family groups, and these are

nents as outlined before, thatis, G,, Gy, E,,
E,, A, and D, plus an assortative mating fac-
tor (w), ifany. Values are chosen that give the
best fit. Standard errors for these can also be
calculated. For further details of the statis-
tical procedures, we refer the reader to Jinks
and Fulker (1970). We will present later on
some of the applications made by these
authors to data on personality and _intelli-
gence. Variants on the preceding method
have been put forward in a numberofarticles
by Burt and colleagues (e.g., Burt and How-
ard, 1956; Burt, 1972) and by Jensen (1973a).
Fundamentally, they involve similar assump-
tions and procedures.

QUASICONTINUOUS CHARACTERS
IN HUMAN POPULATIONS

Most ofthe characters with which behavior
genetics is concerned are complex and prob-
ably not inherited in any simple manner. For
some of them, as we have shown, evidence
for their heritable basis has come from ob-
servations of incidenceof the characterin rel-
atives of affected individuals or probands.
However,as Falconer (1965) has pointed out,
an increased incidence in relatives tells us
little about how strong the hereditary factor
is, and this is surely the main issue.
To attemptto solve this problem, Falconer

(1965) has suggested that the methods of
quantitive genetics developed to deal with
threshold characters may be applicable. In
addition, he draws heavily on the basic con-
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Fig. 12-7. Distributions for general population (A) and relatives of affected probands (B) com-

pared with reference to the xed thresholdofliability, T. G, Mean liability of general popula-

tion; A, meanliability of affected individuals in general population, R, mean liability of rela-

tives; g, incidence, that is, proportion of individuals with liabilities exceeding the threshold;

x, deviation of threshold from mean, that is, normal deviate; z, height of the ordinate at the

threshold: a, mean deviation ofaffected individuals from the population mean(z/q); n, mean

deviation of normal individuals from the population mean, z/(1 — q); subscript g refers to the

general population, subscript r to the relatives. (From Falconer, D. S. 1965. Ann. Hum. Ge-

net. 29:51-76:)

cept of liability as first proposed by Carter

(1961) in connection with congenital pyloric

stenosis. The basic analytical operation in-

volved in Falconer’s method is the conver-

sion of the information contained in inci-

dence data into estimates of family correla-

tions. Let us now look at the theory behind

the model.

It is assumed that underlying an illness

which has an all-or-none character there is a

graded attribute designatedasliability to the

disease. Below a certain value of liability—

the threshold—the individual is normal; be-

yondthis value he is affected. It is important

to emphasizethat this attribute includes not

only the individual's innate tendency to con-

tract the illness (susceptibility), but also the

whole set of environmental circumstances

that contribute as well. The relationships

between variation ofliability, threshold, and

incidence are shown in Fig. 12-7. It is as-

sumed, as shown, that liability is normally

distributed. This allows us to use units (stan-

dard deviations) for the attribute. It is also an

assumption that excludes characters carried

by major genes, since such characters would

show discontinuousliabilities. The distribu-

tions shown in Fig. 12-7 illustrate the way in

which incidence data relate to liability and

threshold. The upper curve represents the

general population with an incidence of the

illness of 0.05. The bottom curve has a higher

meanliability and hence showsa higherinci-

dence of 0.20. This distribution is taken to

representrelatives of affected probands. The

two populations have, respectively, meanlia-



bilities of —1.6 and —0.8 below threshold.
This assumes, of course, equal variance of
liability in the two groups.
Now byreference to tables of the normal

distribution,it is possible to establish, for any
given incidence, the distance of the thresh-
old from the mean in standard deviation
units. These distances may be labeled X, and
x, The difference in liability between the
general population and relatives of probands
is then R - G =x, — x,,

Individuals in the general population who
are affected have a mean liability, A, which
deviates from the general mean by the
amount ad in o units. This mean is above the
threshold from which it deviates by an
amount a — xz, where a = z/q. Z is the
height of the ordinate of the normal curve at
the threshold corresponding to the inci-
dence q.
Wemayalso wish to specify the mean lia-

bility of normal individuals in the general
population. Unless the incidence of the ill-
ness is high, this will deviate only slightly
from the population mean.It is given as n in
Fig. 12-7. Note that since a = z/q and n =
z/p where p = 1 — q, thenn = aq/p.
Weare nowreadyto estimate heritability.

The data in the form just given are analogous
to those used in a selection experiment.
Whatwehave done,essentially, is to “select”
out of the general population a numberof
persons having a trait (the sample with
mean A) and then look at their relatives who
have a mean R. Thedifference between the
general population and the selected groupis
A — Gandrepresents the selection differen-
tial. The difference between the means of
the relatives and the mean of the general
population represents the selection re-
sponse, R — G.Theratio of these twodiffer-
ences in mean liability is equivalent to the
regression (b) of relatives on probandsin re-
spect ofliability. Thus:

R—-G
b= 1 Te

 

Wehavealready discussed the relation be-
tween selection differential and selection re-
sponses in Chapter5. It will be recalled that
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if we graph R against A, the slope of the re-
sulting line is the regression of relatives on
probands. If we transform incidences into
liabilities, we get:

 

Various methods can provide us with a stan-
dard error of estimate for b.
Once the regression is found, this leads to

an estimate of heritability. The two are re-
lated as follows: let P be the phenotypic value
(i.e., liability) of any individual, R be the
phenotypic value ofa relative, and r be the
coefficient of genetic relationship. The re-
gression of R on P is

b _ COVap rVa
RP V> Vp

 

where

COVkp = covariance of probands and relatives
Va = additive genetic variance
Vp = total phenotypic variance

Thus:

b

r

h?

The value of r will vary according to the
degree of relationship, being % in the case of
first-degree relatives (children, parents,
sibs), % for second-degree (uncles, aunts,
nephews, nieces), and so on. For M7, twins,
of course, r = 1: hence h?2 = b.

Since incidences in the various groups
bear a fixed relation to the quantities x,, x,,
and a, it is possible to construct a nomo-
graph from which h? may beread off directly
for first-degree relatives. This is depicted in
Fig. 12-8. It will, of course, supply an ap-
proximate rather than an exact solution. We
will present a number of examples of its ap-
plication in later chapters.

Falconer is careful to point out several
basic assumptions that must be metif the
model is to have validity. First, the general
population samples and the probands sam-
pled should both be representative samples
of the same population. Second, the sample
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Fig. 12-8. Graph for estimating the heritability of

liability from two observedincidences, when the

relatives are sibs, parents, or children. (Explana-

tion in text.) (From Falconer, D. S. 1965. Ann.

Hum. Genet. 29:51-76.)

from which the relatives are drawn should

also belong to the same population. Essen-

tially, this means that the three groups

should have equal variances of liability and

should be equated in other waysas well. One

of the best ways of making such equationsis

by using a series of controls. The main con-

trol would be simply a group chosen from the

population so as to be matched with affected

probandsforcritical variables deemed to be

important, such as age andsex. Relatives of

these controls are then located, and inci-

dence of the character established for both

groups. Falconer discusses various exten-

sions of the method andalso the errors that

can arise from its use. However, these need

not concern us at present. Werefer the read-

er directly to the articles of Falconer (1965,

1967).
The basic method just outlined has been

extended and refined by various workersaf-

 
 

 
Class 2 (relative)

 

Fig. 12-9. Distribution of a dichotomized variable

in two genetically related populations: for ex-

ample, class 1 = normal and affected probands;

class 2 = normal and affected relatives of individ-

uals in class 1, such as siblings. Broken lines

designate the means of each class. Solid lines

separate affected from nonaffected individuals.

Thus quadrant a would represent, for example,

normalsonsof affected fathers; b, affected sons of

affected fathers; c, normal sons of normalfathers;

and d, affected sons of normal fathers. (From Ed-

wards, J. H. 1969. Br. Med. Bull. 25:58-64. )

ter Falconer. These include Edwards (1969),

C. Smith (1970, 1971), James (1971), and

Reich, James, and Morris (1972). The com-

plexity of most of these treatmentsis beyond

the scope of this book. However, it is per-

haps worthwhile to discuss briefly one of

them which seems fundamental, that put for-

ward by Edwards (1969). In general, this

model attempts to deal more satisfactorily

with a problem fully recognized by Falconer:

the possibility of reduced variance and skew-

ness ofliability in samples of probands’ rela-

tives. The procedure involves the estimation

of a correlation between a sample of normal

and affected individuals drawn from the gen-

eral population and their normal and affected

relatives. This can be computed from

a

bi-

variate surface divided into four quadrants by

dichotomies (equivalent to thresholds) x and

y units from the mean. Such a surfaceis illus-

trated in Fig. 12-9. Note that ratios of fre-



quencies in different quadrants or combina-
tions of quadrants yield the values we are
interested in; in particular, b/(b + d) gives
incidence of the character amongrelatives of
probands. Likewise, (b + d)/N (where N =
a + b + c + d) gives incidence ofthe trait in
the population. All relevant information can,
in fact, be summarized by meansofa tetra-
choric correlation. The latter can be com-
puted or found directly from appropriate
tables. Edwards (1969) has constructed a
nomograph showing the relationship be-
tween population, incidence, incidence in
first-degree relatives, and heritability up to
80%. Beyond the latter value, heritability
may be derived by the application of a for-
mula given by Edwards.
We may conclude this discussion with a

word of caution. There are many hidden
assumptions in models of the kind presented.
Depending on whichare accepted and which
are qualified or rejected, it is possible to
educe almost any kindof genetic model from
data. Furthermore, depending on the model
accepted, heritability estimates will differ
radically. Consequently,it may be that fur-
ther developmentsinstatistical methodology
will not add appreciably at the time to our
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knowledge of the genetics of behavior traits.
Therestill remains much to be done at a sim-
pler and morebasic level. We wil] attempt to
outline some possibilities in Chapter 18.

SUMMARY

In summary, we maystate that the meth-
ods of human behavior genetics will vary
somewhat depending on whether the trait
studied is discrete, continuous, or quasicon-
tinuous. However, all methods are derived
from basic Mendelian principles, andall in-
volve assessmentof trait incidences or trait
scores in individuals genetically related to
probands. Twins and adoptees constitute
particularly useful material, though the use
of these involves many special problems,
some purely methodological and others of
some substantive interest. Amongthe great
variety of methods available for partitioning
genetic and environmental components, we
have discussedin particular those of Cattell,
Jinks and Fulker, Falconer, and Edwards.
Few, if any, of these allow us to arrive at
uniquely valid conclusions. Consequently,
caution mustbe exercised in their application
to human behavioraltraits.
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An organism’s capacity to behave adaptive-

ly is ultimately dependent on the basic sen-

sory and response systems it can utilize.

These must work in conjunction with each

other. Thus the superb raptorial equipment

of a hawk would be useless in capturing prey

‘it were not coupled with extraordinary

visual acuity. Likewise, the scavenging re-

sponses of a catfish work mainly through

chemoreceptors on its body surface. Many of

the psychological differences between spe-

cies are finally understandable in terms of

their basic input and output processes.

This chapter will attempt to survey the

genetics of relatively simple sensory-percep-

tual and response systems in humanbeings.

It is possible that information about these

will, in time, prove to be invaluable for an

understanding of the more complex forms of

behavior considered in other chapters.

SENSORY PROCESSES

Anomalies of sense organs are quite com-

mon in man (Sorsby, 1970; Wolstenholme

and Knight, 1970). Many of these are asso-

ciated with gross deformity or even the

absence of particular organs. In severe condi-

tions such as amaurotic idiocy, there are con-

current anomalies of the central nervous sys-

tem that directly impair intelligence.

We shall deal only briefly with sensory

variations that result from major structural

defects. Blindness and deafness have impor-

tant psychological consequences, but in edu-

cational or therapeutic work, the genetic or

nongenetic etiology of the condition is some-

what less relevant than the managementof

the problem. The question of hereditary

origin is, however, of great importance to the

genetic counselor who mayhave to advise on

298

the possibility of the trait appearing in the

siblings or offspring of an affected individual.

Major emphasis will be placed here on varia-

tions that are known only by their behavioral

manifestations and that are most convenient-

ly studied by psychological and psychophysi-

cal techniques. For the most part, we will

be dealing with capacity to discriminate stim-

uli in the different sensory modalities.

Taste

In 1931 Fox reported on the phenomenon

of “taste-blindness.” He used this term to de-

scribe the inability of some membersofhis

laboratory staff to characterize as “bitter-

tasting’ the substance phenylthiocarbamide

(PTC). Blakeslee and Salmon (1931) and Sny-

der (1931) corroborated Fox's finding and an-

nounced independently that the inability to

taste PTC andrelated compoundswastrans-

mitted by a single recessive gene. In Chapter

12, we presented Snyder's actual data bear-

ing on this conclusion, so we will not report

them again here. Generally speaking, the

model has stood up well in numerous other

studies (e.g., Pons, 1960). Distributions of

taste thresholds for most chemical com-

pounds are Gaussian. Taste of quinine is an

example(also bitter), and there appear to be

substantial correlations between at least high

thresholds for this substance and various

others, including sodium chloride, sucrose,

and chlorpromazine (Kaplan, 1968). How-

ever, taste thresholds for the phenylthiourea

(the correct name for PTC) type of antithy-

roid compoundsis distinctly bimodal in na-

ture. Members of this group contain the

characteristic:

H—N—C=S

| |



Sensitivity to all compounds containing this
is strongly correlated with ability to taste
PTC.

Various methods have been used for assay-
ing PTC tasting. These include the use of dry
crystals, impregnated filter paper, and test
solutions sampled through straws. The gen-
eral technique of Harris and Kalmus (1949)
appears most adequate, although it is too
complex and time consuming for the large-
scale type offield investigation usually desir-
able in population genetics. Subjects are
given a few cubic centimetersof test solution
in a glass. The concentration is gradually
raised until a positive response is given. A
confirmatory test requires that the subject
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separate correctly eight glasses, four con-
taining water and four with the test concen-
tration. Some examples of the bimodal dis-
tributions found with this method are shown
in Fig. 13-1 (Barnicot, 1950). These are quite
typical of findings in a great variety of popu-
lations andracial groups(e. g., Saldanha and
Nacrur, 1963). The wider distribution shown
by tasters includes, of course, both heterozy-
gotes and dominant homozygotes.
The nontaster, it should be noted, is not

deficient in general taste acuity, which may
vary greatly between different compounds.
To Blakeslee, this has meant “welive in dif.
ferent taste worlds.” PTC tasting ability itself
turns out to be extraordinarily specific. Thus

Africans(74)

Chinese (66)

    

 

<1 1 2 3 4 #65

 

6 7 8 9 10 11 #12 13

Solution number

Fig. 13-1. Taste thresholds in populations of English,
0.13% PTC; each succeeding solution is one half the

Africans, and Chinese. Solution 1] is
concentration of the preceding. Bi-modality of taste acuity is clearly shown in the English and Chinese groups. (From Barnicot,N. A. 1950. Ann. Eugen. 15:248-254.)
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tasters are apparently notable to detect PTC

‘fit is dissolved in the saliva of nontasters or

even of other individuals who are them-

selves tasters. Only when PTC is dissolved

in the subject’s own saliva can a response be

elicited. The reasons for this specificity are

still not clear (Cohen and Ogden, 1949).

The function of the taster gene (beyond

being a useful markertrait for geneticists) is

unknown. Attempts to demonstrate an asso-

ciation between its presence and various

other characteristics have not proved very

successful. A rather intensive study by Kap-

lan and colleagues (Kaplan, 1968) using the

related compound 6-n-propyl-2-thiouracil

(PROP) showedthe following: sensitive tast-

ers reported a larger numberoffood dislikes,

preferred mild-tasting food, containeda rela-

tively high proportion of nonsmokers, and

displaved greater introversion (as inferred

from WAISresults) and greater “general sys-

temic reactivity.” There was some associa-

tion, also, between tasting and incidence of

duodenal ulcers and between nontasting and

incidence of gastric ulcers.

Many, if not most of these associations are

correlational. However, it is possible that in

some cases the taste threshold may be sig-

nificantly altered by some of its correlates.

For example, it is not unlikely that prolonged

smoking may have such aneffect. The whole

problem of threshold variability as a function

of environmental variables has not been suf-

ficiently explored.

In general, then, although PTC tasting is

clearly genetic, its function is not entirely

clear. Boyd (1950) has suggestedthatit might

protect against intake of substances high in

antithyroid compounds. However, there is

no definite evidence for this. More research

explicitly aimed at this problem is desirable.

Auditory function

Many types of inherited deafness have

been identified. Probably the majority of

these appear to be secondary eftects of some

primary disorders, as, for example, in the

case of Pendred syndrome (goiter) or of

Down syndrome. Pedigree analyses have

implicated both autosomal and sex chromo-

somes and both recessive and dominant in-

heritance. The psychological consequences

of deafness are obvious enough and have

been discussed by Anastasi (1958a).

Of more interest to the student of behavior

are the studies concerned with auditory dis-

crimination. Many of these were initiated in

order to look for possible genetic bases for

musicality. Pitch discrimination 1s obviously

useful to a musician, although many other

capacities are needed to make a fine per-

former or composer. The tests have often

been criticized as predictors of musicality,

but this does not necessarily detract from

their value as indicators for genetic studies.

Stanton (1922) administered the Seashore

tests of pitch, intensity, time, and interval

discrimination to 85 membersofthe families

of 6 well-known American musicians. She

concludedthat a child from musicalstock had

a better chance of being musically gifted,

but the basis of her sampling was too narrow,

and nostatistical analyses were possible.

Mjoen (1925) gave a pitch discrimination

test to a group of parents and offspring and

found a high correlation between midparent

and offspring scores. He proposed that the

trait had a simple genetic basis, but his evi-

dence for this view cannot be regarded as

adequate.

Friend (1939) computed familial correla-

tions for parents and 42 kindergarten chil-

dren on performance on the Seashoretests of

pitch, intensity, and consonance. Results are

shown in Table 13-1. Correlations were uni-

Table 13-1. Parent-offspring correlations

for pitch, intensity, and consonance

as measured by the Seashore test*
ren

e

Midparent X Father x Mother x

child child child
ee

Pitch 0.14 0.02 0.09

Intensity 0.46 0.16 0.28

Consonance —0O.11 — 0.04 — 0.08
a

*From Friend, R. 1939. Influences of heredity and

musical environmenton thescores of kindergarten chil-

dren on the Seashore measures of musical ability. J.

Appl. Psychol. 23:347-357.



formly low, although highest for intensity
and higher for mother-child than for father-
child. The latter presumably reflects mater-
nal influence in the home.
A critical review of “absolute pitch” was

carried out by Neu (1947), who cited much
evidencefor the acquisition of pitch discrimi-
nation by training. He justifiably criticized
the notion that this ability was an inherent
faculty or quality determined strictly by
genotype and developingin vacuo. However,
the tone of Neu’s review implied that he
thought of heredity as

a

static factor whose
work was finished when the organism was
born. Equal training in pitch discrimination
might produce greater individual differences
in pitch discrimination than no training. The
possible genetic determinants of auditory
discrimination should be sought by methods
that parcel out experiential and genetic in-
fluences.
A series of studies by Fry (1948) and by

Kalmus (1949) focused on “tune deafness.”
They used

a

test featuring a number ofwell-
known tunes played either correctly or else
distorted by the insertion of several wrong
notes. Rhythm and tempo were held con-
stant. They measured performance in terms
of two types of errors, A and B. The former
was given by judging a correct tune as wrong
(“miss”); the latter by judging an incorrect
tune as right (“false-alarm”’). Total error
scores were calculated as 3B-A. The experi-
menters found a clearly bimodal distribution.
Defined in this manner,thetrait appeared to
segregate in families and sib pairs in such a
way as to suggest that much of the variation
might be a result of a single locus, possibly
involving dominant gene action (Kalmus,
1952). Some support wasgiven to this by the
findings of Ashman (1952), who traced ability
for simple musical memory through four gen-
erations, including members of three fami-
lies. His data do not clearly fit any obvious
genetic model, though they suggest poly-
genes and some degree of autosomal domi-
nance.

Kwalwasser (1955), using his own ten-test
battery of musical ability, computedcorrela-
tions on 255 pairs of sibs. The general sib
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correlation was 0.48. Brothers’ scores corre-
lated 0.56, and sisters’ scores 0.46. These fig-
ures are close to that obtained by Shuter
(1966) using the Wing Standard Tests of

0.475. The individual parent-offspring corre-
lation, however, was only 0.29 (slightly
higher when a “selected” group of children
was omitted). The assortative mating coef-
ficient was 0.331. It is of some interest that
the strongest familial resemblance was be-
tweenfather and child (0.627), in spite of the
apparent fact that the mother characteris-
tically seemed to “set the musical environ-
ment.This result is at odds with much of
the work on family patterns in personality
dimensions (Chapter 15), for which the ma-
ternal influence appears much stronger.
A numberof twin studies on musical abil-

ity have also been carried out. One of the
more extensive investigations by Vandenberg
(1962) involved 33 MZ and 43 DZ pairs who
were given Seashore’s tests of pitch, loud-
ness, and rhythm and Wing’stests of pitch
and memory. Heritability values were in ex-
cess of 40% for loudness, rhythm, and mem-
ory, but very low for pitch (both tests). It was
of interest that acuity of hearing, which is
unrelated to pitch discrimination, was found
to be highly heritable, but only for the right
ear. Curiously enough,a later study by Staf-
ford (1965) found significantly different intra-
pair variances between 48 MZ and 54 DZ
twin pairs on pitch discrimination. Rhythm
also showedsignificant heritability.

Shuter (1966) administered the Wingtests
to 28 MZ and 32 DZ pairs, some adults and
some children. Intraclass correlation for
“musical quotients” for the total MZ sample
was 0.794; for the whole DZ sample, 0.721,
yielding a heritability of only 0.262 (Hol-
zingers statistic). However,ifonly the 10 MZ
and 9 DZ boy pairs were used, heritability
rose to 0.617. Heritability for pitch separately
was 0.45. Shuter also tested 5 pairs of identi-
cal twins reared apart (from Shields’ sam-
ple). Intrapair differences ranged from 2
points (2 pairs) to 20 points (1 pair). The
2 other pairs differed by 12 and 15 points.
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On the whole, the family and twin studies

just reviewed suggest that some limited com-

ponents of musical ability are heritable.

However, musical talent in general is ob-

viously a highly complex character depend-

ing on both genetic and environmental sup-

port. In spite of this, a numberof investiga-

tors have put forward specific models of ge-

netic transmission. These include recessivity

for high ability (Hurst, 1912), single-gene

dominance (Reser, 1935), double-gene domi-

nance (Scheinfeld, 1956), and polygenic in-

heritance (Ashman, 1952). The data base for

their divergent views is weak at best. Con-

sequently, it would not be wise to educe any

definite conclusions at this time.

Certainly, the problem of hereditary fac-

tors in musical ability is a most interesting

one, not only from a practical point of view.

It is a complex skill clearly involving many

components. Apart from peripheral factors

such aspitch, rhythm, and loudness discrimi-

nation, it is probable that, at a more central

level, both serial and parallel information

processing must be simultaneously involved.

This unusual demand on the resourcesof the

central nervous system may well account for

the relative rarity of highly talented musi-

cians. However, these more theoretical as-

pects of musical ability have not been ex-

plored within the context of behavior ge-

netics.

Basic visual functions

An organ whose functioning is dependent

on precise correlated growth of many parts

might be expected to be highly susceptible to

both environmental and genetic influences.

An entire book has been devoted to a consid-

eration of genetic factors in ophthalmology

(Sorsby, 1970). The author makes the point

that as standards of communicable disease

control have improved, the importance of

heredity as a factor in blindness has in-

creased. In Liverpool in 1791, two thirds of

the applicants for admission to an institution

for the blind were victims of smallpox. By

1951, smallpox had beenvirtually eliminated

from England. At the sameinstitution, 21%

of the patients at that time had blindness

attributable to hereditary defects, as con-

trasted with 44% associated with degenera-

tive changes of age. However, the hereditary

conditions accounted for more expected years

of blindness and presented more serious

educational problems.

We shall not attempt a catalog of the vari-

eties of heritable eye anomalies of clinical

importance. The interested readeris referred

to Sorsby (1970) as an authoritative source.

Provided there is no brain damage, intellec-

tual retardation in properly educated blind

children is not exceptionally large, and the

average IQ seems to be about 90. The par-

tially sighted child often has a more severe

handicap than the visually uneducable child.

However, many such problems become in-

creasingly correctable with the improvement

in ophthalmological technology.

Undoubtedly, the aspect of this modality

most thoroughly studied by geneticists has

been defective color vision. Genetic studies

have,in fact, played an important role in the

developmentof theories of color vision.

Basically, the rods and cones that consti-

tute the vertebrate retina contain photolabile

pigments which absorb light waves within

the visible spectrum. Simply put, these pig-

ments involve, in part, carotenoids built up

of isoprene units. The stereoisomeric config-

uration of the carotenoid is such that it may

exist in a cis or trans state. When struck by

photons, an 1l-cis molecule essentially

straightens out into a stableall-trans configu-

ration. It is this photochemical event that

provides the basis for visual experience

(Wald, 1966; Hubbard and Kropf, 1967;

Brindley, 1970). One compound importantly

involved in the vision cycle is the enzyme

alcohol dehydrogenase, a fact that, as we

shall see, may have wider significance. A

series of experiments carried out both with

normal and color-blind subjects has now

established fairly clearly that there are prob-

ably three types of cones containing pigments

that differentially absorb different wave-

lengths of light. Rushton (1966) has labeled

these pigments “erythrolabe™ (red-catching),

“chlorolabe” (green-catching), and “cyano-

labe” (blue-catching). It is presumably de-
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Table 13-2. Simple types of color vision defects*
  

  

  

Trichromats

Anomalous

Protanomalous

  
No defects

Deuteranomalous

Tritanomalous

Dichromats Monochromats

  

Protanopes Cone monochromats
(at high illumination)

Deuteranopes
Tritanopes Rod monochromats

(at low illumination)

 

* Modified from Wright, W. D. 1957. Diagnostic tests for colour vision. Ann. R. Coll. Surg. Eng]. 20:177-191.

fects in or absence of one or more of these
pigments that are responsible for the various
formsof color blindness.
A large numberof tests have been devel-

oped to detect color-vision abnormalities.
The details of some of them have been dis-
cussed by Kalmus(1965), Cruz-Coke (1970),
and by a variety of experts in the volume
edited by Verriest (1974). As a result of the
application of these, there is now a fair de-
gree of agreement in the major forms of
color-vision defects. So-called red-green
color blindness (daltonism) was for many
years regarded as a unitary defect. Nowit is
divided into at least four phenotypes. In ad-
dition, several other less common types of
deficiency havealso been identified. The ma-
jor types are set out in Table 13-2. The main
principle involvedin theclassification derives
from Rayleigh’s equation. The latter simply
specifies the proportions of monochromatic
red (671 nm) and monochromatic green (535
nm) light needed by an observer to match a
monochromatic yellow light (589 nm). Using
an anomaloscope, the proportionate amounts
of red and green tend to be relatively con-
stant for normal trichromats. However,
anomalous trichromats, though needing the
Same components, require them in different
proportions. Thus someindividuals, given the
wavelengths just specified, find the result-
ing mixture reddish yellow. Such individuals
are categorized as deuteranomalous, being
less sensitive to green. Other individuals,
however, judge the yellow mixture as green-
ish, since they are less sensitive to red. These
are called protanomalous. To look at the mat-

ter from the angle of the normal observer,
the mixture matched by protanomalous sub-
jects to yellow will appear too red: that
matched by deuteranomalouswill appeartoo
green.

Dichromats are more difficult to detect
with the anomaloscope procedure. In gen-
eral, however, they may match any setting of
yellow with a different mixture of green and
red. Thus protanopes(“red blind”) will match
yellow to green alone or reduced yellow to
red alone. Deuteranopes, on the other hand,
can match yellow with red or green over a
range of intensities. These people are “green-
red blind,” since they have a deficiency of
the green retinal pigment, chlorolabe. How-
ever, it is also possible that they have no dif-
ferential sensations of red and green but see
only yellows of varying intensity (Kalmus,
1965). The same maybetrue of protanopes.
In anycase, the luminosity functions of both
cover a narrower range than normal, being
truncated at the red end for protanopes and
at the green end for deuteranopes (Pitt,
1944),

Notall subjects fit the preceding classifi-
cation, however. Someindividualsfalling be-
tween anomaloustrichromats and dichromats
are usually designated as “extreme” anoma-
lous subjects. These behave, in a matching
task, very much like anomalous individuals,
except that they accept matches over a wider
range of red-green mixtures. A convenient
schematic summary of the diagnostic ranges
for the various categories on the Nagel anom-
alscope is shown in Fig. 13-2. The normal
person, when asked to match a red-green
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Fig. 13-2. Nagel anomaloscope results. Ranges of

matching of red-green mixtures with yellow inten-

sities for normals and for different categories of

color-vision defectives. (Modified from Cameron,

R. G. 1967. Aerospace Med. 38:51-59.)

mixture at a setting of 40, sets the yellow at

a scale point of 15. Deuteranomales find a

region of equivalence at lower mixture

values, covering a range between 15 and 30.

Extreme deuteranomales match much in the

same way, except over a wider range of

values (e.g., 5 to 40). Deuteranopes match

the yellow to red-green mixtures over the full

range of 0 to 90. Protanomales equate a yel-

low of around 5 to a predominantly red mix-

ture value of around 60. Extreme protanom-

alous subjects extend this range (yellow

values, 5 to 12, with mixture values 45 to 60).

Finally, protanopes match yellows in the

range 5 to 30 with red-green mixtures0 to 70

(Cameron, 1967).

Other tests besides the anomaloscope can

be used to detect the types of defects just

mentioned. Two well-known examples are

the Ishihara and the Farnsworth-Munsell

100-hue tests. Comparisons between mea-

sures have been made by Kalmus (1965) and

by Cruz-Coke (1970), among others. Prob-

ably all have particular problems and limi-

tations associated with them. Cameron (1967)

has concluded that for simple, rapid detec-

tion of color defect, the Ishihara plates are

to be preferred. The use of anomaloscopes,

particularly of the Nagel type, is best for

identifying the particular detect.

So far we have dealt only with protan and

deutan defects. The third tritan category in-

cludes the defects of tritanomaly and trit-

anopia. Both involve a deficiency in the blue

pigment, cyanolabe. In the normal eye,

foveal vision is, in fact, tritanopic. Thusit is

possible that, in tritans, the retinal area free

of blue cones is simply more extended (Kal-

mus, 1965; Wald, 1966). However, since tri-

tan defects are rare and difficult to detect,

their exact nature is not well known. An addi-

tional defect, possibly falling into the tritan

group, is tetartanopia, involving the inability

to see yellow (580 nm), blue (470 nm), or vio-

let (420 nm) (Willmer, 1946). However, au-

thorities do not all agree on the existence of

this type of dichromasy.

The genetics of color blindness are reason-

ably well understood. In an early survey of

over 18,000 school children in Oslo, Waaler

(1927) found that the same types of color de-

fects were found repeatedly in related in-

dividuals. This led him to postulate that prot-

anomaly and protanopia were results of al-

leles recessive to the normal allele which

contributes something to the red-seeing sys-

tem. Deuteranopia and deuteranomaly were

considered by Waaler to be expressions of

alleles at separate but closely linked loci. In

addition, Waaler’s data, as well as those of

many other investigators, have confirmed

that most types of color blindness are carried

by genes on the X chromosome. This conclu-

sion may be educed not only from the rela-

tive incidence of the defects in males and

females, but also from linkage studies, which

we will consider shortly. The exception ap-

pears to be tritanopia (unlike tritanomaly),

which is thought to be carried by an auto-

somal dominant gene with incomplete mani-

festation. However, this conclusion is based

on rather minimal data (Kalmus, 1955).

Thecritical test for the separation of two

allelic systems (protan and deutan) requires

an examination of the progeny of a female

heterozygous for both. Such a woman should

have normal vision, but half of her sons
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fect. Quite a number of such women have
beenlocated but they have not always turned
out to have normal color vision (Walls, 1955:
Franceschetti and Klein, 1956; Kalmus,
1965). Special theories of gene action must
be invoked to explain such anomalies. Ac-
cording to the single-locus hypothesis, pro-
tan-deutan compounds should not be found
in the offspring except perhaps under very
special conditions ofcodominance. However,
if separate loci exist, we should find atleast
four types if we assume two grades for each
defect and nine types if we assume three
grades (plus normal-abnormal compounds).
Unfortunately, extensive data on this matter
are not available. Walls and Matthews (1952)
and Pickford (1965) have reported instances
of such compounds, but, because of difficul-
ties of precise diagnosis, their status is some-
what uncertain. At present, however, opin-
ion appearsto favor the existence of two loci,
each with three abnormal alleles, the less
abnormal dominantover the more abnormal.

Since most color-blindness genes are sex-
linked, they afford an excellent opportunity
for chromosome mappingstudies. The major
results of some of these have been usefully
summarized by various authors and are
schematically depicted in Fig. 13-3. It should
be emphasized that the map distances indi-
cated are highly tentative, being based on
recombination frequencies in fairly small
samples. Some other problems have also
been pointed out by Kalmus (1965).
A final empirical aspect of color blindness

of interest relates to manifestation in the het-

erozygous female. According to the Lyon hy-
pothesis, one X chromosomeis inactivated in
the somaticcells of the female. This may be
of maternalor paternal origin and hence may
carry a particular geneornot. Depending on
the time during development at which such
inactivation occurs and for which chromo-
some, the female may be moreorless a mo-
saic in respect to the gene involved. We may
thus expectto find, in somecarrier females,
some expression of the trait. One of the most
compelling examples of this in the present
context is afforded by cases of women, de-
scribed in the literature, who have been
color blind in one eye but of normal vision
in the other. At least some of these can beex-
plained by the Lyon hypothesis. Others may
involve a different etiology, since monocular
color blindness also shows up occasionally in
males and cannot, of course, be due to X-
chromosomeinactivation (Kalmus, 1965).

Walls (1955; Walls and Matthews

construct comprehensive

_

color-vision
scheme. His point of view is that each kind of
hereditary color-vision defect represents a
normal system minus something, and that
each may be considered as an experiment
from which one can deduce the properties
of the normal system. This approach is com-
monin physiology, which could hardlyexist
as a science without the procedure of surgi-
cal extirpation. Walls’ hypothesis is likewise
derived from a consideration of the effects
of biochemical “extirpations” produced by
mutant genes.
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Encoded Sensation

brightness

Brightness

IIltumination

Encoded chromaticity

Chromatic prosentations

(the ‘three components’)

Rod

Fig. 13-4. Schema for normal colorvision based on data from color-blind subjects: an example

of using genetic lesions to interpret normal functions. (From Walls, G. L. 1955. Am. J. Oph-

thalmol. 39:8-23.)

Walls’ scheme for normal color vision is

shown in Fig. 13-4. His original articles deal

with the experimental argument for this

theory. He has claimed it provides an expla-

nation for the different effects of color blind-

ness (and various experimental procedures)

on brightness and chromaticity. A protanope,

for example, is assumed to lack the R-cone

system (sensitive to long wavelengths) and

their associated paths to the brightness and

chromaticity centers. A deuteranope has

only G and R cones (or perhaps a common

cone type) sensitive to longer, but not to

shorter, wavelengths. Other less common

anomalies of color vision can also be fit into

the scheme by making appropriate deletions,

including monochromasy, both photopic and

scotopic.

Walls’ model is, of course, highly conjec-

tural and allows no exact predictions. Conse-

quently, it is useful only as a general frame-

work for guiding future research on the topic

of color vision.

Visual perception

Remarkably little work has been carried

out on this topic since the early studies pre-

viously reported by us (Fuller and Thomp-

son, 1960). The major findings of these stud-

ies are summarized in Table 13-3. Perhaps

the most that can be said about them is that

of visual perception. However,all suffer from

methodological problems to some degree or

other and, in addition, have at best a tenu-

ous relation to modern work in this field

(e.g., Dodwell, 1970).

Little more seems to have been done dur-

ing the last decade or so. One exceptionis a

twin study by Matheny (1971) on the Ponzo

illusion. The test involves a comparison be-

tween the lengths of two lines placed on an

arc of lines radiating from an apex. Onetest

line is closer to the apex, the other farther

away. Whenthelines are objectively equal,

most observers judge the one nearer the apex
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Table 13-3. Summary ofresults of early studies on visual perception
Author Character Comparison

von Bracken (1939) Afterimage size No difference between 7 MZ and 12 DZ
pairs

Perpendicularity judgment No difference between 7 MZ and 12 DZ
pairs

Muller-Lyer illusion magnitude No MZ-DZ difference
Malan (1940) Spatial orientation in Percentofpairs with “large” difference*four “blindfold” tests

Test MZ DZ

1 10 do
2 15 52
3 15 50
4 22 48

.
Smith (1949) Afterimagesize in four tests MZ-DZinterclass correlations

Test MZ DZ

I 0.71 0.08
2 0.68 0.00
3 0.98 0.22
4 0.75 0.23

,
Smith (1953) Miuller-Lyerillusion magnitude MZ-DZ intraclass correlationst

under four instructional
conditions Test Mz DZ

1 0.53 0.39
2 0.55 0.05
3 0.51 0.37
4 0.57 0.28reer

*The definition of “large” varied from test to test and is not precisely specified.
| MZ-DZ differences tended to increase with repeated exposures according to further work by Smith.

to be the longer. Comparisons were made of
21 MZ and 15 DZ (9 to 11 years) pairs. Mag-
nitudes of intrapair MZ differences were
found to be significantly smaller, thus impli-
cating hereditary factors. One ancillary find-
ing of interest was that in 2 MZ pairs showing
a large intrapair difference, the member
showing the greater illusion susceptibility
was the one with a higher score on a digit-
span subtestof an intelligencetest. Matheny
suggests that this may relate to the notion
that illusions like the Ponzo, in which sus-
ceptibility increases with age (type II), in-
volve a component ofserial processing and
hence might be expected to relate to digit-

span tasks. This hypothesis is perhaps worth
further examination.
Two studies have explored possible ge-

netic factors in critical flicker frequency
(CFF). Murawski (1960) found that 4 MZ
pairs showed greater similarity than pairs of
unrelated individuals. Likewise, Klein and
DeFries (1973) found differences between
sexes and between four ethnic groups (Cau-
casians, Hawaiian, Japanese, and Chinese)in
respect to CFF measures taken under vari-
ous conditions.
A final study worth summarizingis another

by Matheny(1972) at the University of Louis-
ville. This examined the pattern of visual
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exploration in 70 MZ and 50 DZ twins be-

tween the ages of 5 and 11 years. The test

involved

a

series of six cards, on each ofwhich

were printed pictures arranged according to

some ordering principle, for example, in the

shape of a triangle. On one card the arrange-

ment was random. Verbal responses of sub-

jects to the cards were recorded, thus yield-

ing an index of where they started their “ex-

ploration,” where they stopped, and the ac-

tual order they followed. Matheny was able

to generate a total “pattern of exploration”

score for which intrapair differences were

computed. For children 5 to 7 years and for

those 7 to 11 years, MZ pairs were signifi-

cantly more alike than DZ pairs. Thus he

concluded that this type of visual search had

some genetic components.

It will be clear from the preceding sum-

marythat there is a great deal of room for

important behavior-genetic work in the area

of perception in general and visual percep-

tion in particular. Indeed, the study of per-

ception has traditionally been one of the

mainstreamsof psychology, and thus it seems

a pity that behavior geneticists have virtually

ignoredit.

RESPONSE PROCESSES

In a strict sense, the studies to be de-

scribed in this section deal withthe genetic

basis of physiological rather than behavioral

characters. There can be little doubt, how-

ever, that the functional activity of the ner-

vous system is correlated with and must

underlie all behavior, even though psychol-

ogy has not yet become a branch of neuro-

physiology. Thus the area being considered

is one of great importance.

Various indices of the activity of the ner-

vous system have been used. Although some

of them, at least, have achieved a highlevel

of technical sophistication, it is still by no

means certain what all of them are really

measuring. In this sense, they are not much

ahead of the purely psychological measures

discussed in other chapters. We will consider

them under two headings, one relating to

measures of central nervous system activity,

functioning.

Central nervous system

The neurophysiological trait whose genetic

aspects have been studied most extensively

is the electroencephalogram (EEG). Apart

from the ambiguity as to its real meaning,

however, some difficulty has related to the

judgmentofsimilarity between records and

which electrode placements and record pa-

rameters are the most satisfactory.

there is not a marked consistency between

the studies that have been carried out.

Work on the topic appears to have started

with the studies of Davis and Davis (1936)

and of Loomis, Harvey, and Hobart (1936).

The former investigators reported that wak-

ing alpha activity was much more similar be-

tween members of MZ than of DZ pairs, and,

in fact was as alike as between successive

readings on the same individual. Loomis,

Harvey, and Hobart, within a broad sam-

ple, included twopairs of identical twins, one

of 27 months, the other between 3 and 4

years. They claimed that there was a marked

intrapair similarity. Gottlober (1938), on the

other hand, reported failure of four judges to

group correctly records of fifteen families,

each including parents and two or more chil-

dren. He concluded that hereditary effects

were absent, or of minor importance. His

method, however, seems unsuitable for

studying the heritability of a quantitative

trait. In contrast, Raney (1938) reported

EEGs of members of 17 MZ pairs were more

alike than those of randomly paired age-

matched unrelated individuals, in respect to

percentage of alpha waveactivity, amplitude

of alpha, and frequency of alpha. This was

true for both central and occipital electrode

placements using age-corrected correlations

(Spearman rank order). One interesting fea-

ture of the data is that there appeared a ten-

dency for one memberofeach pair to show

a “significantly larger relative difference be-

tween the two sides of the head, especially

in amplitude measurements.” Generally, one

twin showed a bilateral EEG asymmetry,

the reverse of that shown by his co-twin. If

they can be considered reliable, these find-

ings are of great interest and very relevant

to current work onlaterality, whose etiology,



as weshall show,is still something of a mys-
tery.

One of the larger studies was carried out
by Lennox, Gibbs, and Gibbs (1945) on 55
MZ and 19 DZpairs. In this case, judgesat-
tempted to diagnose zygosity by inspection
of EEG tracings. Results are as shown in
Table 13-4. They clearly indicate a very high
success rate and suggest an additional and
useful methodofestablishing twin type.

 

MZ 47 2 6
DZ 1 18 0

 

*From Lennox, W.G., E. L. Gibbs, and F. A. Gibbs.
1945. The brain-wave pattern: an hereditary trait: evi-
dence from 74 “normal” pairs of twins. J. Hered. 36:
233-243.

ty? = 49.4: p < 0.001.

Table 13-5. EEG measures in 8 pairs of MZ twins reared apart*

Age Amplitude
Sex (years) Co-twin Frequency (microvolts)

1 50M 22 I
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Further work appears to have supported
the results of these early studies (Vogel,
1957, 1970; Juel-Nielsen and Harvald, 1958:
Tangherani and Pardelli, 1958; Dumermuth,
1968; Hume, 1973; Surwillo, 1977). A study
by Juel-Nielsen and Harvald (1958) is worth
special mention, since it is the only one in-
volving the use of separated MZ twins. The
latter were 1 male and 7 female pairs ranging
in age from 22 to 72 years. The following
EEG measures were taken: frequency of
dominantactivity, amplitude of dominantac-
tivity, and distribution in time of dominant
activity calculated as a percentage of the to-
tal recording time. In 7 pairs, the effects of
hyperventilation andofvisual flicker (“provo-
cation” tests) were also examined. The re-
sults were compelling. Frequencyand ampli-
tude measures showed intrapair variation
only in one pair of twins. Members of other
pairs showed near identity. However, less
similarity was foundfor the distribution mea-
sure. These data are summarized in Table

   

  

  

Dominantactivity

Distribution  
(percent)

1
25-50

2 in 50 25-75

u F ne 9.10 13 75.100
II] F 42 5 *10 3 3550

Iv ¥ 6! 10 " 75.100
V F 49 ; °° 190 75.100
VI F 56 5 10 ‘: 75.100
VII F 71 5 810 50 2550
VIII F 72 , i >) O752 9-11 50 50-75rere

* Modified from Juel-Nielsen, N., and B. Harvald. 1958. The electroencephalogram in uniovular twins brought upapart. Acta Genet. 8:57-64.
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13-5. Reactions to the provocation tests were

also remarkably alike within pairs. Thus the

authors concluded that their results consti-

tute unique proof that the EEG pattern 1s

primarily determined by genetic factors. It

must be pointed out, nevertheless, that the

measures used are rather coarse ones that

might have given similar results in DZ or

sib pairs.

Three studies have taken a step beyond

using simple EEG tracings and have exam-

med cerebral evoked responses in MZ and

DZ twins (Dustman and Beck, 1965; Os-

borne, 1970; Lewis, Dustman, and Beck,

1972). These found greater MZ than DZ simi-

larity in form of evoked response. We can

illustrate by reference to the data of Lewis,

Dustman, and Beck (1972). These investiga-

tors studied 44 MZ, 46 DZ, and 46 age-

matchedpairs of unrelated individuals. They

measured both waveform and wave ampli-

tudes in response to visual (100 10 psec

flashes), auditory (200 0.25 msec clicks pre-

sented binaurally), or somatosensory (100 25

msec electrical pulses at threshold voltage)

signals. Waveforms were measured by con-

verting the analogue readouts to digital

values sampled over time periods after the

signal. Temporally corresponding digital

values were then correlated between mem-

bers of each twin pair. An amplitude measure

was computed by summing the absolute dif-

ferences between successive digital values

over a time period and dividing the resulting

cumulative sum by a constant to convert the

sum to voltage. Again, these cumulative

voltage changes (CVCs) were correlated be-

tween members of the twin and nontwin

pairs. A summary of the results reported by

Lewis, Dustman, and Beckis given in Table

13-6 and Fig. 13-5. Several comments may

be made.First, average MZ correlations are

of uniformly greater magnitude than both DZ

and URcorrelationsfor all three modalities.

For VERs and AERsover both time periods,

MZ similarity was statistically higher than

that in DZ and URsamples (p < 0.05). How-

ever, only for AERs were the DZ-UR com-

parisons significantly different. Second, no

real differences between the groups were

found for SERs. Using 2 (rmz — Ypz), the fol-

lowing heritability estimates were computed

for the two time periods: for VER, 0.38 and

0.28: for AER, 0.16 and 0.36; and for SER,

0.04 and 0.10. Thus the locus of placement

apparently makes a large difference. If re-

liable, this interesting finding suggests that

the neural functioning involved in different

parts of the brain may have varying amounts

of genetic determination. Or to put it another

way, some parts of the brain may be much

more plastic to environmental influence than

other parts. Third, concordances for ampli-

tudes of evoked potentials are, in general,

less than those for waveform. The authorsre-

gard this largely as a function of the greater

variability of the waveform measure. Fourth,

in the comparisons madethere were no obvi-

Table 13-6. Correlations for waveform of evoked responses in MZ, DZ, and unrelated

pairs of individuals*

 

Modality

Visual (VER) 0.67 0.48

Auditory (AER) 0.83 0.75
Somatosensory (SER) 0.50 0.48

Time epoch following signal

  

  

0.27 0.80 0.66 0.51

0.60 0.74 0.56 0.37

0.38 0.63 0.58 0.42

 

«Modified from Lewis, E. G., R. E. Dustman, and E.C. Beck. 1972. Evoked responsesimilarity in monozygotic, di-

zygotic and unrelated individuals: a comparative study. Electroencephalogr. Clin. Neurophysiol. 32:309-316.

+Correlations shown are averages of correlations from three electrode placements for the visual and somatosensory

and two for the auditory modality.



ous differences between the evoked potential
measures taken at different epochs. This
finding is of interest, since it is thoughtthat
the early phases of evoked potential reflect
input from specific thalamic pathways,
whereas later phases reflect extralemniscal
(reticular or nonspecific thalamic) input.
However, the lack of difference found by
Lewis, Dustman, and Beck does not neces-
sarily mean that some difference might not
be found with some other measure. Finally,
the authors examined the possibility that
their results might be due merely to the rela-
tively trivial fact that twins are highly simi-
lar in morphological cranial characteristics.
They ruled out this possibility by the fact
that evoked response correlated only —0.04
with cephalic index (Dustman and Beck,
1965).
The preceding study suggests that the

evoked potential in man is under some de-
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Another approach to the problem of gene-
neuron relationships has involved examina-
tion of the alpha attenuation response (AAR)
or alpha blocking. This describes the shift in
the EEG from the slower and regular high-
voltage alpha rhythmsto low-voltage fast ac-
tivity when somestimulus is suddenly pre-
sented to a resting subject. Psychologically,
it reflects an orienting, alerting, or atten-
tional response. Two studies have used this
measure in twin samples. Young and Fenton
(1971) found that intraclass correlations for
habituation of AAR in a sample of 17 MZ
twins weresignificantly higher than the cor-
relations for 30 unrelated individuals (all
negative correlations) but not different from
those for 15 DZ pairs. Heritabilities (com-
puted by Thompson) for the AAR taken at
various time periods during 60 signal trials

Somatosensory

0-100
 

102-200

 

Time period (msec)

Fig. 13-5. MZ, DZ, and URcorrelations for amplitude of evoked responses (CVCs) for threemodalities over time. (Based on data from Lewis, E. G., R. E. Dustman, and E. C. Beck.
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and over the whole trial period ranged be-

tween 0.36 and 0.82. The second study by

Hume (1973), however, found no difference

between MZ and DZ in recovery of alpha

activity after a block induced by a rotating

Archimedesspiral. Onthe other hand,a vari-

max factor analysis carried out on the twenty-

one physiological measures used in the study

yielded four interpretable factors, on one of

which the measure of alpha blocking had a

significantly high loading (factor 3, “EEG

component’). Both MZ and DZ intraclass

correlations for this factor were found to be

significantly different from zero, but notsig-

nificantly different from each other. Conse-

quently, no real conclusion can be firmly put

forward in regard to the heritability of the

AAR.

A final study to be reviewed is unique (to

the knowledgeof the authors) in studying the

electrical activity of the brain in twins during

sleeping and dreaming. Zung and Wilson

(1967) recorded sleep waves in 4 MZ and 2

DZ pairs over 4 consecutive nights. The ob-

tained data were averaged and plotted out

over time by computeras shown in Fig. 13-6.

It is clear—qualitatively, at least—that there

is strong concordance for MZs but not for

DZs in respect to the major shifts in sleep

stages during the nights of testing. Muchthe

same applies to REM (paradoxical sleep) pat-

terns. The authors also present data on per-

cent of time occupied bythefive sleep stages

(B, C, D, E, and REM) and the presleep

stage (A) and ontimeto fall asleep and total

sleep time. However, presumably because of

their very small sample size, they performed

no correlation analyses on these data; neither

does it seem worthwhile to do so. Conse-

quently, their conclusion favoring genetic

determination of sleep patterns seemsoverly

strong. A larger-scale replication of their

study would be most desirable.

Work on theheritability of EEG patterns

has also been carried out with abnormal pop-

ulations. Gottlieb, Ashby, and Knott (1947)

and Knottet al. (1953) took records of a large

sample of patients with primary behavior dis-

order and psychopathic personality. These

patients had character defects such as ego-
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Fig. 13-6. Mean all-night sleep EEG and REM

patterns in two pairs of MZ and one pair of DZ

twins. (From Zung, W. W. K., and W. P. Wilson.

1967. Sleep and dream patterns in twins: Markov

analysis of a genetic trait. In J. Wortis, ed. Recent

advances in biological psychiatry, vol. 9. Plenum

Publishing Corp., New York.)

86 patients had significantly more fast and

slow rhythms than were shownby individu-

als in a normal“standard” sample. Also found



to deviate significantly from normal, though
not as much, were 172 parents of the pro-
bands. Data are summarized in Table 13-7.
Kennard (1949) reported a similar finding.
The weight of evidence that we have just

summarized suggests some degree of heredi-
tary determination ofEEG patternbothinits
normal and abnormal aspects. However,
mostof this research has been carried out on
small and specialized samples so that gener-
alization is not very feasible.

Table 13-7. EEGsof patients and parents*
  

  

Abnormal  
Normal xX normal 22
Normal X abnormal 17

15 (68%)
4 (24%)

7 (32%)
13 (76%)

 

*From Gottlieb, J. S., M. Ashby, and J. R. Knott. 1947.
Studies in primary behavior disorders and psychopathic
personality. II. The inheritance of electrocortical activ-
ity. Am. J. Psychiatry 103:823-827. Copyright 1947, the
American Psychiatric Association. Reprinted by permis-
sion.
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Autonomic nervous system

Homeostatic regulation in the higher ver-
tebrates depends on a system of reflexes in-
volving the sympathetic and parasympathetic
divisions of the autonomic nervous system.
Whenan organism is aroused psychological-
ly, some of these reflexes may be activated.
Thus many psychologists have attempted to
assess emotionality in terms of heart-rate
changes, respiration, galvanic skin responses,
and other measures. Generally speaking, al-
though there is some specificity between sys-
tems, individuals can be shownto differ from
each otherreliably in both resting levels and
response amplitudes. Furthermore, such dif.
ferences appear to show considerable stabil-
ity over time (Lacey and Lacey, 1962). These
facts have led some authors to suggest that
eventually multiple measures of autonomic
functioning may supply us with a kind of
basic physiological “fingerprint” of an in-
dividual (Sargent and Weinman, 1966), by
reference to which we maybeable to differ-
entiate various personality types (Claridge,
1967; Eysenck, 1967: Claridge, Canter, and

High tonic
arousal

Active psychosis

High anxiety drive

 

(C,
E Yo,

|“Q)
n

x
t Impulsive | Self-sufficient t
r Restless | Rigid r
a Changeable : Sober O

Low arousal V Aggressive Conscientious V High arousal* —
a

— ——_————————— e —— = .

modulation e Group dependent . Passive modulation
r Easy-going | Withdrawn 5
s Outgoing | Shy :

Unconscientious Restrained 0oO ,
n o® | Sop. nne

|
“20 :Xe)

, . “Q)Low anxiety drive
Hysteria | Retarded psychosis

Low tonic

arousal

Fig. 13-7. Claridge’s model relating personality types to levels of tonic arousal and arousalmodulation. (From Claridge, G. S. 1967. Personality and arousal. Pergamon Press Ltd., Ox-ford.)
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Hume, 1973; DiCara, 1974). An example of

the kind of personality models that may be

educed is set out in Fig. 13-7 from Claridge

(1967). Here two psychophysiological dimen-

sions are used: tonic arousal, which is mainly

associated with autonomic measures, and

arousal modulation, which mainly relates to

CNSvariables such as those discussed in the

previous section of this chapter. It is difficult

to assess the validity of such a model, al-

though the same may besaid about almost

any available model of personality. We will

indicate more fully in Chapter 15 the nature

of some of the problems. However, concep-

tualizations of the kind put forward by Cla-

ridge at least have the virtue of building on

more secure biological foundations. Let us

now examine some of the studies that have

attempted to show the influence of genotype

on measures of autonomic functioning.

Summaries of the literature have been

made by Lader and Wing (1966), by Block

(1967), and by Hume (1973). In general, it

may be said that there is fairly strong evi-

dence for the genetic control of autonomic

patterns. Some early data were put forward

by Jost and Sontag (1944) at the Fels Insti-

tute. Measurements of the following vari-

ables were taken on twin, sibling, and unre-

lated pairs: volar conductance, pulse pres-

sure, salivation, heart period, respiration

rate, vasomotor persistence time (skin red-

dening after pressure), and palmar conduc-

tance. An index of autonomic balance was

Table 13-8. Correlation of autonomic

balance measure in pairs of twins, sibs,

and unrelated individuals over a

3-year test period*
   

   Year Unrelated

1940 0.434 0.255 0.164

1941 0.470 0.406 0.017

1942 0.489 0.288 0.080

 

*From Jost, H., and L. W. Sontag. 1944. The genetic

factor in autonomic nervous system function. Psycho-

som. Med. 6:308-310.

computed from the weighted sum of scores

on the separate measures. The correlations

for this measure taken over 3 successive years

showed some familial effect, as indicated in

Table 13-8. However,if we consider that DZ

twin correlations, had they been taken,

would have been at least as high as those

found for sib pairs, then heritability estimates

would probably have an upper limit of 40%.

In addition, Jost and Sontag found consider-

able variation in correlations between the

specific measures they used.

The results of more recent studies are

summarized in Table 13-9. It will be clear

that there is not a great deal of consistency

between them. This is perhaps not surpris-

ing, since they involved often quite different

techniques of measurement and different

scoring procedures. Generally speaking, it

seems as though the cardiovascular measures

tend to show more heritability than the in-

dices of electrodermal activity. However,

even this result does not always appear.

What seems to be obviously needed is a

large-scale parametric study aimed at estab-

lishing which measurements are reliable and

which yield maximal heritability coefficients.

Until this is accomplished, we will be able to

say rather little either about genetic factors

in autonomic activity or about the relation-

ship of the latter to personality variables.

LATERALITY

It is a compelling feature of human beings

that they are predominantly right-handed

defined in terms of such indices as skill and

preference. This bias to the right appears to

hold not only in all known present-day cul-

tures (Annett, 1972), but also in very ancient,

extinct ones. Thus Yakovlev (1964) has sug-

gested that Stone Age men of the Upper Pa-

leolithic were probably dextral, as inferred

from their artifacts and cave paintings. Like-

wise, Dart (1949), on the basis of examina-

tion of Pleistocene baboon skulls (Parapapio

africanus) with punctured depressions and

fracturing, has concluded that these werein-

flicted by right-handedtool-using predators,

presumably some form of Australopithecus.

Data such as these are interesting but must
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Table 13-9. Summary of studies on heritability of measures of autonomic arousal

Author

Eysenck (1956)

Rachman (1960)
Mathers, Osborne, and
DeGeorge (1961)

Kryshovaetal. (1962)

Osborne, DeGeorge,
and Mathers (1963)

Vandenberg, Clark,
and Samuels (1965)

Lader and Wing (1966)

Block (1967)

Miall et al. (1967)

Shapiro et al. (1968)

Downieetal. (1969)

Barcal, Simon, and
Sova (1969)

van den Daele (1971)

Hume(1973)

Subjects

26 MZ and 26 DZ

twins

35 MZ twins
34 MZ and 19 DZ

twins

ll MZ and 2 DZ

twins

34 MZ and 19 DZ

twins

22 MZ and 16 DZ

twins

Il MZ and 12 DZ
twins

21 MZ twins

First-degree relatives
ofnormal probands

12 MZ and 12 DZ
twins

00 MZ and 31 DZ
same-sex and 28

DZ opposite-sex
twins

39 MZ and 51 DZ
twins

6 MZ and 3 DZ
twins

(infants)

44 MZ and 51 DZ
twins

Genetic determination*

GSRlatency

GSR habituation

Basal blood pres-
suret

GSR

Most GSR mea-

sures

Pulse rate and
catecholaminere-
sponse to pain
stimulus

Casual systolic and
diastolic blood
pressure

Casual blood pres-
sure

Activity level: low
proprioceptive
and no auditory
stimulation or
high propriocep-
tive and auditory
stimulation

Most measures of

blood pressure
and GSR; some
heart rate mea-

sures

High

Systolic and diastolic pulse
rate

Latency of GSR
Resting heart rate

Blood pressure response to
cold stimulus

Casual blood pressuret

Respiration rate; heart rate
(during stimulus presenta-
tion)

“Spontaneousfluctuations”in
GSR; habituation of GSR;
pulse rate

Resting heart rate; stimulus-
induced change in heart
rate and in respiration

Systolic and diastolic blood
pressure

Blood pressure response to
pain stimulus

Averageof several blood
pressure readings

Activity level: low proprio-
ceptive and auditory stim-
ulation or high propriocep-
tive stimulation and no
auditory stimulation

Blood pressure and GSR
change in responseto cold,
GSR habituation, resting
heart rate, and heart-rate
changeduringorienting re-
sponse

* Decisions regarding high or low genetic determination are mostly based oncriteria used by the authors of each study.
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be treated with some caution. Nevertheless,

there is little question that human beings

and many lower animals are quite asymmet-

rical in their anatomy, their physiology, and

their sensory systems and performance.

Handedness is perhaps the most obvious and

striking example. But, as we shall describe

shortly, there are many others for whichlat-

eralitv is equally pronounced, though its

skewness is often not as marked.

General interest in laterality clearly goes

back a very long way, and muchfolklore and

mythology surrounds it. In psychology, at-

tention was first focused on it early in the

century as a result of theories that speech,

reading ability, and personality were dele-

teriously affected by attempts to change

“naturally” left-handed children into right-

handers. Such ideas at least implicitly in-

volved the assumption that there was genetic

control of the trait. Considerable opposition

to this view was voiced by those favoring an

experiential etiology of laterality. Unfortu-

nately, it is fair to say that even today this

issue has still not been resolved. One reason

for this, as we have just implied,is that later-

ality has turned out to be a surprisingly

complex character with many facets and lev-

els. One such aspect has, infact, been mainly

responsible for a striking resurgence of inter-

est in it during the last decade. This is the

problem of differential function between the

two cerebral hemispheres studied by such

workers as Zangwill (1967), Hecaén (1969),

Sperry and Gazzaniga (1967), Kinsbourne

and Smith (1971), Harnadet al. (1976), and

Hardyck and Petrinovitch (1977). Indeed, a

brief perusal of such journals as Cortex and

Neuropsychologia will indicate to the reader

the strength of interest in brain asymmetry

during the last decadeorso.It is difficult to

assert at the time of writing how much of

basic significance will come out of all this

work. But whateverthe case, the problem of

laterality represents an almost ideal model

system for behavior genetic analysis. The

phenotype is relatively simple and readily

measurable. It can be defined in terms of a

binary or a continuous distribution, and,

like most behaviors, it is clearly plastic to

change, at least within limits. We will now

consider definition and measurementoflat-

erality.

Measurement

As we suggested previously, laterality is a

trait that can be defined in a great many

ways. Most of the early work took it as being

a binary character expressed in terms of

which hand an individual used for writing. A

variant on this—one which is still used—is

the manner in which individuals fold their

armsor clasp their hands; thatis to say, right

arm or hand over left arm or hand, or vice

versa. As we shall see shortly, the binary

classification of intergenerational populations

‘nto dextrals and sinistrals can be madeto fit

(with certain assumptions) quite simple ge-

netic models. On the other hand,it is obvi-

ous that such models may not be appropriate

when the character is defined on a con-

tinuum. Thus the problem of measurement

is, as usual, a critical one if we are to under-

stand fully the etiology of laterality.

A summary of some of the major methods

used to establish laterality is offered in Fig.

13-8. According to this schema, three major

dimensions are always involved. Thus we

may use either a self-report form or actual

behavioral observation. Probably most ge-

netic studies have relied on the former. Like-

wise, we may ask for simple preference, or

attempt to establish some estimate of dextral

or sinistral speed orskill. Finally, either out-

put or input or central functions may be

tapped. The latter category is not really ex-

clusive of the other two, of course, in the

sense that we knowthat, for example, right

visual field inputs or right ear auditory in-

puts travel immediately to the left cerebral

hemisphere and only indirectly to the right

through the corpus callosum. Conversely, we

know that in most subjects, at least, damage

to one hemisphere incurred naturally, by

surgery, or by some anesthetic agent such as

sodium amytal injected in the carotid artery

will produce both input and output deficits,

mostly on the contralateral side. Nonethe-

less, there is perhaps somevirtue in separat-

ing them, since the relations between cen-
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Strength

Index of laterality score

sodium amytal in carotid artery
Ophthalmodynamometry, arterial pressures

to hemispheres

Fig. 13-8. Measurementoflaterality: summary of methods.

tral and peripherallaterality are by no means
simple or absolute (Hardyck and Petrino-
vitch, 1977).
Beyond the three dimensions specified,

other minor subdivisions could be added.
Thusa self-report of lateral preference could
involve simply the question, “Which hand do
you write with?” or be elaborated into

a

fair-
ly lengthy questionnaire like the Edinburgh
Inventory (Oldfield, 1971). This involved,
initially, twenty items, later reduced to ten,
relating to hand usage, for example, writing,
throwing, cutting with scissors, sweeping,
and brushing teeth. An even lengthier ques-
tionnaire has been evolved by Berman (1971)
involving input (auditory and visual) as well
as output functions.
Another kind of breakdown might be

made, in termsof details of the subject’s be-
havior observed. For example, on the output
side, a simple measure of speed on sometask
may be obtained, such as moving pegs from
one row on a board to an adjacent row (An-

nett, 1970b, 1972). Likewise, strength ofgrip
as measured by a dynamometerorforce dis-
placement transducer has been used both in
human beings (Wooand Pearson, 1927) and
in animals (Collins, 1968b). It is easy to see
that such measures can be made much more
complicated. On the input side, a competi-
tion situation can be used, as in a dichotic
listening task with information presented to
both ears simultaneously (Kimura, 1967), or,
again in the visual modality, relative per-
formance in the left and right fields can be
compared on a masking task (McKeever, Van
Deventer, and Suberi, 1973). The interested
readerwill find a great numberofvariants on
the preceding methods described in the lit-
erature.

As is often the case with psychophysical
measurement, there is sometimes a negative
correlation between degree of assessedlater-
ality and task difficulty. Harshman and
Krashen (1972) have proposed, on this ac-
count, the use of an “unbiasedlaterality co-
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efficient’ defined as “Percent of Error

(POE)and estimated by numberof errors
on the left divided by total errors; that is,

Le

POE = (Re + Le)

from a number of studies, Harshman and

Krashen found that this laterality measure

was only slightly correlated with accuracy

(r = 0.21). It may also yield different con-

clusions from those derived from the more

conventional measure of difference between

correct on right and correct on left (Re —

Le). The latter, for example, shows children

to become less lateralized between ages 5

and 10 years. POE, on the other hand,

shows no changein lateralization during this

period. Thus the measurement problem on

which Krashen and Harshman have focused

is an important one.

However, there are difficulties with the

POE measure. For example, let us compare

x 100. In a survey of data

two subjects, both of whom make 50% errors

on the left but score respectively 70% and

30% errors on the right. The measure (Re —

Le) would yield scores of —20% and +20%;

that is, the two would be equallylateral-
ized, though in opposite directions. On

the other hand, use of the POE measure

would generate scores of 0.41 and 0.62, sug-

gesting muchless lateralization in one indi-

vidual than in the other anda clear correla-
tion with total accuracy. These and other

such technical problems have been consid-

ered in some detail by Marshall, Caplan,
and Holmes (1975). However, their exposi-

tion is beyond the scope of this present sec-

tion.

A somewhat different approach to the

problem of measuring laterality has been put

forward by Annett (1970a) using “association

analysis.” This is a method previously devel-

oped for use in plant ecology and aimed at
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describing features of a given environment
that affect the distribution of the species of
plants occupying it. In the present context,
the method attempts essentially to order
questionnaire items according to the degree
that they correlate with (or are associated
with) all other items as estimated by correla-
tion coefficients. For example, of all items
used by Annett, “hammering” turns out to
correlate most highly with all twelve other
items. “Unscrewing thelid of a jar,” on the
other hand, correlates the lowest. Accord-
ingly, the items may bearrangedin a hierar-
chy as shown in Fig. 13-9. The particular data
shown relate to the breakdown “left” or “not-
left” in response to the items. “Not-left” in-
cludes both “right” or “either.” The ordinate
indicates, in terms of chi-square, the degree
of association between adjacent items. Only
significant associations are shown. All in all,
the data indicate 23 patterns of association, a
figure arrived at simply by counting the hori-
zontal lines in the graph, starting with “ham-
mering(90.78% “not-left” and 9.22% “left”).
However, there are still a large majority of
pure right-handers (72%), a small proportion
of pure left-handers (3%), and a remainder of
mixed (25%). Perhaps the major points to
emerge from Annett’s analysis are, first, that
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laterality, whether measured in terms of
skill, speed, or preference, is a continuous
rather than a dichotomoustrait and, second,
that left-handedness is not necessarily the
mirror image of right-handedness, although
this depends, as Annett putit, “on where the
mirror is placed” in Fig. 13-9.

Distribution: humans

It will be clear from the preceding discus-
sion that the form of the laterality distribu-
tion in any population studied will depend
heavily on the method by which it is as-
sessed. This form will, in turn, place con-
straints on the kind of genetic (or environ-
mental) model chosen. However, it is still
true to say that whether wetakelaterality as
a dichotomous, a continuous, or a quasi-
continuoustrait, we will invariably observe,
in human beings, a strong bias to the right.
This fact can easily be demonstrated by look-
ing first at three early sets of data, using a
simple division into dextrals and sinistrals.
Each study involved both a parental and a
filial generation. Results are shown in Table
13-10. It is clear that the three surveys are
quite consistent with each other and show,
when pooled, unweighted mean percentages
of 6.1 for incidence of sinistrals and 93.9 for

Table 13-10. Three early studies of the distribution of laterality in parental
and filial generations

  

Study

 

(no criterion oflaterality stated)
Chamberlain (1928) 155

(writing hand)
Rife (1940) 72

(L = 1 or moreacts out of 10
performed with left hand)

 

TOTALS 276

(5.2%)

Combined parental and filial

Ramaley (1913) 49

  

   

177 953

3199 367 7347

1302 191 1987

5062 735 10,287
(94.8%) (6.7%) (93.3%)

L R

6.1% 93.9%.

*L, numbersofsinistrals.
+R, numbersof dextrals.
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dextrals. It is notable, also, that there is a

fairly consistent increase in left-handedness

in the filial generations. This also appears in

some later surveys by Annett (1973). These

are derived from questionnaires requesting

subjects simply to report handednessas well

as that of various relatives. As indicated in

Table 13-11, her incidence figures are quite

close to those of earlier investigators. An ad-

ditional feature of the table worth noting is

Table 13-11. Incidenceoflaterality

in surveys by Annett (1973)*

 

   Type ofrelative

Fathers 4.4 95.6

Mothers 3.7 96.3

Sons 11.3 88.7

Daughters 9.8 91.2

Total sample (main plus special

left-handed families)

Parental 4.1 95.9

Filial 10.6 89.4

 

*Based on data from Annett, M. 1973. Handedness in

families. Ann. Hum. Genet. 37:93-105.

the higher frequencyof dextrality in females,

both mothers and daughters.

Besides questionnaire data, Annett (1967)

has also used direct observation of university

students and school children of 5 to 15 years

while engaged in five actions. Incidence of

pure sinistrals for the two groups were, re-

spectively, 2% and 4.6%. The second of

these figures, at least, is in agreement with

mostof the self-report data; the first, for rea-

sons unknown,is a little low.

Amongotherlaterality traits for which in-

cidence figures are available are hand clasp-

ing and arm folding. These differ from hand-

edness, of course, inasmuchas they are pure-

ly expressive gestures and as such are notin-

volved in the direct relation of a person to the

world. However,it is a fact that most people

show a distinct preference in respect to

which thumb is on top in clasping hands or

which arm is on top in arm folding. A good

deal of data on the incidence of these charac-

ters is available from quite widely dispersed

regions of the world. Some examples are

shown in Table 13-12. Viewing these samples

as well as others not shown would lead us to

conclude with Freire-Maia, Quelce-Salgado,

and Freire-Maia (1958) that there is signifi-

Table 13-12. Incidence of right hand clasping and arm folding in various ethnic groups

     
  

Incidence of trait (%)

   

 

Handclasping (R) Arm folding (R)

Freire-Maia, Quelce-Salgado, and Caucasians 55.2 41.4

Freire-Maia (1958) (Brazil) Mulattoes 61.5 40.4

Hand: N = 7462 Negroes 68.7 41.8

Indians 54.7 44,1

Quelce-Salgado, Freire-Maia, and Mongolians 60.6 43.9

Freire-Maia (1961)* (Brazil) (Japanese)

Arm: N = 4592 _ _

COMBINED GROUPS 58.9 41.9

Freire-Maia and de Almeida(1966) African Males 62.3 57.1

(Angola and Portuguese West Negroes| Females 58.1 50.0

Africa)

iN = 1431

Falk and Ayala (1971) Caucasians 47.0 46.0

(United States)

N = 2000

Sgs—s—sss’=

wees

sorsSSTO—Ss090000000.0.0.0.0.0.000—0—_—_1

*Two groups from 1961 article omitted; totals corrected accordingly.



cant heterogeneity between ethnic groups.
Indeed,thefull range for right hand clasping
is probably from around 45% to 60% or high-
er and for arm folding from about 40% to as
high as 91% in a small sample of Russians in
Brazil. On the average, however, there is a
slight bias to the right for hand clasping. Arm
folding appears to be more symmetrically
distributed. Some data are available on
changes in trait incidences with age, but
these are contradictory.

Onthe whole, then, although thereislittle
doubt that lateral preferences in the two
traits do exist, there is some ambiguity re-
garding their etiology. The equality of inci-
dence between dextrals and sinistrals cer-
tainly does not readily fit any simple genetic
model.
Another commonlaterality character is eye

dominance. A study by Merrell (1957), using
a sighting test, indicated that 69.5% of 426
subjects shared right ocular dominance. Vari-
ous writers have attemptedto distinguish be-
tween different types of eye dominance, but
a study by Gronwell and Sampson (1971)
found high correlations between twelve dif.
ferent tests, suggesting only one dimension
is involved. Forat least someofthe tests they
used, they found an incidence of around 65%
of right-eyed subjects, a figure close to that
just listed andto ones put forward by Duke-
Elder (1949) and Spong (1962). There ap-
pears to be somerelation between ocular and
hand dominance. Merrell (1957) tested 497

Table 13-13. Distribution of handedness (paw preference) in nonhuman animals*

 

Criteria of R or L
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individuals with four handedness tests and a
measure of ocular dominance. He concluded
that no association was present. However, as
Levy (1976) has pointed out, the relation is,
in fact, statistically significant. We have veri-
fied this revaluation. The nature ofthis rela-
tionship could be of someinterest, since the
two traits are rather different. Dominance of
one hand usually implies dominance of the
contralateral hemisphere; however, it is not
certain how true this is for the dominanteye.

Distribution: lower animals

A good deal of data has been gathered on
paw preference in various lower animal spe-
cies. These include chimpanzees (Finch,
1941), Rhesus monkeys (Warren, 1953; Ett-
linger, 1961; Milner, 1969), cats (Cole, 1955),
rats (Harper, 1970), and mice (Collins,
1968b, 1969). Table 13-13, taken from Annett
(1972), summarizes the main results. It is
clear that with the criteria used, the per-
centages of dextrals, sinistrals, and mixedal-
most all agree with binomial proportions
(Annett, 1972). That is to say, most animals
use either hand or paw in reaching for food,
but a few show strong left or right prefer-
ences. A graphic representation of typical
data for mice was shown in Fig. 7-3. This
suggests the operation of chance factors
rather than genes. Additionally, Peterson
(1934) was unable to select for pawedness in
rats, and Collins (1969) found no differences
in incidence between the inbred strains he

  

    
Chimpanzee (Finch, 1961) 90 30 30.0 40.0 30.0Rhesus monkey
(Warren, 1953) 90 84 27.4 45.2 30.0
(Ettlinger, 1961) 90 42 14.3 45.2 27.4(Milner, 1969) 90 58 15.5 55.2 40.5Cat (Cole, 1955) 75 60 20.0 38.3 41.7Rat (Harper, 1970) 100 149 20.1 93.0 26.9Mouse (Collins, 1969) ~ 88 858 26.3 43.8 29.8

 

*From Annett, M. 1972. The distribution of manual asymmetry. Br. J. Psychol. 63:343-358.
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used and no obvious familial patterns in

crosses. It is due at least in part to this work

with lower animals that some investigators

have begun to suspect that the good fit of

some genetic models that have been put for-

ward to account for handedness in humans

mavbe mainly a function of the waythetrait

is measured. Let us now look again at the hu-

man data when a category of mixed handed-

ness is included.

Binomial distribution of handedness

Annett (1967, 1972), after initially treating

handedness as a binary trait, finally con-

cluded that it can be measured so as to in-

clude a third category of mixed or inconsis-

tent handers. In 1967, she published data on

seven groups of university students, enlisted

men, and schoolchildren using two ques-

tionnaires (8 acts and 12 acts, respectively)

and observation (5 acts). Subjects wereclassi-

fied as dextrals (left hand for no acts), sinis-

trals (right hand for no acts), or mixed (incon-

sistency between acts). In none of the seven

samples did the distribution depart from bi-

nomial expectation. We present a summary

of the data in Table 13-14. Expected num-

bers calculated by Thompson on the hy-

pothesis of a binomial distribution do not dif-

fer significantly from observed (chi-square =

1.20, not significant). It should be noted, as

Annett points out (1967), that this result is

quite compatible with a simple monofactorial

model. With the data in Table 13-14, the fre-

Table 13-14. Observed incidenceof right-,

mixed, and left-handedness in seven

samples compared with incidences

expected in a binomial distribution*

 

Observed Expected
a

Right 827 820

Mixed 352 366

Left 47 40

Pp = 0.812

P, = 0.188

 

*From Annett, M. 1967. The binomial distribution of

right, mixed, and left handedness. Q. J. Exp. Psychol.

19:327-333.

quency of the gene for dextrality would be

0.81, and sinistrality, 0.19. However, there

are a number of reasons to be considered

later why such simple genetic explanations

are probably inadequate.

It will be clear from the preceding dis-

cussion that one can go beyond tripartite

division of handednessandtreat it as a con-

tinuous dimension. This is readily done in

the case of measures involving speed and

skill rather than preference. As long ago as

the late 1920s, Woo and Pearson (1927) and

Woo (1928) showed that differences in left

and right hand strength vary over subjects in

a unimodal normal distribution in which the

mean favors the right hand. That is to say,

most subjects, or the average subject, have

somewhatgreater strength in the right hand.

A similar situation is found with measures of

skill. Distribution of the latter has been ex-

amined again by Annett (1970b, 1972), using

speed of moving ten doweling pegs from one

row on a pegboard to another row 8 inches

below. The measure was time with left hand

minus time with right hand. Distributions

from males and females separately are shown

in Fig. 13-10. As with binary measures of

handedness, we again find that females are

more asymmetrical to the right. The female

meanfalls about 1.1 above the point of equal-

ity between hands, as compared with 0.5 for

males.
Annett (1972) has suggested that the rela-

tion between the distribution of lateral skill,

Males Females

—3 —2 —1 Mean 1 2 3
eat :«6*Femaies

—3 —2 —1 Mean 1 2 3

0

  

Left hand faster Right hand faster

Fig. 13-10. Lateral distributionsof skill (peg-mov-

ing) in males and females. Note that both distribu-

tions are biased to the right. (Modified from An-

nett, M. 1972. Br. J. Psychol. 63:343-358.)
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Fig. 13-11. Relationships betweenskill, strength, preference, and laterality type. (From An-
nett, M. 1972. Br. J. Psychology 63:343-358.)

lateral preference, and the categories ofleft,
right, and mixed are as shownin Fig. 13-1]
for humansand loweranimals separately. In
both cases, the distributions conform to bi-
nomial proportions, but with humans show-
ing the usual dextral bias.

Distribution in special groups

As we have indicated previously, in most
populations studied, there is a marked pre-
dominance of dextrality. At the same time,
the range is considerable, going from around
75% to almost 99% (Hecaén and de Ajuri-
agheria, 1964). Consequently, it is of some
interest to look for possible systematic differ-
ences in groups marked by same special
characteristic.

Twins. If handedness was completely de-
termined by genotype, we could expect
100% concordance in monozygotic twins.
However,it is clear that this is not the case.
In Table 13-15, a summary is presented of
eleven sets of data for MZ and nine sets of

Table 13-15. Handedness in members of
MZ and DZ twin pairs: summary ofdata*

  

Both R Mixed Both L

MZ twins N 650 197 28
(11 sets of data) p 0.743 0.225 0.032

DZ twins N 697 170 11
(9 sets of data) p 90.794 0.193 0.013
eee

“Based on data from Collins, R. L. 1970. The sound of
one paw clapping: an inquiry into the origin of left-
handedness. In G. Lindzey and D. D. Thiessen, eds.
Contributions to behavior-genetic analysis: the mouse
as a prototype. Appleton-Century-Crofts, New York:
Nagylaki, F., and J. Levy. 1973. “Sound ofone paw clap-
ping’ isn't sound. Behav. Genet. 3:279-299.

data for DZ twins. Incidences of the three
types of pairs (both dextral, mixed, both
sinistral) are shown. Thefirst point to notice
is that left-handedness has a rather highfre-
quency in twins: around 23% in M7Zs and
18% in DZs. This suggests that twins are an
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abnormal group, that left-handedness is

somewhat of an abnormal condition, or both.

A third point, stressed by Collins (1970b), is

that the proportions of R-R, R-L, and L-L

pairs obtained correspond very closely to

those expected under a binomial distribu-

tion with left = g = 0.14, and right = p =

0.86. A final point, related to the last, is that,

for at least part of these data, the MZ and DZ

correlations for handedness are not signifi-

cantly different from zero: ¢@y, = —0.026,

and dp, = —0.027. Thus the twin data seem

to show a complete lack of heritability for

handedness, a conclusion rather strongly as-

serted by Collins (1970b). However, Nagy-

laki and Levy (1973) have argued by refer-

ence to the very high incidenceofsinistrality

in twin groups that they are an abnormal

sample from which novalid generalization to

nontwin populations can be made. Their as-

sumptionis basically that some proportion of

left-handedness in twins is due to environ-

mental factors—perhaps associated with

crowding or mirror imaging—andthatif such

cases could be removed, concordance rates

would be higher in twins than those re-

ported. There is somethingto besaidfor this

argument. Certainly, it is one that has been

frequently used by critics of the work in

other areas, such as IQ and mentalillness. It

is valid, however, only in cases where the

major statistical parameters (e.g., mean and

variance) of the experimental sample do not

agree with those of the population to which

generalization is being made. Sometimes

whenthis happens, steps can be taken to re-

move individual subjects who show clearly

aberrant features, for example, an abnor-

mally low birth weight.

Age groups. Indirect evidencefor the heri-

tability of a trait is provided by its appearance

early in life before cultural and social learn-

ing factors have had sufficient time to oper-

ate. Someof the data on early asymmetries

has been reviewed by Levy (1976). In gen-

eral, the neonate shows both structural and

functional asymmetries. Thus sizeable hemi-

spheric differences have been found both in

adult and neonate brains, with the left being

usually larger than the right (Witelson and

Pallie, 1973). Corresponding differences in

EEG and arterial blood supply have also

been reported.
On the functional side, it has been found

that neonates usually lie with the head

turned to the right and morefrequently show

eve deviation to the right and right-handfist-

edness when asleep or awake. A study by Co-

hen (1966) examinedthe association between

hand preference as measured by direct

grasping, and maturity as measured by the

Bayley scale in 7%- to 8%-month-old infants.

Of the total sample, 58% shared a definite

preference. Of these, 52 were in the “ad-

vanced” maturity category, 34 in the “nor-

mal,” and 6 in the “suspect” category. This

difference is statistically significant and pre-

sumably indicates that extentof lateralization

is an indicator of developmental maturity.

Further, in the “normal or above’ category,

40 out of 52 showed a right preference, that

is, about 77%. Thus the data suggest that

handedness develops quite early and reflects

maturity at a given age level. The latter con-

clusion is perhaps not surprising, since the

Bayley scale incorporates tests for which a

stable hand preference would give an ad-

vantage.

Another study by Annett (1970b) encom-

passed a rather wider age range of 3% to 15

years. A pegboard test was used as well as a

record of the preferred handin five simple

acts. Distribution of handednessfor the latter

test in younger and older male and female

age groups is shown in Table 13-16. Three

categories are used: pure dextral, pure sinis-

Table 13-16. Handedness in younger and

older children according to sex*

   

  

   

Percent

erin
0 643-8 6 3 2

9-15 6 34 60 4

   

  

Females

19 79

22 74

 

*From Annett, M. 1970. The growth of manual prefer-

ence and speed. Br. J. Psychol. 61:545-558.



  
@ Boys’total
© Girls’ total

  

   

M
e
a
n

a
c
c
u
r
a
c
y

Co
co

oS
=

ND

  

@ Boys’left

@ Boys’right

O Girls’left

O Girls’ right

poo
- 6 8 10 12

Age (years)

Fig. 13-12. Mean accuracy scores for recognition
of nonsense shapes according to hand andsex.
(From Witelson, S. F. 1976. Science 193:425-427.
Copyright 1976 by the American Association for
the Advancementof Science.)

tral, and mixed.It is clear that there is very
little change occurring as a function of age.
However,there is a strong suggestion ofa sex
difference, with females showing a stronger
dextral bias than males, particularly at the
younger age level. This is a fairly character-
istic tendency and has, so far, not been fully
explained. The pegboardtest results showed
initially no change in right-left differences
with age. Average right-hand performance
was consistently better than average left-
hand performance, and both improved be-
tween 3% and 15 years.
A final paper involving both age andsex as

variables was reported by Witelson (1976),
one intriguingly titled “Sex and the Single

Neurobiological characteristics 285

12

10

P
e
r
c
e
n
t
l
e
f
t
-
h
a
n
d
e
d
n
e
s
s

O
o

1930 1940 1950 1960 1970 1980

Year of study

Fig. 13-13. Secular trend in incidence of sinis-
trality (left-handed writing) in the limitedstates.
(From Levy, J. 1976. Behav. Genet. 6:429-454.)

Hemisphere.” The laterality measure used
was a dichhaptic stimulation test in which
subjects were first required to palpate two
nonsense shapes, one with each hand, and
then to choose these from a visual display of
six shapes. Two hundredboys andgirls ages 6
to 12 years were subjects. The main results
are shown in Fig. 13-12. No overall differ-
ence appeared between males and females,
and both improve with age. However,
there was a significant hand-by-sex interac-
tion indicating a markedlateralization in boys
from the age of 6 on, but none for girls even
at the oldest age. On a verbal dichotic listen-
ing task, on the other hand, both sexes
showedright-ear(i.e., left-hemisphere) su-
periority. Witelson concludesthat the brains
of boys and girls are differentially organized
during developmentand that this neural di-
morphism may be related to sex chromo-
somes and androgenlevels. She further sug-
gests that the difference has important impli-
cations for the teaching of verbal andspatial
skills to the two sexes, as well as to the study
of early pathologies such as dyslexia, apha-
sia, and autism. Assuming Witelson’s results
are generally valid, they would seem to have
considerable basic significance.

Generations. In the surveys conducted by
Annett(1973) and othersjust discussed, there
is a suggestion that incidence of sinistrality
increased from the parental to the filial gen-
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eration. This appears to represent a genuine

secular trend. Using a number of sources,

Levy (1976) has plotted data for American

populations over a 46-year period. Her

graph, as reproducedin Fig. 13-13, suggests

a monotonic increase in frequency ofleft-

handedwriting. As she projects the curve,it

appears to have reached an asymptote in the

middle 1970s. Accordingly,if this reflects the

“relaxation of cultural pressures to be right-

handed,” then we may now haveaninci-

dence ofsinistrality of about 11% that is un-

contaminated by environmental factors and,

in some sense, is a true estimate.

Heritability and genetics of laterality

In general, the demographic data we have

presented are quite compatible with a genet-

ic model. However, they are also consonant

with a model involving the operation of ran-

dom environmental factors coupled with a

strong cultural pressure to dextrality. As we

shall show, both points of view have been put

forward by different authorities. Let usfirst

consider some of the evidencethat indirectly

bears on choice of a general model.

It does appear to be true that many asym-

metries are present in human beings from a

very early age. As summarized by Levy

(1976), they include functionaland structural

asymmetries of the brain, behavioral, der-

matoglyphic, and motor, facial, and percep-

tual asymmetries. Taken together and con-

sidering that many of them are already pres-

ent at or before birth, they strongly suggest

the operation of genetic factors.

Another line of evidence has been pro-

vided by the results of a single case study

published by Fromkin et al. (1974). They

report on a young girl, Genie, kept in con-

ditions of extreme isolation from about 20

months to over 13 years of age. Since her

contact with other people was very limited

and since her hands were strapped downfor a

good deal of the time, her opportunities to

learn a hand preference were minimal. Nev-

ertheless, when finally released from her

unfortunate situation, she showedclear evi-

dence of right-hand preference and right-

hemispheric dominance, as indexed by di-

Table 13-17. Proportions of left-handed

offspring in three types of family

    

 

Parental phenotype

combinations

0.056 0.176 0.442Average of three

early studies

(Trankell, 1955)

Annett (1973)

Male

Female

0.104 0.211 0.250 to 0.409%

0.088 0.211 0 to 0.474*

 

*Range over “main sample” and twoothersets of “spe-

cial families” of both sinistral parents (see Annett, 1973).

chotic listening task performance. She also

maderapid progress in language acquisition.

Wetake the case of Genie as strong proof for

both the innate capacity for language acquisi-

tion and for lateralization. This is not to say,

of course, that environment had no effect

here, since the combination of right-handed-

ness and ipsilateral hemispheric language

dominance is considered somewhat rare

(Levy, 1976).

Moredirect evidence for the genetic basis

of lateralization would normally be supplied

by twin data. However, as we have indicated

already, there appears to be a very low con-

cordance for this trait both in MZ and DZ

pairs. Whether this means no heritability,

as Collins (1970b) has thought, or that twins

are simply an atypical group, as Nagylaki

and Levy (1973) have argued, is problem-

atical. Whatever the case, we must turn our

attention elsewhere—to family studies.

The incidencesof sinistrality in three mat-

ing types from someolder studies and a more

recent one are shownin Table 13-17. In both

sets of data there is an increase between inci-

dence ofleft-handedness in children as we go

from two-dextral to one-dextral to no-dextral

parents. However, this trend varies some-

what with the two sexes; in addition, the in-

cidence of left-handers is as high in families

of left-handed mothers and right-handed fa-

thers as in families of two sinistral parents.

Annett (1973) has gone onto estimate heri-



tability values for handedness with Falconer’s
procedure for quasicontinuous variables
(Chapter 12). Her results are as follows: for
mothers of left-handed males, h? = 57%:
mothers of left-handed females, h? = 51%:
sisters ofleft-handed females, h? = 44% (just
short ofstatistical significance); estimates for
brothers, sisters, and fathers of males and for
brothers of females are similar but nonsig-
nificant (16% to 20%); for mothers and fa-
thers of left-handed mothers, h? = 100% and
56%, respectively. The figure for fathers of
femalesis only 4%. Annett also analyzed data
on grandparents and some otherfamily data
gathered by Chamberlain (1928) and Rife
(1940). These yielded similar results.

It is difficult to draw any definite con-
clusions from the preceding studies. How-
ever, there is some indication that degree of
likeness is greater when one or two females
are involved than where none is involved.
This point, as well as several others, has been
made by Annett (1973).
The twin and family data, taken at face

value, do not seem tooffer particularly strong
support for genetic determination. As we
have already shown, this ambiguity is even
more pronouncedin the animal studies. Nev-
ertheless, several genetic models have been
put forward, some of which fit at least se-
lected portions of the total data quite well,
though not uniquely so. Wewill now discuss
these.

Basically, four types of model have been
put forward. The most popular has been a
single-gene modelofwhich two variants have
been explicitly suggested. Rife (1940), Mer-
rell (1957), and Annett (1967) have argued
for recessivity of sinistrality, with variable
penetrance of the heterozygotic genotype,
whichis specified only by Rife as being 50%.
This investigator attemptedto fit this model
to actual data with a moderate degree of
success. However, his sample sizes were
small, and, in any case, according to a further
analysis by Collins (1970b), the model does
not fit other data. Merrell and Annett did not
attempt any Hardy-Weinberg analyses. The
other variant, favored by Trankell (1955),
posits variable penetrance in the double-re-
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cessive genotype. He found a good and con-
sistent fit over three independentsets of data
(Ramaley, 1913; Chamberlain, 1928: Rife,
1940). The frequency of the left-handedness
gene was between 40% and 43%, giving an
incidence of phenotypic left-handedness in
the population of about 5%. Since we have
reproduced Trankell’s analysis in Chapter 12,
we will not present it again here. Collins
(1970b) also fitted the model successfully to
several sets of twin data. However, the
values obtained from the fit for p (incidence
of dextral gene), q (incidence of sinistral
gene), and a parameter of manifestation in
the double recessive seem implausible. For
example, they would imply that more than
90% of the population are genotypic left-
handers and 85% of these become right-
handed for environmental reasons. Further-
more, as Collins further points out, the
model converse to Trankell’s—that is, domi-
nanceofsinistrality with variable penetrance
in the homozygotic dextral genotype—fits
the data equally well. It also involves some
unlikely implications: for example, genotypic
left-handers would constitute only about 2%
of the population; a very high proportion of
left-handedness would thus be of environ-
mental etiology.
The single-gene models, therefore, do not

seem to be adequate for a variety of reasons.
As a consequence, Levy and Nagylaki (1972)
have put forward a more complex theory that
takes account of not only the readily observ-
able phenotype of handedness but also the
less readily ascertainable dimension of hemi-
spheric dominance. Thus twopairs of genes
are involved: L,l, LL and Ll producing left-
hemisphere language control with right-
hemispherecontrolin I/ individuals; and C,c,
the dominant producing hemispheric control
of contralateral hand with ipsilateral control
in ce individuals. The nine possible combi-
nations are shown in Table 13-18. Levy and
Nagylaki tested their model with three pa-
rameters: a, the frequency of left-handers
with right cerebral dominance: 8, the fre-
quency of left-handers with left cerebral
dominance; and y, the frequency of dextrals
in the population. The data to which it was
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Table 13-18. Genotypic constitution of

dextral and sinistral phenotypes in the

Levy-Nagylaki model

   
Phenotype

Dominant

hemisphere

Sinistral genotypes

ICC Right Left

ll Ce Right Left

LL cc Left Left

Ll cc Left Left

Dextral genotypes

LL CC Left Right

LL CC Left Right
LL Cc Left Right

LI Ce Left Right

ll ce Right Right
se

applied consisted of Rife’s family data and the

incidence figures for recovery from aphasia

in left-handers of Goodglass and Quadfasal

(1954). They estimated that 47% of left-hand-

ers having brain damagein the language area

recovered from aphasia and that 53% did not.

Thus the ratio a/B was set at 47/53. y was

allowed to vary so as to minimize x? for the fit

to the breeding ratios and aphasia data sepa-

rately and combined. For thelatter, x* was

minimal (1.61) with y set at 0.893. For the

family data alone, y was 0.891 for minimal

x? (1.07). Both of these values are close to the

empirical value of y (0.912) observed by

Rife. However, it should be noted thatall

these figures are considerably lower than es-

timates put forward by most workers (Table

13-9).
Hudson (1975) independently tested the

Levy-Nagylaki model on three other sets of

family data, two from Annett(1973) and one

from Chamberlain (reworked) (1928). x” was

minimized in terms of both y and the ratio

a/8. Unfortunately, none of these samples

could be madeto fit the model. Consequent-

ly, the validity and usefulness of the latter

must be considered unproven.In spite of this

fact, its conceptualization of laterality is sure-

ly an advance over previous models, particu-

larly in its strong emphasis on hemispheric

dominance. This must surely be the level to

which future genetic studies should be di-

rected.

The third and fourth models to be dis-

cussed are somewhat similar. Collins (1970b)

has favored a completely “nongenetic’ mod-

el, according to whichlaterality arises either

from cultural inheritance or from some “un-

known extrachromosomal biologic predispo-

sition to asymmetry.” In view of the very

early manifestation of laterality, both behav-

iorally and anatomically, the latter possibility

might be more likely than the former. The

final model, put forward by Annett (1973)

argues that right-handedness is inherited

presumably as any basic, universal human

character but that sinistrality arises from vari-

ous environmental causes. This would per-

haps imply that left-handedness (and perhaps

right cerebral dominance) are abnormal. The

evidence, on the whole, does not seem to

concur with such a notion.

In conclusion, it is clear that the problem

of lateralization and its etiology is far from

being solved. Since it is probably one of fun-

damental importance, further work on it

would be very desirable.

MISCELLANEOUS RESPONSE

PROCESSES

The response systems discussed earlier in

the chapter are perhaps the most important

of those studied. However, a great many

other miscellaneous characters have also

been given some attention by various re-

search workers. They include a number of

normal (Mittler, 1969; Bruggemann, 1970)

and abnormal speech characteristics, such as

stuttering and speech defects (see summary

by Ehrman and Parsons, 1976), motor skills

(McNemar, 1933; Brody, 1937), mutual imi-

tation behavior (Wilde, 1970), and hypnotic

susceptibility (Morgan, Hilgard, and Davert,

1970). As with manyofthe traits on which we

focused earlier, heritability estimates vary

with type of measurement, statistical analy-

sis, type of sample, and time (when the re-

sponse is assessed overtrials). It is there-

fore difficult to educe any major conclusions



from all this work, and, for that reason, we
will not discuss it in detail.

SUMMARY

This chapter has focused on the genetic
bases of simple sensory and response pro-
cesses. The study of these has beenrelatively
neglected by behavior geneticists to date, al-
though many aspects of them have been of
central interest to psychologists.
Data covering some simple gustatory,

auditory, and visual functions were summa-
rized. It is clear that many of these are
under appreciable hereditary control. The
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same applies to relatively simple measuresof
central and autonomic nervous system ac-
tivity, for example, EEG, evoked potential,
GSR, and heartrate.
A final section of the chapter was devoted

to a topic of great current interest in psy-
chology and neurophysiology:lateralization.
Although a numberof genetic models fit the
data on handedness quite well, none appears
to do so uniquely. Furthermore, animal and
twin data have suggested to some workers
that genetic factors may be only minimally
involved. No firm conclusions can be drawn
at present.
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Cognitive and intellectual abilities

In this chapter, we shall consider evidence

relating to the inheritance ofintellectual and

cognitive ability in human beings. We shall

examine first the meaning of the term “in-

telligence” and the ways in which it is com-

monly measured. Second, we shall attempt

to assess critically data bearing on its herita-

bility; third, we will outline and discuss vari-

ous theories that have been put forward con-

cerning the genetic transmission of intellec-

tual abilities.

NATURE OF INTELLIGENCE AND

INTELLIGENCE TESTS

Although intelligence is a commonly used

term, it is one that most psychologists have

found difficult to define satisfactorily. Inter-

est in it can be traced, as with many other

problems, at least as far back as the Greek

philosophers. Until the eighteenth or nine-

teenth century, intelligence was studied

largely as a special attribute of human be-

ings and as a power enabling them to know

reality. Thus for Aristotle, and for later me-

dieval thinkers such as Aquinas, intelligence,

or, more precisely, intellect, was a special

faculty pertaining to the essence of humans

as opposed to lower animals and was the

means by which they could abstract from

sensory data and arrive at concepts or ideas.

No attempts were made to examine the dif-

ferences betweenindividuals in this respect,

since all persons possessed it simply by vir-

tue of being human. The approach is ex-

emplified very aptly in the following excerpt

from the writing of a philosopher of the

seventeenth century, René Descartes (1637):

Good sense is, of all things among men, the

most equally distributed; for everyone thinks him-

self so abundantly provided with it, that those

even whoare the most difficult to satisfy in every-
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thing else, do not usually desire a larger mea-

sure of this quality than theyalready possess. And

in this it is not likely that all are mistaken; the

conviction is rather to be held as testifving that

the power of judging aright and of distinguishing

Truth from Error, which is properly whatis called

Good Sense or Reason, is by nature equal inall

men; and that the diversity of our opinions con-

sequently does not arise from some being en-

dowed with a larger share of Reason than others,

but solely from this, and we conduct our thoughts

along different ways, and do not fix our atten-

tion on the same objects.

Descartes modestly deprecated even his

own mind as no better than “those of the

generality,” although through his writings he

was destined to influence profoundly the

whole course of Western thought during the

centuries following. It is of some interest to

note from Descartes’ statementatleast a tacit

recognition that there might be individual

differences in reasoning ability but that if

they do exist, they arose only because people

fixed their attention on different parts of the

environment, a circumstance that produced

only “diversity of opinions.” This might have

been a modern environmentalist writing.

Descartes perhaps marks the beginning of

a new way of looking at the world and at

people. Until the Renaissance, the individual

in society was virtually unrecognized,

a

fact

that is strikingly demonstrated in the struc-

ture of medieval thought and society. Thus

during the Middle Ages, the individual was

so much part of some group that his indi-

viduality was virtually eclipsed by it (Huiz-

inga, 1956). In the eyes of the church, for

example, theologically at least, all men were

equal before God. In the eyes of a feudal

lord, a serf was a serf and nothing more or

less. Likewise, a knight was completely de-



fined by his knighthood. Stripped ofit, he
would be completely alienated from society.
Thus roles and tradition superseded indi-
viduality.
With the economic and political changes

that marked the decline of the medieval way
of life, with the rise of nationalism and es-
pecially of Protestantism, and with the shift
in emphasis in philosophy away from the re-
lation of men to God toward the relation of
men to each other, a realization of the worth
of individual enterprise began to grow. By
the beginning of the nineteenth century, the
idea of individual differences and their im-
portance came to be considered paramount.
This was more apparent in some areas than
others. It was certainly clear enough in nine-
teenth-century biology. Darwin’s major con-
cern was variation, and it is precisely this
emphasis that distinguished his approach to
systematics as against that of his predecessor,
Carolus Linnaeus. In psychology, however,
the most influential figures, such as Wundt,
Fechner, Ebbinghaus, and Pavlov, were
mostly not oriented in this way. It was only a
few men on the margin of this newly devel-
oping field—notably Galton and Binet—who
gave the testing of individual differencesits
start. Sir Francis Galton, indeed, has usually
been designated as the “father of mentaltest-
ing. He did not go to any lengths to define
intelligence exactly, much less measure it
adequately. But he did deal with it in a gen-
eral way in his studies of the inheritance of
abilities, eminence, and genius. His view of
the nature ofintelligence was, in many ways,
a completely operational one. For example,
to belong to Galton’s more select groups, a
man “should have distinguished himself
pretty frequently either by purely original
work or as a leader of opinion” (Galton,
1883, p. 9). Binet’s interest in intelligence
was rather more practical than scientific in
that one of his main concerns was the prob-
lem of dealing with subnormal children in
Paris schools. Though his tests were largely
derived from empirical grounds, he putfor-
ward a definition of intelligenceas the ability
to maintain a definite direction, the ability
to make adaptation leading to a desired end,
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and the ability to criticize one’s own behav-
ior.

Underthe influence of Galton and Binet,
the mental testing movement grew rapidly,
especially in America, and it became a popu-
lar pastime to generate definitions of intelli-
gence. Spearman reducedit to the ability to
educerelations and correlates. Thorndike re-
garded it as the power of making good re-
sponses from the standpoint of truth orfact,
whereas Terman, in moreclassical style, de-
fined it as the ability to abstract.

Eventually, American behaviorism en-
gineered a moratorium on definitions of in-
telligence by suggesting that intelligence
should be regarded simply as that which an
intelligence test measures (Goodenough,
1949). This definition is not as circular as it
seemsif the test is first constructed on the
basis of some clear postulational definition. *
Given such

a

test, we may then proceed to
analyze in detail the nature ofthe functionsit
involves and the pattern of their relation-
ships. In this way, a hypothesis may be gen-
erated that can be examined and corrected
until a satisfactory understandingofintellec-
tual ability is achieved. Such an a posteriori
approach is implicit in most of the work of
factor analysis.
The originatorof this latter technique was

Charles S. Spearman (1927). He wasthefirst
to explore and develop the idea implicit in
Pearson's coefficient of correlation that if
two traits or abilities vary together, then
they have something in common. Spearman
found that practically all intelligence tests,
when corrected for their lack of reliability
(correction for attenuation), intercorrelated
to a high degree. From this fact he reasoned
thatall intellectual tasks must have some ba-
sic common element, an elementhe called g,
or general mental ability. He explained the
fact that correlations between tests were
never perfect (i.e., r < 1.0) by suggesting

*Kempthorne (1978) has claimed that use of the term
“intelligence” in reference to so-called mental tests is as
arbitrary as use of the term “dog” in reference to the
taxon to which it refers. This simplistic view is clearly
erroneous. Mental tests were initially constructed to
assess what wasconsideredto be intelligence.
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that each test had a specific as well as a gen-

eral component. He conceived of these spe-

cifics as being the particular “engines”

through which g was expressed. Spearmans

work was seminal, and from it emergeda va-

riety of factor-analytic methods, as well as a

numberof importantfactorial theories of in-

telligence. We will discuss some of these

shortly.
Today, the meaning of the concept of in-

telligence and the value of IQ tests are still

being debated.In fact, because of the rapid-

ly accumulating data concerning its genetic

determination, the argumentduringthelate

1960s and early 1970s has become at times

quite passionate. It is difficult to define ex-

actly the pros and consin this debate. But,

roughly speaking, opinion ranges along a

continuum with someat one end whosee the

IQ test as a kind of “in game” forced on so-

ciety by a self-protecting establishment and,

at the other end, those who see intelligence

as a meaningful term and the IQtestas a so-

phisticated and objective scientific instru-

mentthat allows rapid and efficient manage-

mentof the variety of talents in a society. In

between, there arestill others who are will-

ing to accord to tests some merit butstill in-

sist that what they test primarily reflects cul-

tural values. Somethingof the flavor of these

views can be obtained from such sources as

Butcher (1968), Dockrell (1970), Cancro

(1971), Hunt (1972), and Block and Dworkin

(1976).
The extremeposition that intelligence test

scores are no more than arbitrary “creden-

tials,” much like manner of dress or accent,

has been put forward by a numberofcritics,

one of the moreinfluential being McClelland

(1973). Basically, he has argued that IQ tests

relate mostly to achievement in school, that

such achievement is decided on social and

economic grounds, and that therefore test

scores may be expected to predict success in

life when this success depends on the same

kinds of social values that produce good

school grades. McClelland’s argument seems

to bear not so much on whether intelli-

gence is somethingreal or not, but rather on

the question of the relation between IQ and

capacity to perform in various work situa-

tions. Since he apparently regardsthe latter

as having the greater reality, he can then

conclude that anything which fails to relate

perfectly to these must be, to that extent,

fictitious. This is not a logical conclusion.

One could equally well assert that a height

measurementalso has a mythical quality if it

fails to predict perfectly athletic pertor-

mance. What we do with any measurement

of anything is largely an arbitrary matter.

However, this does not render the measure-

menttrivial or arbitrary. The dimension of

temperature is not given validity wholly by

the fact that it may be used in giving us com-

fortably heated houses. So it is with intelli-

gence. As long as we are dealing with a rea-

sonably stable property of human beings, we

are on perfectly respectable and scientific

grounds in seeking to map its structure and

to explore its correlates.

A less extreme position than that of

McClelland has been put forward by Hum-

phreys (1971). He has definedintelligence as

“the totality of responses available to the or-

ganism at any oneperiodoftimefor the solu-

tion of intellectual problems. Intellectual is

defined by a consensus among psychologists

(italics ours). Humphreys thus appearsto ad-

vocate that intelligence is not merely a fanci-

ful construct and that tests are more than

merely political devices designed to preserve

privilege. However,it is also clear that he re-

gards intelligence as having an arbitrary defi-

nition. It is simply whatever responses hap-

pen to be called “intellectual” by a certain

group of people—hopefully experts, at least

—at a particular time.

The final position we wish to delineate is

probably the one held by most people work-

ing in the field of individual differences and

human behavior genetics. Sinceit is also our

position,it is appropriate to articulate ita lit-

tle more closely.
1. In the first place, we consider that so-

called intelligence tests do measure some

stable character in human beings. Most IQ

tests are highly reliable, with the standard

error on the order of +5.0, that is, about one

third of the standard deviation. Changes in



IQ greater than 5 points occur with a fre-
quency inversely proportional to their mag-
nitude (Wechsler, 1971).

2. An IQ score is a relative rather than an
absolute measure. That is to say, it reflects
the ability of an individual in relation to a
random sample of individuals taken from his
age group and growing up in comparable en-
vironmental conditions.

3. Following from 2, it is recognized that
special environmental conditions (e.g., en-
riched nursery school training) may alter IQ
scores. However, the relative ranks of indi-
viduals exposed to such environmentsdo not
necessarily change much.

4. The many IQ tests presently available
tend to show, on the average, appreciable
correlations with each other. This fact fa-
vors the concept of general mentalability.

5. The intelligence of an individual is a
function of his genotype and his environ-
ment, particularly his early environment.

6. Stability of intelligence, thatis, its resis-
tance to change, may be as much

a

result of
early experience as of genotype.

7. Measured intelligence relates signifi-
cantly to a numberof other variables, no-
tably to school achievement, occupational
level, socioeconomic status, and, most im-
portantly, to age. Little is known, however,
aboutits relation to fitness in the biological
sense, though this is a question of the most
basic interest. Likewise,little is known about
the physiological correlates ofintelligence in
humans, althoughat least one promisingat-
tempt has been madein this direction (Hal-
stead, 1947). It has been argued by some
writers that there is some basic substratum of
intelligence which underlies its expression
through any particular cultural medium. If
local sociocultural elements could then be
eliminated, there should remain only this es-
sential substrate. What this would involveis
problematical. Vernon, in an early article
(1954), suggested that the ability to follow
“oral directions” of a greater or lesser com-
plexity represents a basic intellectual ability
that is demanded byall societies and that is
little affected by differences in educational
background. Obviously, this approach to de-
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fining intelligence can be almost as a priori
as that followed by early workersin thefield.
Furthermore, it is probably true to say that
there is really no such thing as a “culture-
free’ test but that there can be tests which
are relatively “culture-fair,” in the sense that
they minimally involve the use of information
restricted to particular sectors of the popula-
tion (e.g., upper socioeconomiclevel). Tests
such as the Raven Progressive Matrices, the
Cattell Culture-Fair Test, and some of the
performance tests of the Stanford-Binet or
the Wechsler-Bellevue are examples.It is, of
course, often argued that such tests are only
seemingly culture fair and may actually be
still biased in some tacit way. This problem
has been considered in a penetrating discus-
sion by Jensen (1973a). He has urged that an
empirical approach be taken whereby test
items are given to groups known by some
definite criteria to differ in cultural acquisi-
tions and that then items be designated as
culture free or culture bound according to
whether they distinguish the groups.

GENERAL INTELLIGENCE AND

SPECIAL ABILITIES

Studies of natural families

Pedigrees. The oldest method used to
study the heritability of a trait is the pedi-
gree method. Although many people before
him had traced family pedigrees, Galton
(1883) wasthe first to do so in a way that can
be called scientific. He was particularly im-
pressed with what he called eminence—un-
usually high intellectual endowment—and
considered this trait so rare as to have an in-
cidence in the population of only 0.025%. On
the basis of reputation and available records,
he constructed pedigrees of distinguished
statesmen, commanders, writers, scientists,
poets, musicians, painters, divines, and even
university oarsmen and “North Country
wrestlers.” An example of one of his pedi-
grees is shown in Fig. 14-1. To allow a more
quantitative examination of pedigreesfor in-
tellectual ability, he used a rough scale based
on a normal curve distribution with eighteen
intervals ranging from eminent to idiot and
imbecile. Since Galton found from his data
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Family of Clasper

po
  Edward Hawkes 0 Clasper 0

Henry William Edward Robert Richard John Thomas

John Others Son

(young) (good rower)

Fig. 14-1. Example of a pedigree of rowing families described by Galton. All those mentioned

in the pedigree except one wereable or excellent oarsmen. (From Galton, F. 1883. Hereditary

genius. Appleton-Century-Crofts, New York.

that the chances of an eminent man having

an eminentrelative were rather high, he in-
ferred that intellectual ability was clearly in-
herited. Furthermore, after a careful exam-

ination of the environmentalist hypothesis,
he concluded that true capacity could not be

altered by lack of opportunity and would al-

wavs surmount social barriers and unfavor-

able circumstances. It is interesting and per-

haps amusing, depending on ones view-

point, to note that one of his arguments for

this involved a comparison of British and
American eminence. According to his judg-

ment, the number of really able men was

very much higher in England in spite of the

more repressive sociallife in that country. If

the more democratic form of society in

America in which education and opportunity,

more available to the masses, did not pro-

duce proportionately more ability, then, ob-

viously environment could not make much

difference. This general conclusion is, of

course, obviously open to many criticisms.

Be this as it may, Galton’s analysis of pedi-

gree data, as well as his biometric and psy-

chometric contributions stand as milestones

in the development of human behavior ge-

netics.

Since Galton’s day, the pedigree method

has been used widely, although for quanti-

tative traits it has been refined by the use of

more sophisticated statistical methodology.

Such workers as van Bemmelen (1927), Gun

)

(1930a,b), and Bramwell (1944) have pre-

sented pedigrees of royal families, hold-

ers of the Order of Merit, and various other

similar classes that cannot be easily de-

scribed in exact terms but are nonetheless

worth examination. In the realm of special

abilities, we have a great many pedigree

studies devoted to musical talent. One of the
most famous of musical families is, of course,

the Bach family, first studied by Galton

(1883) and later by many others. Although

the problem of separating nature from nur-

ture complicates matters, the amount of mu-

sical ability that consistently appears in the

Bachs for a number of generations is sug-

gestive of hereditary factors at work.
Inasmuch as pedigree studies represent a

first step in psychological genetics, they have

considerable historical importance. Their

value is reduced, of course, by the fact that

they do not always show the systematic oper-

ation of heredity independent of environ-

mental influences. At the same time, when

the traits studied are uncommononesand if

their appearancein family lineages conforms

closely to genetic expectations, the pedigree

method can be very useful (Chapter 12).

Even with common characters showing a

normaldistribution, the patterns of variance

and covariancefor different classes of kinship

may often be foundto fit genetic models or at

least not to fit any obvious environmental

models. Consequently, we can still learn
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Fig. 14-2. Summaryoffamily correlation studies: medians and rangesofcorrelations from fifty-
two studies. (From Erlenmeyer-Kimling, L., and L. F. Jarvik. 1963. Science 142:1477-1478.
Copyright 1963 by the American Association for the Advancement of Science.)

much from examination of natural families.
Their usefulness has been clearly shown,for
example, by the work of Jinks and Fulker
(1970), McCall (1970), and Eaves (1973). Two
of the best examples of pedigree studies that
are gold mines of information are those by
Terman on gifted children (Terman and
Oden, 1959) and by Reed and Reed (1965) on
mental retardation.

Familial correlations in intelligence. The
first systematic examination of familial cor-
relation with respect to mental ability was
made by Karl Pearson aroundthe turn ofthe
century. Using teachers’ rankings based on a
7-point scale of intellectual capacity, he
found that the correlation between brothers
was 0.52, betweensisters, 0.51, and between
brother and sister, 0.52. Since these values
were approximately the same as those ob-
tained with physical characteristics such as

height, hair color, and cephalic index Pear-
son concluded that psychic traits are in-
herited in the same way and to the same de-
gree (1904). Woods (1906), using a rating
scale of 1 to 10 for “intellectual and moral
excellence,” analyzed someroyal family ped-
igrees. He obtained a parent-child correla-
tion of 0.3. Schuster and Elderton (1907),
using the records of academic performance
at Charterhouse, Harrow, and Oxford, were
able to establish a parental correlation of
0.31 and sibling correlations of around 0.4.

Oneofthefirst to use standardized mental
tests was Gordon (1919). She founda corre-
lation of 0.61 with the first Stanford revision
of the Binet-Simon test given to 216 sibling
pairs. Both Pearson (1918) and Elderton
(1923) reworked her data (correcting for age
and using all possible sib pairings) and ob-
tained correlations between 0.5 and 0.6.
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Table 14-1. Correlations between relatives*

Otherinvestigators      

 

  

 

    

         
  

Number

of Median Theoretical

Correlation investigations correlation value

Direct line

With parents (as adults) 374 0.49 13 0.50 0.49

With parents (as children) 106 - 0.56 — — 0.49

With grandparents 132 0.33 2 0.24 0.31

Collaterals

Between monozygotic twins

Reared together 95 0.92 13 0.87 1.00

Reared apart 53 0.87 3 0.75 1.00

Between dizygotic twins

Same sex 71 0.55 8 0.56 0.54

Different sex 56 0.52 6 0.49 0.50

Between siblings

Reared together 264 0.53 36 0.55 0.52

Rearedapart 151 0.44 3t 0.47 0.52

Between uncle (or aunt) 161 0.34 — — 0.31

and nephew (or niece)

Betweenfirst cousins 215 0.28 2 0.26 0.18

Between second cousins 127 0.16 — — 0.14

Unrelated persons

Foster parent and child 88 0.19 3 0.20 0

Children reared together 136 0.27 4 0.23 0

Children reared apart 200 —0.04 2 —0.01 0)
IT

*From Burt, C. 1966. The genetic determination of differencesin intelligence: a study of monozygotic twins reared

together and apart. Br. J. Psychol. 57:137-153.

+The actual figure given by Burt (N = 33) is an error.

Around the same time, Pintner (1918) and

Madsen (1924) contributed by computing

correlations on unrelated control pairs of

children. Since these turned outto be rather

low (between 0.19 and —0.4), the case for the

inheritance ofintellectual ability was thought

to be further strengthened.

Since this early work on the problem, nu-

merous other studies have been done. To

give the reader some idea of the magnitude

of this work and its degree of consistency,

we present in Fig. 14-2 and Table 14-1 two

summaries compiled up to 1963 and 1966,

respectively. The first, by Erlenmeyer-Kim-

ling and Jarvik (1963), consists of the results

for various kinship classes of 52 studies in-

volving, altogether, over 30,000 correlational

pairings. Since some of the studies reported

on several categories and several samples,

the total number of separate observations

comes to 99. Excluded from the list were

(1) studies in which the type of test was other

than a conventional IQ test, (2) studies in

which atypical subjects were used (e.g.,

mental defectives), (3) studies in which zy-

gosity information was inadequate (for twin

studies), and (4) studies involving too few

special subjects (e.g., one or two twin pairs,

or triplets).
Several comments about Table 14-1 are in

order. In the first place, it is clear from in-

specting only the bottom endsof the ranges

that as genetic resemblance increases, so in-

tellectual resemblance also becomes more

pronounced. The relevant categories are un-

related pairs, siblings or parent-offspring,



and MZ twins. This also applies if we use
either the median or mean correlations. Fur-
thermore, the median correlations closely
approximate those expected on purely ge-
netic grounds. The observedcorrelations are
0.5 for parent-child, 0.49 for siblings reared
together, 0.53 for DZ twins, and 0.87 for
MZ twins reared together. Corresponding
genetic correlations (under the simplest as-
sumptions) are 0.5 for the first three groups,
and | for MZ twins.
A second point to note is that, for each

group, the range is considerable. This is par-
ticularly true for the 12 reported parent-
offspring correlations, which vary from
around 0.2 to 0.8. The reason for this is not
clear, but it perhaps reflects the fact that the
data reported came from eight countries and
cover a span of two generations.

Third, it is obvious that environment must
play some role in determining intelligence
level. This shows up in every category in-
volving a reared-together versus reared-
apart comparison.

Finally, we should emphasize that the
matter of deciding which value in each cate-
gory is the most representative is not easily
solved. Erlenmeyer-Kimling and Jarvik used
simple unweighted medians. However, it
can be argued that weighted medians or
weighted means might be more appropri-
ate, with the weighting factor based on the
size of the sample involved. Likewise, cor-
rections might be made for restriction of
range and for test reliability (Jencks, 1972:
McAskie and Clarke, 1976). However, at
least some of these corrections may be ex-
pected to balance each other out.
The second summary presented in Table

14-1 by Burt cites 95 studies plus 10 of
Burt's own observations. Median correlations
for the various groups are compared with ge-
netic correlations expected on the basis of
Mendelian inheritance with incomplete
dominance and someassortative mating. The
formulae for these expectations were worked
out by Burt and Howard (1956) and are ul-
timately based on those of Fisher (1918).
Note that for the several new categories in-
cluded—grandparents, uncles and aunts,

Cognitive and intellectual abilities 297

and cousins—observed correlations are not
far from those expected on the basis of the
genetic model. This applies to the more fa-
miliar categories as well.
There have been fewer family studies re-

ported since the two preceding summaries
appeared, probably because most investi-
gators have relied more on the use of twin
data. However, one large-scale study has
been published by Reed and Reed (1965) on
045 families involving over 80,000 individu-
als. Although the study was aimed mainly at
tracing the familial patterns of mental re-
tardation, it also recorded IQ scores for nor-
mal individuals in some families for as many
as five generations, plus every variety of col-
laterals. This is a major piece of work, much
of which still remains to be analyzed. Two
examplesofsuch analysesare afforded by the
articles of Jinks and Fulker (1970) and of
Eaves (1973). The Reeds’ data do not allow
the exact separation of environmental and ge-
netic effects. However, they can be analyzed
for degree of fit to various genetic models.
Jinks and Fulker and Eaves, using somewhat
different methods, were successfully able to
do this, emerging with the conclusion that IQ
involves a large additive componentof ge-
netic variation, dominance of high IQ, and
marked assortative mating. Apart from this,
Higgins, Reed, and Reed (1962), using a
sample of 1016 parental pairs and 2039 chil-
dren, found

a

sibling correlation of 0.52 and
father-child and mother-child correlations of
0.43 and 0.45, respectively. Their figure for
husband-wife correlation was 0.33, which is
considerably lower than has usually been
found. Waller (1971b) has also derived her-
itability estimates from the Reeds’ data. He
used the following procedures: (1) regres-
sion of midchild on midparent for 258 2- to
d-child families weighted according to fam-
ily size, yielding bos = 0.631 (b = h? =
0.631 + 0.046); (2) regression of midchildren
on father’s score, also with a weighting proce-
dure; bop = 0.334 (bop = %h2 and h2 =
0.668 + 0.025); (3) regression of midchild on
mother; h? = 0.654 + 0.025; and (4) intra-
class correlation between siblings; r, > %4h2
and h? S 0.666. These estimates are highly
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consistent and agree closely with those put

forward by some of the other workers cited

previously. *
All in all, familial correlational data up to

1966 are reasonably consistent on the aver-

age. By themselves, however, they are too

limited to allow either firm estimates of heri-

tability or elaboration of any genetic model of

intelligence. Nonetheless, as we shall see,

they can contribute significantly in these di-

rections when pooled with other kinds of data

on foster children and especially separated

and nonseparated twins.

In fact, both the summaries presented con-

tain sufficient data to allow rough specifica-

tion of some of the components of variance

for IQ. Thus Morton (1972), using the Erlen-

meyer-Kimling and Jarvik median correla-

tions, has estimated a heritability of 0.675,

with 0.139 due to common environment,

0.016 due to common environment specific

to twins, and 0.17 to random environmental

effects. Different combinations of familial

correlations can also supply heritability esti-

mates. For example, twice the difference be-

tween sibs and foster sibs, h? = 2 (rg —

res) = 0.52; likewise, h? = 2 (tmz — rpz) =

0.68. Corresponding estimates from Burt's

data are 0.52 and 0.74. Since these methods

involve untested assumptions about how en-

vironmental influences operate in the dif-

ferent groups, however, they cannot be

given too much weight.

Setting aside these problemsfor the time

being, we maynote that certain of the stud-

ies reviewed reveal some interesting aspects

of the operation of heredity and environ-

ment and of mating systems in human popu-

lations. We will now discuss some of these

briefly.
Effects of age. Quite a numberofstudies

have examinedthe effects of age disparities

on family resemblances. It is assumed that

since children of different age groups occupy

different environments, the intellectual sim-

«Note that the regressions estimate heritability onlyif

some simplifying assumptionsare accepted, for instance,

no role of common environment. This is probably not

tenable.

ilarities between siblings of different ages

should be less marked than between sibs of

the same age if environmental effects are

correlated with age. If environmentisoflittle

importance, on the other hand, sibling cor-

relations should not be greatly affected by

age differences. On the whole, the evidence

seems to favor the second alternative. In

Burt's table, the DZ twins reared together

and sibs reared together (presumablyof vari-

able ages) correlate 0.56 and 0.55, respec-

tively. Erlenmeyer-Kimling and Jarvik re-

port medians of 0.53 and 0.49 for the twocat-

egories. The problem has been examined

more specifically by several writers. Conrad

(1931) found no difference in magnitude of

intellectual resemblance (Stanford-Binet and

Army Alpha) betweensibs less than 3 years

apart as against sibs more than 3 years apart.

Likewise, Finch (1933), using 1023 pairs,

found a correlation of 0.49, although within

this sample, within-pair age differences

ranged up to 11 years. A correlation com-

puted between size of age difference and

size of score difference was not significantly

different from zero. Again, artificially “twin-

ning” sibs by using only their IQ scores taken

at identical ages had no effect on resem-

blance, as shown by Richardson (1936). One

study that appears to indicate an opposite

conclusion is that by Sims (1931), who arti-

ficially paired unrelated children according

to socioeconomic background, age, and

school. The correlation between these un-

related “sibs” was 0.35, a figure not much

lower than that obtained by many investiga-

tors with real siblings.

Aninteresting variant on this problem has

been put forward by McCall (1970), who ex-

amined parent-offspring correlations for IQ

with the test scores of parents taken at the

same ages as when their children were

tested. A similar procedure was used in the

case of sib correlations. In all, eleven ages

were examined, between 42 months and 132

months. The general method allowedassess-

mentof heritability of general level and heri-

tability of sequential pattern. The median

correlation for siblings turned out to be 0.55,

but for parent-offspring, only 0.29. For nei-



ther of the two groups, however, was there
a significant “pattern” effect. In general,
sizeable changes in IQ did occur with age,
but trends in related individuals were not
more similar than in unrelated pairs. This
suggests, of course, that environmental influ-
ences are not systematically related to a per-
son's age—orif they are in any single indi-
vidual, the relationship is not generalizable
to other individuals. This is perhaps not sur-
prising from a commonsense point of view.
Certainly, it is unlikely that parents will ac-
cord to their second child, say at the age of
2, the same kind of treatment they accorded
their first child at this age. Presumably, par-
ents learn from their mistakes and successes.
Or, failing this, they may just change their
mindsas to whatis “good”for a 2-year-old or
a 6-year-old. In comparison, however, co-
twins might very well encounter more uni-
form environments at each age level and
might be thus expected to show a moresig-
nificant patterning effect. Some interesting
work by Wilson, Brown, and Matheny
(1971) bearing onthis point will be discussed
shortly.

Correlationsin different populations. One
line of work on familial correlations has dealt
with degree of resemblance in differently
constituted populations. Hart (1924) at-
tempted to compare sibling correlations in
three groups: a random selection of school-
children, a rural group of lower meanintel-
lectual level, and a group selected for high
intelligence. The three correlations were,
respectively, 0.45, 0.46, and 0.4. Another
study by Hildreth (1925) tested subjects in
three schools, two of which differed from
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the other in intellectual level. Differences in
size of sib correlations were found to be a
function of group homogeneity rather than
of intelligence level. Hildreth’s data are sum-
marized in Table 14-2. It is of some interest
to note that in the two “homogeneous”
schools, sib correlations were very low when
age waspartialed out. However, the overall
“best estimate” put forward by Hildreth was
0.47, a figure not far from the median cor-
relation of 0.49 of Erlenmeyer-Kimling and
Jarvik.

Outhit (1933), using the Stanford-Binet
and the Army Alpha, examined parental and
sibling correlations in 51 families drawn from
the city, small towns, and the country. Pa-
rental subjects coveredthe full range of occu-
pational status, ranging from unskilled la-
borer to professional, an age range between
27 and 67 years, and an educational range
from grade 3 to postgraduate university lev-
el. Ages of children were between 3 years
2 months and 39 years, with a median age of
10 years 4 months. Mostof the correlations
Outhit obtained were higher than others
have found previously (or later). All sib cor-
relations (computed by various pairing meth-
ods) were in excess of 0.5; the midparent-
midchild correlation turned out to be 0.802.
It is likely that these high figures are the re-
sult of using a rather heterogeneous sample.
There did not appearto be any differences in
the sizes of correlations between the various
groups; neither was there any correlation
between parental ability and variability of
offspring. In addition, Outhit found a clear
offspring regression effect and also reported a
phenotypic correlation for IQ between

Table 14-2. Resemblance in intelligence of siblings in three different schools*en

eeeeeeeee

Sib correlation
School type Number Sib correlation age constant

TTT

Os
Average, heterogeneous 450 0.63 0.47
Superior, homogeneous 325 0.32 0.08
Average, homogeneous 253 0.27 0.13
Composite 1028 0.68 0.42EE

“From Hildreth, G. H. 1925. The resemblance of siblings in intelligence and achievement. Teachers Coll. ColumbiaUniv. Contrib. Educ. 186:1-65.
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spouses of 0.741. It should be mentionedin

passing that Outhit has an excellent review

of the literature prior to 1933.

Lawrence (1931) obtained IQ test data in a

large population of orphanage children. At

least two important points emerged. First,

even for such children, living in what might

be considered to be a relatively homoge-

neous environment, variability of intelli-

gence wasas high as that of children living in

their own homes. Second, the correlation

between intelligence of the orphanagechil-

dren and their parents was low at the time

the children entered the orphanage but

tended to increase as the children grew

older. This would mean, of course, that

homogeneity of environment doesnot neces-

sarily produce homogeneity of intelligence

and that the influence of social class may

operate primarily through genetic rather

than through educational factors.

These general conclusions will be ex-

plored in more detail in a later chapter.

Suffice it for nowto state that they are gen-

erally supported by a large body of data not

only involving social class but also rural-

urban comparisons. Muchof the early work

on the topic has been summarized by Jones

(1954).
Culture-fair tests. A somewhat different

approach to the problem weare considering

has been to attempt to hold cultural or en-

vironmental differences constant by use of

culture-fair or culture-free tests. This was

done by Cattell and Willson (1938) in a study

of 100 families. After correcting for age,

attenuation, scatter, and skewness, these au-

thors obtained a parent-offspring correlation

of 0.91 and a sibling correlation of 0.71.

They concluded on the basis of these data

that parents and children have nine tenths of

their respective intellectual levels in com-

mon and that four fifths of the variance of

intelligence between families is due to he-

reditv. Whether the test was really culture

free or even culture fair is problematical.

The fact that their correlations are higher

than those found by any other workers sug-

gests that cultural differences, when allowed

to be expressed in test scores, tend to de-

press similarities and thus produceartificially

low estimates of family resemblance. Thisis,

of course, a hypothesis rather than a neces-

sary and logical conclusion, since it could be

argued that culture can make people either

alike or different. However, it should also be

noted that for polygenically controlled traits,

the parent-offspring correlation is greatly in-

creased by assortative mating—anywhere up
to 0.5 plus one half of the assortative mating

coefficient. Cattell and Willson report a co-

efficient of 0.811. Half of this added to a

theoretical expectation of 0.5 would, in fact,

give 0.905, a figure almost identical with the

obtained one of 0.91. It is of some interest
that Jones (1928) and Outhit (1933), who

both reported rather high parent-offspring
correlations, also found relatively strong as-

sortative mating.

Whether justifiable or not, the Raven

Progressive Matrices Test has often been

considered to be a culture-fair test, since it

involves exclusively figural material and

logic. One family study by Guttman (1974)

used this test to obtain parent-offspring, sib-

sib, and first cousin correlations. These were

found to vary somewhatwith different parts

of the test. For the total scores, heritability

estimates ranged between 0.3 and 0.7, de-

pending on the method of computation.

Twin-sib pairings. As Kamin (1974) has

pointed out, an environmentalist might well

be interested in another kind of correla-

tional analysis, one not commonly reported:

the resemblance between one memberofa

twin pair and a sibling from the samefamily.

It could be argued that if environmentis very

important, twins should form their own mi-

croculture from which singleton sibs would

be excluded. Hence twin-sib correlations

should be smaller, on the average, then ordi-

nary sib-sib correlations. Snider (1955) gath-

ered such data in 329 twin-sib pairs for the

Iowa Basic Skills Vocabulary Test. The cor-

relation was 0.32 if the twin in the pairing

was DZ and only 0.19 if the twin was MZ. In

the samestudy, the conventional DZ correla-

tion was 0.5, and the MZ correlation was

0.79. The twin-sib correlations reported by

Partanen, Bruun, and Markkanen (1966) for



two tests of verbal ability were 0.41 and
0.34. However, for a vocabulary test, Hunt-
ley (1966) reported a twin-sib correlation of
0.58. Consequently, the data must be re-
garded as ambiguous at the best and offer
very weak support for a purely environ-
mental model.

Special abilities. Most studies concerned
with familial resemblance in special abilities
have examined scholastic variables. Two
early studies (Earle, 1903; Pearson, 1910) ob-
tained fraternal and parental-child correla-
tions about as large as those commonly found
for general intelligence. Another study by
Starch (1915) yielded a meansibling correla-
tion of 0.52 for general scholastic ability. One
notable finding in this and a subsequent
study (Starch, 1917) was that correlations for
abilities supposedly not much affected by
school work, such as memoryor cancelation,
were about the same magnitude as those
which were specifically encouraged by it,
such as reading, writing, and arithmetic.
Starch concluded that heredity rather than
training causes resemblances in families.
Several subsequent studies by Cobb (1917),
Huestis and Otto (1927), Willoughby (1927),
and Banker(1928) supported this conclusion.
Griffits (1926) obtained a much lowersib cor-
relation for modal grades, however: 0.299.
One of the most exhaustive of the early

family studies was done by Carter (1932a),
who examined resemblances in respect to
verbal and numerical abilities. His main data
for these twoclasses are shown in Table 14-3.
There is a tendency for members oflike-
sexed pairs to resemble each other more
strongly than unlike-sexed pairs. On the
whole, specific correlations obtained were
rather low. Heattributed this to the homo-
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geneity of the group studied andalso to the
absence of muchassortative mating between
parents. Coefficients were 0.21 for vocabu-
lary and —0.4 for arithmetical ability. It is of
someinterest that in respect to both types of
abilities a clear regression effect showed up.
That is, children of superior parents were
less superior, and those of inferior parents
wereless inferior.

In summary, the work just discussed
shows that strong familial resemblances can
be found both for general intelligence and
for some special abilities such as scholastic
aptitude. Byitself, such a body ofdata can be
explained by invoking either genetic or en-
vironmental causation. In our view, how-
ever, environmental models need to be bet-
ter worked out than they are at present if
they are tofit the data as well as genetic mod-
els seem to do. This point has also been
made by McAskie and Clarke (1976) in a
thorough review of studies on parent-off-
spring resemblance.

Studies of adoptive families

It will be recalled that Gordon (1919)
found that sibling pairs raised in orphanages
in California showed as much similarity (r =
0.53) as sibs reared in their own homes. The
rather few fostering studies that have been
carried out mostly confirm this conclusion
that likeness of genetic relatives is not eradi-
cated by rearing in a different kind of envi-
ronment. Someof these data have been sum-
marized and critically discussed by Jencks
(1972), Kamin (1974, 1978), and Munsinger
(1975, 1978).

In 1928 Burks (1928) reported correlations
for foster children’s intelligence with foster
fathers’ intelligence, with foster mothers’ in-

Table 14-3. Family resemblance in verbal and numerical abilities*

Child with

Average verbal
Average numerical

0.38 0.31
0.24 0.17

0.22 0.54 —0.11
0.20 0.64 —0.28

*From Carter, H. D. 1932. Family resemblancesin verbal and numerical abilities. Genet. Psychol. Monogr. 12:1-104.
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telligence, and with home environment.

These were, respectively, 0.07, 0.19, and

0.21. Correspondingcorrelations for children

reared with their biological parents (matched

to the foster parents) were 0.45, 0.46, and

0.42. By using certain correction procedures,

both sets of correlations were elevated, with-

out, however, altering very much the abso-

lute difference between them. Much small-

er differences were obtained in a study by

Freeman, Holzinger, and Mitchell (1928).

These authors found a correlation of 9.39

for Otis IQ between adopting midparent and

foster child. This compared with a correlation

of only 0.35 between child and true midpar-

ent. Such results may well have been due to

selective placement, as suggested by Leahy

(1932). In fact, mean IQs offoster children

placed in “good,” “average,” and “poor”

homes were, respectively, 111, 103, and 91.

Leahyherself at a later date (1935) obtained

results more like those of Burks. Snygg

(1938), on the other hand, in a study of 312

foster children, reported a low correlation of

0.13 between true mothers’ IQs andthose of

their fostered children. Since the children

were young at the time of testing (3 to 8

years), the resemblance might have in-

creased with age, though Snygg was notable

to discern any trendin this direction.

A convenient summary of the major data

has been made by Jencks et al. (1972), as

modified in Table 14-4. Shown are weighted

means, derived from four American studies

with weights assigned according to number

of subjects used in each study.It is clear from

the table that the degree of resemblance gen-

erated between unrelated persons occupying

the same environment is appreciably less

than that commonly found betweenrelatives,

even when these are living apart. Perhaps

the best demonstration of this point is made

by the two important studies of Skodak and

Skeels (1949) and of Honzik (1957). Let us

look at these in more detail.

The Skodak-Skeels work was carried out

over a period of almost 15 years, with the

first report appearing in 1936 (Skeels, 1936)

and the final one in 1949 (Skodak and Skeels,

1949). The initial sample consisted of 390

children placed in foster homes byadoption

agencies. Over a follow-up period, IQ data

were collected on four separate occasions.

Because of difficulties in locating all mem-

bers of the original group each time, the

sample was successively reduced to a final

size of 100 children, all of whom had been

tested four times at various ages. Skodak and

Skeels (1949) concluded from an examination

of the IQ means and variances of these suc-

cessive samples that these 100 subjects

were representative of the original starting

population. Data on various characteristics of

true mothers and fathers and foster parents

of adoptees were also obtained. At least four

major points emerged from the data:

Table 14-4. Correlations between characteristics of adopted children and their adopting

relatives*

Child IQ and

ee

SESSeeeeeS—“—
mM

Adopting father's IQ

Adopting mother's IQ

Adopting father’s education

Adopting mother’s education

Adopting father’s occupation

Family income

Other adopted child in same home

Other natural child in same home

All unrelated children in same home

Studies Correlation N

3 0.21 536

3 0.24 645

3 0.09 466

3 0.18 486

2 0.28 588

1 0.23 181

4 ().42 165

3 0.26 94

7 0.32 259

aEess

ee

*Mfodified from Table A-3 in Inequality: a reassessment of the effect of family and schooling in America, by Christopher

Jencks et al., © 1972 by Basic Books, Inc., Publishers, New York. (For a later summary see Munsinger [ 1978].)
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Fig. 14-3. Education of motherin relation to child’s IQ. (From Honzik, M. 1957. Child Dev.
28:215-228. Copyright 1957, The Society for Research in Child Development, Inc.)

1. It is clear that the foster children’s IQs
correlate increasingly with true mothers’ IQs
(N = 63) and education (V = 100) but not
with foster parents’ education. The relevant
data, shown in Fig. 14-3, are taken from
Honzik (1957). IQ data were available on
only 13 true fathers and henceare too limited
to analyze. However, the net impression
given by the three graphsis clear enough.
The foster children correlate with parental
education and intelligence to an increasing
extent over the period of time during which
they were studied. But the similarity of chil-
dren’s IQ level to foster parent education re-
mains close to zero and,ifanything, becomes
less as the children grow older. This seems
strong grounds for invoking the operation of
heritable factors. Note, however, that it can
be argued (Kamin, 1974) that the differences
in these correlations could be a function of
(a) some peculiarity of adopting families that
typically results in low parent-offspring re-
semblance, both for natural and adopted off-
spring, or (b) homogeneity of variance of
scores (IQ or education) in either or both of
the adopting or natural parents. Thus, if the
adopting parents turn out to be a particularly

homogeneous group, the net effect of this
could be to reduce the correlation between
themselves and their children, both adopted
and natural. On thefirst point, the evidence
in favor of postulating something atypical
about adopting families is very slender. As
just indicated, Freeman, Holzinger, and
Mitchell (1928) reported a correlation of only
0.35 between true children and parents in
adopting families and a correlation of 0.39
between adoptive child and adoptive mid-
parent (0.37 with fathers and 0.28 with
mothers). The authors acknowledge that the
true child-parent correlation was unusually
low and, furthermore, suggest that the high-
er figure of 0.39 resulted from selective
placement. The only comparable correlations
from Leahy (1935) are 0.18 for adoptive child
—midparent Otis IQ and 0.36 (N = 20, non-
significant) natural child—midparent Otis.
Consequently, these are flimsy grounds for
supposing that, for some unknown reasons,
adopting parents somehow make their chil-
dren unlike themselves.

Data bearing on point b are to be found in
the Skodak-Skeels study. They reportthe fol-
lowing standard deviations for years of educa-
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Fig. 14-4. Correlations between successive tests

given to 100 adopted children. IV’, 1937 Stanford-

Binet: other data points based on 1916 Stanford-

Binet and on Kuhlman-Binet. (Based on data from

Skodak, M., and H. M. Skeels. 1949. J. Genet.

Psychol. 75:85-125.)

tion of foster and true parents, respectively:

foster fathers, 3.54; foster mothers, 2.89; true

fathers, 2.73; and true mothers, 2.31. Thus,

if anything, the correlations between chil-

dren and true parents are probably smaller

than they shouldbe,rather than larger. Like-

wise, the variabilities of the 1945 sample of

foster parents (in respect to education and oc-

cupation) are almost identical with those of

the smaller 1949 sample. Therefore this par-

ticular criticism also appears to be poorly

supported by the data.

2. It is of some interest that the correla-

tions between successive tests given to the

100 children steadily rise with age. This fact

is shown in Fig. 14-4. The graph means,es-

sentially, that despite the variation in foster

homes, the rank order of individuals is be-

coming progressively more stable. At the

same time, it increasingly agrees with the

rank order of true parents. A similar effect

has appeared in data by Skeels (1966) on

orphanage children fostered into a home for

mental defectives and by Englemann (1968)

on disadvantaged children exposed to a pro-

gram of experimental enrichmentfor 2 years.

Wewill refer to these studies later.

3. The mean IQ ofall fostered children at

final testing was very much higher than the

mean IQ of their true mothers (106 as com-

pared with 86) using the 1916 Stanford-

HTX IV’

Binet. This has often been interpreted as

strong evidence for the operation of environ-

mental forces. As Jensen (1973b) has shown,

however, this result is not unexpected, as-

suming a broad heritability as high as 80%

and an assortative mating coefficient of

around 0.39. We might logically expect,

however, that there would be some associa-

tion between “goodness” of homeandresult-

ing final IQ level. In actual fact, if we use

years of education as an index, we find that

for children with IQs over 120 (N = 21) the

mean amountof education of their foster par-

ents is 12.05 years as compared with 12.2

years for all foster parents. This is a puzzling

result from an environmentalist point of

view.

4. A point not particularly emphasized by

Skodak and Skeels is that across ages and

across four testings, mean IQs dropsteadily.

This effect is shown in Fig. 14-5. Thus the

foster children become morelike their natu-

ral mothers with time, not only as far as rela-

tive rank order of IQ but also in respect to

mean level. It is of some interest, also, that

the effect is about as pronounced for chil-

dren placed in upper-class as for those placed

in lower-class homes, a point illustrated by

the data in Fig. 14-6. A related point is made

by the data in Fig. 14-7, based on Leahy

(1935). It is clear that the intelligence of an

adoptee does not follow closely the social

class of the parents, as occurs with control

children raised in their own home. This re-

sult is in line with data of Burks (1928), who

reported the following correlations: for foster

child IO and Whittier index,* r = 0.15, and

for foster child and culture index, r = 0.11.

For control children, corresponding correla-

tions were r = 0.46 and r = 0.37. Further

confirmation has recently been added by

Claeys and Nuttin working in Belgium

(Claeys, 1973). Their results are shown in

Fig. 14-8 and make the same point. Further

work by Munsinger (1975) offers additional

verification.

*The Whittier index is an estimate of home quality and

is based on five items: necessities, neatness, size of

home, parental conditions, and parental supervision.
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Fig. 14-6. Changesin foster-child IQ over age asa
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236-308.)
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Fig. 14-8. PMA IQs (meanoffactors V, Q, P, and

S) of “own” and adopted children by social class.

(Based on data from Claeys, W. 1973. Behav. Ge-

net. 3:323-338. )

It is difficult to offer environmentalist ex-

planations of such data. On the face of

things, if environmentis all important, then a

“good” home should elevate intelligence,

and a “poor” home reduce it. This clearly

does not happen in the studies reviewed.

One exception should be mentioned, how-

ever: the study of Freeman, Holzinger, and

Mitchell (1928). These workers reported on

sibling pairs with one memberplaced in a

“better” home and one placed in a “poorer”

home. The formerturnedoutto be brighter.

However, placementin better homesalso oc-

curred earlier, a factor that tended to elevate

IQ. When Freemanetal. corrected for this

and for age oftest, the difference was only

around 5 IQ points. We must add,also, that

even this difference may have been a result

of selective placement, a possibility seriously

considered by the authors themselves (Free-

man, Holzinger, and Mitchell, 1928). In fact,

as we showed previously, comparable com-

parisons calculated from the Skodak-Skeels

data show little association between high IQ

and excellence of foster home.

5. A final datum of interest relates to the

IQ

130 [—

125 [— “

120 |

115

110

105

100

95  
 90

 

Testing

Foster children of true mothers rated as

defective (IQ ~ 68)

Foster children of true mothers rated as

normal or superior (IQ > 105+)

-------- x Stanford-Binet, 1937

o—___-®

o———o

Fig. 14-9. Stanford-Binet (1916) IQs offoster chil-

dren born of normal or defective mothers; four

testings. (Based on data from Skodak, M., and

H. M. Skeels. 1949. J. Genet. Psychol. 75:85-

125.)
/

preceding discussion. It appears that regard-

less of social class of adopting family, the IQs

of foster children appear to decline with age

toward the level of their natural parents. We

may thusfairly ask whetherthis decline also

applies to children whose biological parents

tested at higher IQ levels. Skodak and Skeels

(1949) reported such data, which are shown

in Fig. 14-9. It is clear that foster children

whose real mothers had IQs of 105 or higher

do not show a decline with age and, except

perhaps at test I, show considerably higher

IQs than children from so-called defective

mothers. There was no difference between

these groups of children in respect to either

foster midparent educational level or foster

father occupational level. In spite of this,

Skodak and Skeels claim that the homes of

the brighter children were nevertheless su-

perior in terms of income level and interest

of parents in providing their children with



enriched educational opportunities. How-
ever, since the authors offer only qualitative
information on this point, their interpreta-
tion must be viewed with caution if not with
skepticism.
The aspects of the adoption studies just

discussed seem to usclearly to favor the op-
eration of hereditary factors in determining
intelligence. One must grant, of course, that
each separate study is open to criticism on
methodological grounds, as emphasized es-
pecially by Kamin (1978) and by Goldberger
(1976). This includes the Freeman, Hol-
zinger, and Mitchell (1928) study, the only
one favorable to an environmentalist point
of view. However, as we have tried to em-
phasize, although thefit of the data to a sim-
ple genetic model is undoubtedly imperfect,
their fit to an environmental model is even
worse. Naturally, readers should satisfy
themselves on this point by directly consult-
ing the primary sources.

Several attempts have been madeto pro-
vide heritability estimates on the basis of the
adoption data. Burks, using a simple path
analysis, put forward

a

figure of “not far from
75 or 80 per cent” (Burks, 1928, p. 308).
Wright (1931), extending Burks’ analysis,
suggested a lower bound of 0.49 and an up-
per bound of 0.81. Jencks (1972), also using
path analysis, offered an estimate of around
0.5, but with a high covariance term of close
to 0.2. Again, there seemslittle merit in ar-
guing about which figure is the “right” one.
Perhaps all are valid, depending on the op-
eration of the usual parameters in the partic-
ular population studied.

Twin studies

General intelligence. Galton must again
receive majorcredit for introducing the twin
methodto thescientific study of inheritance.
In his book Inquiries into Human Faculty
(1883) he describes the results of question-
naire data obtained from a large numberof
pairs of twins, for about eight of which there
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groundsof “the tendencyofrelatives to dwell
unconsciously on distinctive peculiarities and
to disregard the far more numerous points of
likeness that wouldfirst attract the notice of a
stranger.His final conclusion was that “na-
ture prevails enormously over nurture when
the differences of nurture do not exceed what

country(Galton, 1883, p. 241).
Galton’s data were rather meager and

lacked objectivity, but the inferences he
drew from them have been in most part sub-
stantiated by ensuing workupto the present.

Basically, as we have pointed outearlier,
two kinds of studies have been carried out.
Thefirst type simply makes a comparison be-
tween monozygotics and dizygotic pairs
reared together. Such material is, of course,
relatively easy to obtain but always en-
counters the major problem of possibly re-
duced environmental variance within MZ
pairs as compared with DZ pairs. Otherdif-
ficulties were outlined in Chapter 12. The
second type of study compares separated
MZs (MZAs) with MZs reared together
(MZTs) and/or DZs apart (DZAs) or together
(DZTs). The ideal design, for which very few
examplesare available, employsall four cate-
gories. As will be obvious, such cases are not
so readily come by. At the timeof this writ-
ing, workers in the field have together ac-
cumulated only around 122 MZA pairs, plus
a number of individual pairs presented as
case histories. Let us look at the first of these
two types of study.

Before techniques of establishing zygosity
became well standardized, most investiga-
tions dealt with comparisons between like-
sexed and unlike-sexed twins. Typical of
these is the study by Merriman (1924), who
published one of the first incisive mono-
graphson intellectual resemblancesof twins.
He used three standardized tests, the Stan-
ford-Binet, the Army Beta, and the National
Intelligence Test, as well as teachers’ esti-
mates. Merriman concluded that (1) environ-
ment has little effect on the size of cor-
relations, since older and younger pairs were
not consistently different in this respect:
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(2) twins, as a group, do not show any obvi-

ous intellectual handicap; (3) correlations be-

tween like-sexed pairs are not significantly

higher than correlations between unlike-

sexed pairs; and (4) the resemblance of mem-

bers of like-sexed pairs is close to that be-

tween members of ordinary sibling pairs.

Lauterbach (1925) confirmed and addedto

Merriman’s work in a study involving 149

like-sexed and 63 unlike-sexed twin pairs. On

the Stanford-Binet IQ test, he obtained cor-

relations of 0.77 and 0.56, respectively, for

these two groups. Thecorrelations tended to

be lower at a younger age. Lauterbach also

examined resemblanceson various scholastic

achievement tests, but we shall consider

these separately later.

One of the first to deal specifically with

twins whose zygosity was established was

Tallman (1928). He found a mean intrapair

difference in IQ of 5.08 for identicals, 7.37

for like-sexed dizygotics, and 13.14 for sib-

ling pairs. His findings agreed with those put

forward in the same year by Kramer and

Lauterbach (1928).

Furtherstudies in the late 1920s and 1930s

were carried out by Wingfield and Sandi-

ford (1928), Holzinger (1929), Hermann and

Hogben (1933), Stocks and Karn (1933), and

Byrns and Healy (1936). All of these arrived

at essentially the same conclusionsas those of

earlier workers. One of these studies, how-

ever, yielded slightly anomalous findings.

Stocks and Karn (1933) reported an age-cor-

rected correlation of 0.843 for 68 MZ pairs

on the Stanford-Binet and 0.868 for 56 like-

sexed DZ twins. This would yield a negative

heritability estimate. The figure for all 119

DZ pairs, however, was 0.651. The authors

concluded that this was probably the more

accurate estimate, but, nonetheless, sug-

gested that environment was perhaps much

moreinfluential than other workers had sup-

posed.

Table 14-5. Summary of major twin studies of IQ

   =
N

Correlation (pa Correlationirs)

Holzinger (1929) Otis IQ 0.92 25 0.63 26
Binet IQ 0.88 25 0.62 26

Newman, Freeman, and

__

Binet IQ 0.91 50 0.64 50

Holzinger (1937)

(raw, uncorrected)

Wictorin (1952) Otis IQ 0.92 50 0.62 30

Simplex General Intelli- 0.85 141 0.70 128

gence Test

C-test, a general intelli- 0.91 141 0.73 128

gence test

Blewett (1954) PMA Composite 0.75 26 0.39 26

Husén (1960) Swedish Military Induction 0.90 215 0.70 416

Test

Nichols (1965) NMSOQT Composite 0.87 687 0.63 482

Schoenfeldt (1968) Project Talent “IQ Com- 0.85 335 0.54 156

(in Jencks, 1972) posite”

Halperin, Rao, and Composite of Stanford 0.83 146 0.59 155

Morton (1975) Achievement, Arithmetic

subtest, and Knox Cube

Loehlin and Nichols General ability 0.86 >500 0.62 >300

(1976) Special abilities 0.74 >500 0.52 >300
I



One final point should be made. Jarvik,
Blum, and Varma(1972) studied 13 MZ and
6 DZ twins over a 20-year period. They were
between 77 and 88 yearsof age atfinaltest-
ing. Seven tests were used to measure level
of intellectual functioning and intrapair sim-
ilarity. DZ pairs tended to become more
alike on five of the tests, while MZs be-
cameslightly less alike on all except onetest.
However, MZ intraclass correlations re-
mainedhigheron six of the tests. Thus level
of heritability of intelligence, as estimated in
this way, appears to be maintained stably
during thelifetime of the individual.
Work donesince ourearlier book, Behav-

ior Genetics (1960), has been considerable in
quantity andhas focused rather more on spe-
cial abilities. Before turning to a considera-
tion of the latter, however, we will attempt
to summarize the results of major studies
done on general intelligence. Table 14-5 is
based on various sources, notably Nichols
(1965), Vandenberg (1968a), and Jencks
(1972). The studies include populations from
America, England, Sweden, and the Union
of Soviet Socialist Republics. Jencks (1972)
has attempted to compute heritability esti-
mates for some of these. These include cor-
rections for age, unreliability, and attenua-
tion and range between 0.55 and 0.91. Hal-
perin, Rao, and Morton (1975) estimated an
h? of 0.492 for the Russian data.

Special abilities. Two of the earliest stud-
ies using factor scores rather than test scores
were carried out by Blewett (1954) and by
Strandskov (1954). In the first of these, 26
MZ and 26 DZ pairs, divided equally by sex,
were tested on Thurstone’s Primary Mental
Abilities Test plus 3 composite scores. Re-
sults indicated heritabilities ranging from
0.508 to 0.680 (verbal), with number being
close to zero (0.073) and Composite 1, a
weighted average of the five factors, being
the next lowest (0.339). There was no indica-
tion, contrary to Blewett’s hypothesis, that a
general factor was more strongly heritable.
Strandskov’s data, based on 48 MZ and 55
DZ pairs, showedsignificantly higher MZ
concordance for space, verbal, fluency, and
memory factors, but not for number and rea-
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soning. Thus the two studies are mostly in
agreementbutstrikingly different in respect
to the reasoning factor. The latter is some-
times considered to be a rather poorly de-
fined factor whentested in different popula-
tions (Vandenberg, 1959), and this may ac-
count for the discrepancy.

During the 1950s and 1960s, a great deal
of work on special abilities was carried out by
a number of workers, including Wictorin
(1952), Husén (1963), Partanen, Bruun, and
Markkanen (1966), Nichols (1965), and espe-
cially Vandenberg (1968). In many of these
studies, MZ-DZ comparisons have been re-
ported in termsofthe

F

statistic and its prob-
ability level. This simply tells us whether the
within-pair variances for MZs are signifi-
cantly less than those of DZ pairs. Some
representative results are shown in Tables
14-6 to 14-8.

Table 14-6 showsresults obtained by Wic-
torin on 128 MZ and 141 DZ pairs for a va-
riety of psychological tests. F ratios and intra-
class correlations are shown. Note that none
of the memorytests yielded significant Fs.
This result is in agreement with Vandenberg
(1968), using the PMA memorytest of Thur-
stone. In one of Wictorin’s tests, in fact, the
intraclass correlation is larger for DZs than
for MZs, although the MZ within-pair vari-
ance is still smaller. Presumably, this seem-
ing anomalyis a function of the between-pair
variances in thetwo sets of twins.

Husén’s data, also gathered in Sweden on
varying numbersof twin pairs, are shown in
Table 14-7. All F ratios are significant.
Some of Vandenberg’s data on specialabil-

ities are summarized in Table 14-8. It is not
clear why some subtests are significant and
others are not. Neitheris it obvious why the
same tests sometimes turn out to be heritable
in one study and not heritable in another
population. It does seem to be true, how-
ever, that the vast majority of special abil-
ities examined by the twin method showless
variation between members of MZ pairs than
between members of DZ pairs. Thus the
general data are supportive of those obtained
for generalintelligence (see also Loehlin and
Nichols, 1976).
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Table 14-6. F ratios and intraclass correlations for like-sexed DZ twins and MZ twinsfor

twelve psychological tests*

 

Verbal analysis

Form perception (paper form board)

Form perception (perceptual speed)

Number perception (clerical checking)

Numerical reasoning (series)

Numerical reasoning (numberanalysis)

Numerical reasoning (classification)

Numerical reasoning (verbal arithmetic)

Simple arithmetic

Memory (recall)

Memory(recognition)

Memory(paired associates)

    Intraclass correlations

 

1.12 0.63 0.57

1.34¢ 0.65 0.53

1.364 0.64 0.61

1.594 0.83 0.69

2.014 0.74 0.49

1.63t 0.69 0.57

1.57t 0.70 0.55

2.18t 0.87 0.73

1.68t 0.81 0.74

1.24 0.62 0.58

1.17 0.49 0.45

1.16 0.43 0.53

asnuw

ow

ISI091070

«From Wictorin, M. 1952. Bidragtill Raknefardighetens Psykologi en Tvillingundersokning, Elanders, Gothenburg,

Sweden: modified from Vandenberg, S$. G. 1968. The nature and nurture of intelligence. In D. Glass, ed. Genetics.

Rockefeller University Press, New York.

tp < 0.05 or 0.01.

Table 14-7. F ratios between MZ and DZ twinsfor five psychological tests”
on

I

II

Following verbal instructions

Finding synonyms

Choosing odd word amongfive presented

Raven Progressive Matrices

Numberseries

Nwuz Npz F

215 A415 2.624

269 532 2.08t

269 532 1.77

269 932 1.37t

34 117 1.54

eeeeeaaeaAaeSASNNNN

SSE

sssOm

«From Husén, T. 1953. Tvillingstudien. Almqvist & Wiksell, Forlag AB, Stockholm; modified from Vandenberg,

S G. 1968. The nature and nurture ofintelligence. In D. Glass, ed. Genetics. Rockefeller University Press, New

York.

tp < 0.05 or 0.01.

A good deal of work has been done on the

heritability of scholastic abilities. Three of

the largest studies were undertaken by

Husén (1963), Nichols (1965), and Schoen-

feldt (1968). Thefirst of these workers tested

a large number of Swedish schoolchildren

over a period of more than 10 yearsin read-

ing, writing, and arithmetic skills. Among

twins tested in grade 4, Husén found sig-

nificantly higher intraclass correlations for

MZs as compared with DZsin all three sub-

jects for both sexes, with one exception be-

ing the comparison between MZ girls and

DZ girls on arithmetic. By grade 6, how-

ever, intrapair similarities had all risen ap-

preciably, being more marked for identicals

and somewhat more marked in boys. Husen

interpretedthis as resulting from a genotype-

environmentinteraction. This was expressed

as a tendency for MZs, because of their “pri-

mary likeness,” increasingly to share a com-

mon environment and hence to grow more

alike. However, DZs by virtue of their pri-

mary dissimilarity should tend to become
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Table 14-8. Abilities showing significant or nonsignificant F ratios in MZ-DZ comparisons*

PMA Verbal
(two studies) Space

Number
Word fluency

Differential abilities
test (two studies)

Verbal reasoning
Space relations (one study)
Clerical speed and accuracy
Language use: spelling

F ratio

Nonsignificant

Reasoning

Numerical ability
Space relations (one study)
Abstract reasoning
Mechanical reasoning

Language use: sentences
Wechsler Adult

Intelligence Test
Information

Arithmetic
Similarities
Digit span
Vocabulary
Digit symbol
Block design

Comprehension
Picture completion
Object assembly

Picture arrangementTT
“From Vandenberg, S. G. 1968. The nature and nurture of intelligence. In D. Glass, ed. Genetics. Rockefeller Uni-versity Press, New York.

more and more unalike. Since they do not,
this hypothesis, as Husén recognizes, is not
entirely tenable.

Nichols used twosets of twin samples. The
first was made up of 315 male and 372 fe-
male MZs and 209 male and 273 female DZs.
The second was a subset of these which ex-
cluded twins reporting differences between
them in environmental experience, such as a
major illness, prolonged separation, or spe-
cial training for one and not the other. Data
for the complete set on the National Merit
Scholarship Qualification Test (NMSOQT)are
shown in Table 14-9. The subtests are cor-
related and hencereflect a general factor of
scholarly ability plus a factor specific to the
area (residual subtest). Tests of significance of
differences between intraclass correlations
and heritability estimates with Nichols’ HR
are shown. It is clear that most t tests are
significant andthat heritability ratios are gen-
erally high. Nichols concluded that around
70% or more of the variance both in the gen-
eral and specific components of the subtests

wasattributable to hereditary factors. Results
using the second sample agree with those ob-
tained on the complete set. Correlations are
slightly higher, as might be expected, but
this is true for both MZ and DZ pairs. The
exclusion rate, it may be noted, was 18% for
the MZ and 25% for the DZ sample. If any-
thing, this should have lowered heritability
of the tests and subtests, but in fact these did
not change appreciably according to Nichols.
The final study, “Project Talent,” by

Schoenfeldt (1968) used a sample of 335 MZ
and 156 DZ twins. The tests included “Vo-
cabulary,” “Social Studies, Mathematics, ”
“Information,” “Verbal,” “Quantitative,” and
“Mechanical-Technical,” plus an “IQ Com-
posite’ and a “General Academic Aptitude
Composite.” In every case, correlations for
males and females together, correctedforat-
tenuation, were higher for MZs than for DZs.
On the specific tests, heritability estimates
were notably low only on vocabulary and
mechanical-technical.
Although studies of the precedingkind are

>> 6¢
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Table 14-9. Intraclass correlations and HRs for NMSQTsubtests and residual subtests*

 

      
Subtests

English usage 0.71 0.64 1.46

Mathematics usage 0.74 0.42 5.69

Social studies 0.76 0.50 5.08t

reading

Natural sciences 0.69 0.52 2.964

reading

Word usage 0.85 0.64 5.321

Residual subtests

English usage 0.40 0.42 —0.25

Mathematics usage 0.48 0.21 3.47

Social studies 0.33 0.16 2.09

reading

Natural sciences 0.27 0.32  —0.61

reading

Word usage 0.55 0.37 2.50

Females

Intraclass correlation

Tw[on]

 

HR

 

0.22 0.77 0.49 6.16f 0.99

1.16 0.70 0.47 4.48t 0.87

0.92 0.79 0.52 6.01t 0.92

0.60 0.66 0.48 4.48t 0.68

0.60 0.64 0.64 6.78t 0.62

—0.10 0.48 0.25 3.37t 0.96

1.14 0.43 0.23 2.74t 0.92

1.06 0.29 0.17 1.60 0.83

—0.36 0.31 0.10 2.77t 1.37

0.65 0.55 0.26 4.48¢ 1.07

net

«From Nichols, R. C. 1965. The inheritance of general and specific ability. Natl. Merit Scholarship Corp. Res. Rep.

1:1-10.

tp < 0.05 or < 0.01.

still under way in manycenters, nostartling

breakthroughs in data or methodology have

yet occurred. Wehave already referred both

in this and in a previous chapter to some of

the problemsassociated with the use of MZ-

DZ comparisons. Before leaving this section,

wewill consider some of the main ones more

explicitly. Kamin (1974), in particular, has

stressed the not uncommoncriticism that

MZ twins are usually treated more alike than

DZ twins and hence are bound to be more

similar on any given measure, including in-

tellectual ability. He has cited two studies by

Wilson (1934) and Smith (1965) in support of

this contention. On the whole, both sets of

data indicate that MZs spend more timeto-

gether, are more likely to have the same

friends, and study together more than do

DZs. However, this is by no means prima

facie evidence for an environmentalist mod-

el. Being more closely associated may result

from being more alike genetically in the first

place (Chapter 12). In any case, we simply

do not know the extent to which such an en-

vironmental circumstance acts to produce

likeness. In someinstances, it could easily be

argued that proximity could produce polar-

ization or complementarity, thereby mag-

nifying small initial differences.

A second problem follows from the first.

As suggested in Chapter 12, twins, in many

ways, may be considered as different from

the general populationofindividual children.

Consequently, it may be argued that conclu-

sions obtained from MZ-DZ comparisons

may not be able to be very widely general-

ized. There is, of course, sometruth to this

contention. Again, however, it is a diffi-

culty that can easily be overemphasized. If

the statistical properties of the trait dis-

tribution in twins are empirically not very

different from those found for the general

population, then there is no compelling rea-

son that forbids generalization. Indeed,it is

hardly uncommonin psychology and biology

to find generalizations often being made from

one species to another, for example, from

one breed of rat to human beingsat large.



Caution in science is certainly a virtue, but
one can run therisk of discarding hypotheses
that are in fact true.
A final related problem concernsascertain-

mentbias. A sample of twins maybe atypical
of twins in general simply because moreofa
particular type are moreeasily located. Thus
most twin studies involve more female than
male pairs. If the different sex pairs are then
lumped together, this may distort our con-
clusions, a point made forcibly by Kamin.
However, in practice, most investigators
have reported data separately by age, sex,
and other pertinent variables, allowing read-
ers to draw their ownconclusions.
These hazards are always present in work

with twins. However, at least the most seri-
ous of them—the problem of environmental
similarity—is somewhat reduced by studying
separated twins. We will consider next the
few studies that have relied on this method.

Separated monozygotic twins. Up to the
time of writing, only four major studies using
separated monozygotic twins have appeared.
These supply data on the cognitive abilities
and personality characteristics of 122 pairs.
Beyondthis sample, wealso have a fair num-
ber of case studies on individual pairs as well
as a few on supertwins such as the Dionne
quintuplets (Blatz, 1937) and the Genain
quadruplets (Rosenthal, 1963). General sum-
maries of results in some of these may be
found in Scheinfeld (1967), Bulmer (1970),
and Mittler (1971). We will restrict our dis-
cussion here to the four major studies. One
was carried out in the United States by New-
man, Freeman, and Holzinger (1937), two in
England by Shields (1962) and Burt (1966),
and one in Denmark by Juel-Nielsen (1965).
Broadly speaking, the results of these have

been in agreement, and it has been consid-
ered appropriate by one writer, at least
(Jensen, 1970), to consider their pooled re-
sults. We will present these later in the
chapter. First, it would seem best to examine
the studies one at a time, since each entails
specific and unique problems.
Newman, Freeman, and Holzinger (1937).

The MZA sample consisted of 12 female and
7 male pairs ranging in age from 11 to 59
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years with a median age of 26 years. In addi-
tion, 50 monozygotic pairs reared together
(MZTs) and 50 dizygotic pairs reared to-
gether (DZTs) werealso studied. The MZAs
were obtained largely through newspaper
and radio appeals, coupled (in the case of the
final 9 pairs) with an offer ofa free trip to the
Chicago Fair, with all expenses paid. The
procedure used by Newmanetal. in initial
selection of cases was fairly stringent due to
the financial outlay their inducement en-
tailed. This may haveled to a bias in favor of
more phenotypically similar as against less
phenotypically similar twins. Confirmation of
zygosity was carried out by the “similarity”
procedure of Siemens and von Verschuer.

Achievement Test, the Woodworth-Mat-
thews Personal Data Sheet, the Downey
Will-Temperament Test, and three tests of
Tapping Speed. The MZA sample was given
all of these and, additionally, the Psychologi-
cal Examination of Thurstone, the Otis Self-
administering Test, the International Test (a
nonlanguageability test), the Pressey Test of
Emotions, and the Kent-Rosanoff Free Asso-
ciation Test. Apart from these forma] tests,
extensive and detailed case histories were
gathered for every individual pair of sepa-
rated twins. We will focus here mainly on
the tests of cognitive ability. The main re-
sults for the three groups of twins are pre-
sented in Table 14-10. Commenting on these
data, Newmanetal. (1937, p. 116) remarked,
“it appears that from 75 to 90 per centof the
difference variance is attributable to nature
for physical traits. In the case of intelligence,
the values of h? range from .65 to .80, so that
on the average nearly three-quarters of the
variance in intelligence is attributable to na-
ture.” Notice, however, that the heritability
estimates would have been lower had MZA
pairs been used instead of MZT pairs. It is
clear that separation does indeed lower sim-
ilarity. This applies even to height, weight,
and head width measures. Because of this
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Table 14-10. Twin correlations (intraclass) and heritabilities in MZA, MZT, and

DZT samplesfor varioustests of ability, achievement, and some physical

characteristics*   

  

   MZA
raw

correlation
      

Stanford-Binet Mental 0.637 0.922

Age

Stanford-Binet IQ 0.670 0.910

Otis IQ 0.727 0.922

Stanford Achievement 0.507 0.955

Woodworth-Matthews 0.583 0.562

Height 0.969 0.981
Weight 0.960 0.965
Head width 0.880 0.908

Raw Age-correctedt Raw Age-corrected

correlation correlation correlation correlation

0.861 0.831 0.599 0.65

0.881 0.640 0.631 0.68

0.621 0.621 0.618 0.80

0.883 0.883 0.696 0.64

0.371 0.371 0.365 0.30

0.934 0.81

0.901 0.78

0.654 0.75

 

«Modified from Newman, H. H., F. N. Freeman, and K.J. Holzinger. 1937. Twins: a study of heredity and environ-

ment. University of Chicago Press, Chicago.

+The procedureofage correction by partialing out correlations can be criticized, since the relation between IQ and age

is not linear. MZA correlations were not corrected by Newmanet al. However, McNemar(1938)later did so, thereby

raising the Binet IQ correlation to 0.77. Jensen (1969) later added a further correction for unreliability, raising it to

0.81.
. . . > Tuzt — TpzT

th? estimates are based on Holzinger’s formula, H = Tope

fact, Newmanet al. concludeat the end of

their monograph that no determinate solu-

tion can be given to the problem of nature

versus nurture. For example, if the compari-

son is made between MZAs and MZTsfor,

say, Otis IQ, the share of environmental

determination turns out to be 0.64, butif the

MZT-DZT comparison is used, environ-

mental contribution is estimated as only 0.16

(Newman, Freeman, and Holzinger, 1937).

The same kind of results were obtained for

other tests. Thus Newmanetal. express their

agreement with Jenning’s dictum that what

heredity can do environment canalso do.

This is perhaps a fair conclusion. There is

no question that MZAsare less alike than

MZTs. Nevertheless, it must be emphasized

that in spite of often very different environ-

mental circumstances, the membersof the 19

pairs were still very similar in respect to in-

tellectual ability and certainly much more

similar than pairs of individuals drawn ran-

domly from the population.It is certainly no

surprise to find that environment can change

IQ, and such a fact by no means contradicts a

hereditarian model. Let us now look at some

. Age-corrected correlations were used.
DZT

of the causes of the MZA differences. New-

man, Freeman, and Holzinger (1937) used

five judges to rate differences between pair

members in respect to the educational, so-

cial, and physical environments in which

they were raised. A 10-point scale was used,

and, for each variable, pooled reliabilities

were 0.961, 0.907, and 0.913, respectively.

Furthermore, the three variables shared only

low correlations with each other. Next, twin

differences on the various tests used were

correlated with environmental differencerat-

ings. Statistically significant relations are

shown in Table 14-11.

Some commentsare in order.It is clear, in

the first place, that disparities in educational

and social background correlate with differ-

ences in IQ. This is especially marked in the

case of the Binet Test. In the secondplace,it

is equally interesting, and perhaps surpris-

ing, that only oneof the four personality tests

is affected by environmental differences, and

this by only one of the environmental dimen-

sions, the physical. Finally, it should be

noted that most of the relationships between

environmental differences and IQ differences



Table 14-11. Statistically significant
relationships between MZA intrapair
differences and differences in rearing
environments*

    

 

Environmentaldifference rating  
Physical  

Weight 0.599
Binet IQ 0.791 0.507
Otis IQ 0.547 0.533
International Test 0.462 0.534
Thurstone Psy- 0.570

chological Exam-
ination

Stanford Educa- 0.908
tional Age

DowneyWill- 0.465
Temperament
total score
meee
*From Newman, H. H., F. N. Freeman, and K. J. Hol-
zinger. 1937. Twins: a study of heredity and environ-
ment. University of Chicago Press, Chicago.

are accounted for by four extreme pairs.
Whentheseare omitted, none of the correla-
tion turns out to be significant, and the joint
contribution of educational andsocial differ-
ences to variance of IQ differences drops
from 72% to 20% (Newman, Freeman, and
Holzinger, 1937).

In the opinion of the writers, the Newman
et al. study makes a strong case for the im-
portance of genetic factors in the determina-
tion of intellectual ability, much stronger,
perhaps, than its authors realized. No doubt
one can quibble with someofthe statistical
analyses performed, particularly those car-
ried out by otherslater, and it is easy to find
some eccentricities and inconsistencies in the
presentation of the individual MZA case
studies. However, the data considered in
toto certainly do not readily fit an environ-
mental model. The case of Gladys and Helen
is frequently cited in support of environ-
mental influences, in view of the fact that a
striking difference in rearing environments
was associated with a difference of 24 IQ
points on the Stanford-Binet. However,itis
not so frequently noted thatthey differed by

Cognitive andintellectual abilities 315

only 8 points on Otis IQ and by only 4.1
points on the Otis S-A test. Only four cases
showed a smaller difference than this last
figure. By contrast, we mayconsidercase IV,
Mabeland Mary, who were both brought up
on farms in Ohio and visited each other fre-
quently. They differed by 17 points on the
Binet IQ, 14 points on the Otis IQ, and 18.7
points on the Otis S-A test. Overall, in fact,
for the 19 cases, wefind that there is no asso-
ciation between superior IQ (Binet and Otis
combined) and superior placement (x? =
0.57). Thus if environment works in some
systematic manner,it is difficult to specify it
on thebasis of the data of this study.

Shields (1962). Shields used a total sample
of 15 male and 29 female pairs of separated
monozygotic twins. They were between 8%-
and 59-years-old at time oftesting. Of these
pairs, 21 had been separated at or very near
birth, and 3, 4, and 2 pairs at 3, 6, and 9
months, respectively. Another 6 were sepa-
rated at between 12 and 24 months, 2 at 4
years, and 1 pair at each ofthe agesof 5, 7,
8, and 9 years. Shields notes that only in 14
cases were the membersof a pair raised in
unrelated families. A group of 44 MZT pairs,
matchedbyage and sex to the MZA sample,
was also used. In addition, 28 DZ pairs were
given a limited numberoftests. This sample
consisted of 11 separated pairs (1 male and 10
female) and 17 pairs (1 male and 16 female)
reared together. Detailed case histories and
test data are supplied for all separated twins.
The complete sample was originally obtained
through a BBC television program entitled
“Twin Sister, Twin Brother.” The appeal
yielded responses from some 5000 twins,
from which population thefinal samples were
selected. Final confirmation of zygosity was
established by meansof the similarity meth-
od, eight blood groups, PTC testing, color
blindness, fingerprints, and handedness.

Intelligence was tested by meansof (1) the
Dominoes Test, a 20-minute nonverbal test
developed during World War IL that cor-
relates 0.74 with the Raven Progressive Ma-
trices, has a reliability of 0.92, and is con-
sidered to have a high g saturation; and
(2) the Raven Mill Hill Vocabulary Scale,
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Set A (Synonyms), Form B. Personality was

assessed by meansof the Self-Rating Ques-

tionnaire (SRQ). This test is made up of 38

items, some of which yield a score on extra-

version, and others on neuroticism. Some

additional items are commonto both dimen-

sions. Here we will consider results only for

the twointelligence tests.

To obtain a combined estimate ofintelli-

gence, Shields added the Dominoesscore to

twice the Mill Hill score, this weighting be-

ing used to allow for the differential ranges

of the two tests. Main results are shown in

Table 14-12. As indicated in the footnote to

the table, results on dizygotic twins are based

on very small numbers and cannot be con-

sidered reliable. However, it is nonetheless

true that a correlation of around 0.5 would

be expected for a dizygotic twin or sibling

sample.

These basic data certainly seem to support

the notion of a hereditary component in in-

telligence. Nevertheless, they involve some

problems (Kamin, 1974). In the first place,

members of all except 5 MZA pairs and 1

MZTpair were both tested by Shields. If we

compare the degree of similarity of these

with the similarity of those not both tested by

Shields, we find that the latter show a mean

difference of 18.5 (combinedscore, excluding

1 pair with unreliable test scores), as com-

pared with 7.1 for the other group. This may

Table 14-12. Correlations for combined

intelligence scores for MZA, MZT,

and DZ twins*

 

Meanintrapair Intraclass

Twin type N difference correlation
a

MZT 34 7.38 0.76

MZA 37 9.46 0.77

DZt 7 13.43 0.51
a

*From Shields, J. 1962. Monozygotic twins brought up

apart and broughtup together. Oxford University Press,

London.

+The DZ sample is made up of 4 DZA pairs and 3 DZT

pairs. Correlation for the former group is 0.05, and for

the latter, 0.71 (Kamin, 1974). Neither of these is statis-

tically significant, nor is the total correlation of 0.51.

Hence the DZ data are irrelevant.

represent tester bias. It may also represent

the fact that the 5 pairs were, in fact, raised

in rather more widely varying environments

than the pairs that Shields tested. It may also

reflect the fact that of these 5 pairs, 4 were

reared by unrelated families.

In fact, members of pairs reared in unre-

lated families correlated only 0.51, compared

with 0.83 for those reared in related families

(Kamin, 1974). Mean intrapair differences in

the two groups, however, are not remarkably

different. For those in related families, the

mean difference was 11.6, for those raised by

unrelated families, it was 12.3. This small

difference mostly involves the Mill Hill test.

Nevertheless, it has been argued that

Shields’ data only demonstrate the power of

correlated environments. Thus Kamin (1974)

selected 7 of the MZA pairs judged by him to

have been reared in very similar circum-

stances. He computed the intelligence cor-

relation between them to be 0.99, as com-

pared with 0.66 for the remaining 33 MZA

cases. Again, however, we must comment

that this kind of finding is hardly surpris-

ing and does not in any way confirm an en-

vironmentalist position and disconfirm a he-

reditarian one.

A critique of Kamin’s analysis has been

made by Fulker (1975). As it turns out, both

the greater similarity of twins reared in re-

lated families and of twins both tested by

Shields is dependentlargely on a very large

difference shown by two pairs (both from

other groups). These are extremecases, and,

as Fulker points out, inspection of the histo-

ries of these two pairs suggests that they are

quite atypical in respect both to their rearing

conditions and to their response to the test

situation.

Burt (1966). The study carried out by Burt

in England over a period of more than 40

years involveda final sample of 53 MZA pairs

together with MZT, DZT, and sibling

groups. His final report appeared in 1966,al-

though earlier articles described the workas

it progressed over this long period of time.

It must be stated at the outset that Burt's

mode of presentation of methods and data

was imprecise. It is difficult to know exactly



what tests were used, how they had been
standardized, and how they were adminis-
tered. Likewise, no information is given as to
the sex and age composition of the twin
sample. However, setting aside these am-
biguities for the moment, wepresentthe ba-
sic results in Table 14-13. On the basis of
the results for “final assessment, Burt
(1972) later computed the

_

total genetic
contribution as 87.4%. Unfortunately, there
are at least two major difficulties involved.

In the first place, it is not entirely clear
what Burt meant operationally by “final as-
sessment.”It is obvious enoughthatthe gen-
eral procedure involved the adjustment of
raw test scores upward or downward on the
basis of consideration of circumstances that
might have biased a subject’s initial score,
but such a procedure was soclinical and in-
tuitive that it would be impossible to repli-
cate by other researchers. We may also note
that if we take the group test results as the
most objective, the adjustment procedure
has the net effect of increasing the correla-
tion between MZAs and lowering it for
MZTs. This is in line with Burt’s starting
definition of intelligence as “that part of the
general cognitive factor whichis attributable
to the individual’s genetic constitution” (Burt
and Howard, 1956). Thus clearly Burt was

Table 14-13. Intraclass correlations for
MZA, MZT, and DZT samples on
various tests of intelligence and
achievement*
meee

MZA MZT DZTeee

N (pairs) 53 95 127
Intelligence

Grouptest 0.771 0.944 0.552
Individual test 0.863 0.918 0.527
Final assessment 0.874 0.925 0.531

Educational
Reading and spelling 0.597 0.951 0.919
Arithmetic 0.705 0.862 0.748
General attainments 0.623 0.983 0.623eee

*Modified from Burt, C. 1966. The genetic determina-
tion of differences in intelligence: a study of monozy-
gotic twins reared together and apart. Br. J. Psychol.
97:137-153.
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attempting to, as Jensen (1974) putsit, “read
through” environmental influences to pure,
innate ability. Such a research strategy seems
somewhatcircular.
A second problem arises from a considera-

tion of the sequence of reports made by Burt
on his gradually accumulating samples

_

be-
tween 1943 and 1966. There is a remarkable
and unlikely consistency in some of the re-
sults. One striking instance relates to the
MZAcorrelation for the group test. In four
reports, sample sizes increase as follows: 21,
“over 30,” 42, and 53. MZAcorrelations for
these samplesare, respectively, 0.771, 0.77,
0.778, and 0.771. In an earlier paper (Burt,
1943) what appears to be a correlation for
final assessmentscores for 15 MZA pairs was
also reported as 0.771. Likewise, final assess-
ment correlations between 1955 and 1966
vary only in the third decimal place. Both
Kamin (1974) and Jensen (1974) have drawn
attention to these and other anomalies. It is
difficult to know what they mean.

Nevertheless, we may consider several
points raised by Jensen (1974). First, the
samples are not independent but cumula-
tive. Thus someconsistencyat least would be
expected. Second, MZAcorrelations of 0.77
have been reported both by Shields (1962)
and by Newman, Freeman, and Holzinger
(1937) (as corrected by McNemar, 1938).
Third, accordingto calculations made by Jen-
sen himself, the distribution of twin differ-
ences on final assessments does not differ
significantly from that obtained in the other
three separated twin studies. However, this
last point has been challenged by Kamin
(1974).

Besides these two major problems, there
are others with which we neednotdeal here.
Thus, as they stand presently, the bulk of
Burt's data cannot be used by themselvesfor
testing genetic or environmental hypotheses
aboutintelligence. Possibly, the initial data,
reported in 1955 for 21 MZA pairs (Burt,
1955), might be regarded as reliable, since
most of the anomalies we have mentioned
crept in after this point. However, even
these should be viewed with caution.
Juel-Nielsen (1965). The final study was
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Table 14-14. Intellectual resemblance

(correlations) between members of 12

MZA pairs*
RS

Wechsler-Bellevue

1 doubtful case

Full sample omitted (Pair IIT)

Verbal IQ 0.78 0.81

Performance IQ 0.49 0.56

Total IQ 0.62 0.68
Se

Raven Progressive Matrices

Raw score 0.79

Speed 0.84
I

*Based on data from Juel-Nielsen, N. 1965. Individual

and environment: a psychiatric-psychological investiga-

tion of monozygous twins reared apart. Acta Psychiatr.

Neurol. Scand. Monogr. Suppl. 183.

carried out in Denmark with 3 separated

male and 8 female monozygotic pairs. The

males rangedin age from 22 to 77 years, the

females 35 to 72 years. Age of separation

varied from 1 day to 5% years. The sample

was obtained from the Danish Twin Registry.

Zygosity determination was carried out by

conventional procedures, including blood

typing. No MZT or DZTpairs were studied.

The tests used were the Wechsler-Belle-

vue Intelligence Scale (W-B), Form I; the

Raven Progressive Matrices; the Rorschach

inkblot test; and Rapoport’s Word Associa-

tion Test. The subjects were also given in-

tensive interviews, in most cases betweenfif-

teen and twenty times. Testing was done

blind by independent psychologists. The

amount of detailed information so obtained

was sufficientto fill 450 printed pages.

Results for intelligence are shown in Table

14-14. It can be seen that the correlations

are of the same order of magnitude as those

reported in the other studies reviewed. Juel-

Nielsen also compared 6 completely sepa-

rated pairs with 6 incompletely separated

pairs. Intrapair variances on the two tests

were slightly greater in the former group,

but not to a statistically significant degree.

Likewise, differences in amount of education

were found to be associated with intrapair

differences in Wechsler verbal but not per-

formance IQ. No associationatall was found

for the Raven test. Birth weight and birth

order were not found to relate to intrapair

similarity. Juel-Nielsen concludesthat, since

the twin partners resemble each other more

than do persons selected randomly (the total

proband material), genetic factors play an im-

portant role in intellectual ability.

Again, however, this conclusion has been

rejected by Kamin (1974) on a number of

grounds, notably the small size and atyp-

icality of the MZA sample, the poor stan-

dardization (or lack ofit) of the tests in Dan-

ish populations, and what appears to be a

strong association between IQ and age—

positive for females but negative for males.

His criticisms must be taken seriously and

should be referred to directly by the inter-

ested reader.

Total MZA sample. Granting the problems

associated with the four individual studies,

we may nevertheless consider the total pic-

ture that emerges when their results are

combined together. Jensen (1970) has at-

tempted to do this, using Burt’s final assess-

ment scores, Shield’s Dominoes and Mill

Hill scores (transformed), Newman, Free-

man, and Holzinger’s Stanford-Binet scores,

and Juel-Nielsen’s Wechsler scores. The

combineddistribution has a mean of 96.8 and

a standard deviation of 14.2, values close to

those found in the general population. It may

be noted in passing, however, that the vari-

ance ofthe Juel-Nielsen sample is significant-

ly smaller than the variances of the other

three studies; the meansare also different

from each other (Schwartz and Schwartz,

1976). The general appearance of the com-

bined distribution of IQs of the 244 twinsis

as shown in Fig. 14-10. According to Jensen

it does not deviate significantly from nor-

mality.
A distribution may also be plotted for in-

trapair difference scores. Thisalsois normal-

ly distributed and represents purely environ-

mental effects on IQ. Allowing for test error

(o = 3.35), the standard deviation of this dis-

tribution is 4.74. Knowing that the variance

of a random sample of IQs in a normal popu-

lation is 225, we may then compute, by sub-
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Fig. 14-10. Combined IQ distribution of 244 MZA twins from four studies.
A. R. 1970. Behav. Genet. 1:133-148.)

traction, the hereditary variance. This turns
out to be 191.25 (or o = 13.83). In other
words, genetic influences contribute 85% of
the variance, environment 10%, andtest er-
ror 5%. It is of interest to note that the range
of environmental influence is close to 30 IQ
points (6 x lo); this estimate is about the
same as that put forward by Burks (1928) on
the basis of her adoption study data. Such a
large difference would, of course, be an un-
likely event and only arise from rearing two
genetically like individuals in the most dis-
parate of known environments.
cases undoubtedly can occur, particularly as
a result of deliberate and well-plannedinter-
vention procedures.
The kinship, adoption, and twin studies

that we have reviewed constitute the bulk of
the evidence for supposing that intellectual
ability is at least to some extent deter-
mined by genotype. Although it does seem
to hang together and, as well, agrees with
the results of experimentation with animals
(Chapter 9), it is by no means free of prob-
lems, as we have continually emphasized.
Consequently, we would urge caution on the
part of the reader and encourage consulta-
tion of the primary material as well as criti-
cisms of it before forming conclusions.

Wewill next consider some ancillary data

(From Jensen,

bearing on the topic and then turn to a con-
sideration of the heritability of abilities other
than those measured by standard IQ tests.
Wewill close the chapter with a discussion
of the genetics of intelligence and a general
comparison of the capacity of biological as
against environmentalist models to account
for the data.

ANCILLARY DATA ON THE
HERITABILITY OF INTELLIGENCE
Stability of intelligence

Generally speaking, IQ scores remain rela-
tively constant over part of the age range
with, however, correlations between suc-
cessive ages increasing in magnitude (Jen-
sen, 1972). This of course, partly reflects the
way IQ tests are standardized. Nonetheless,
the fact that a variable can be defined in this
way may meanthatit relates to a basic bio-
logical fact about human organisms. It may
also mean, of course, that it merely relates
to cumulating environmental experience.
This latter interpretation has been favored
by Kamin (1974), who has suggested that
much ofthe similarity between twins can be
explained by virtue of their identity of age
and sex, which are taken as environmental
variables. Ofcourse, it may be true that were
we to pick pairs of individuals oflike age and
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Fig. 14-11. Profiles of mental developmentsc
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ores for MZ twinsat ages 6 through 24 months.

All pairs except pair F are highly congruent. (From Wilson, R. S. 1972. Science 175:914-917.

Copyright 1972 by the American Association for the Advancementof Science.)

sex randomly from the population, they

would probably be more alike in mentalabil-

ity than pairs of differing age and sex to the

extent that mental age or IQ correlated with

age. However, this fact by no means

uniquely supports an environmentalist posi-

tion. Indeed, were the variable in question

height rather than intelligence, we would be

more inclined to view the greater similarity

of like-sexed and -aged individuals as evi-

dence for the genetic determination of

height.
Further data bearing on this point have

been put forward by Wilson (1972), who

compared the intrapair correlations of MZ

and DZ samples (more than 50 pairs of each)

for mental ability at six successive ages dur-

ing early development. MZ correlations

ranged from 0.76 to 0.87, DZ from 0.61 to

0.75. The MZ correlations exceeded those of

DZs at each age level. What is of greater in-

terest, however, is the kind of fluctuation in

scores shown by particular twin pairs. Fig.

14-11 shows developmental profiles for 6

pairs. It is clear that 5 of these show con-

cordant fluctuations. One pair (F) is discor-

dant. We should also note that some DZ

pairs also show high developmental congru-

ence (Wilson, 1977). Such data suggest that

some transient changes in intelligence may



Table 14-15. Changes in IQ in experimental and control groups*t

Before transfer
   

  

After transfer
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Experimental 18.3 64.3 38.4 91.8 71.4 95.9
Control 16.6 86.7 A7.2 60.5 83.3 66.1

 

*Modified from Skeels, H. M. 1966. Adult status of children with contrasting early life experiences:a follow-up study.Child Dev. Monogr. 31(3), Serial No. 105.
tComputationscarried out by Thompson. See text for explanation.

be under genetic control. But even if they
are not, they do not very much disturb the
overall intrapair similarity.

Effects of systematic intervention

Wilson’s results suggest that mental ability
is certainly subject to fluctuation but in a
rather orderly way. That is, like genotypes
tend to show changesoflike magnitude and
like direction at around the same ages. Wil-
sons results do not tell us, of course,
whetherthis is, in fact, a result of genes or
of fortuitous environmental events occurring
coincidentally. In discussing the adoption
study of Skodak and Skeels (1949), we
pointed out that the rank order of adoptees,
in respect to IQ, tended to remain invariant
across ages. This suggests some underlying
facts or factors that confer on phenotypes a
certain degree of stability relative to each
other. Similar findings may be educed from
data published by Skeels (1966) and by
Englemann (1970), though neither of these
workers examinedthis aspectof their results.

Skeels (1966) studied an experimental
group of 13 children who had been trans-
ferred from an orphanage into a home for
mentally retarded girls as “house guests.”
Their intelligence was compared with a con-
trol group of 12 children who remained in
the orphanage. Three complete testings were
carried out: one before transfer, another af-
ter transfer, and a third follow-up test. The
Kuhlmann-Binet was used in the frst two,
the Stanford-Binet (1916) in the final testing.
General results are shown in Table 14-15. It
is clear that the experimental group shows a
dramatic rise of over 30 IQ points over the

Table 14-16. Correlations between
successive testings in experimental and
control groups in Skeels’ (1966) study*

 

I 0.465 0.302 0.4644
II 0.838}

—0.411

0.562

 

“Computations carried out by Thompson.Seetext.
tp < 0.05 (one tailed).
tp < 0.001 (one tailed).

period of about 4% years. Likewise, the con-
trols show an equally dramatic loss of over 20

group. Data are shown in Table 14-16. In
both groups, however,this stability is higher
at the end of the experimental period.
Another computation from these data is of
interest. This is the relation between initial
IQ and amountof change over the 4% years.
The relevantcorrelations are, for the experi-
mental group, —0.522 (p < 0.05, one tailed)
and, for controls, —0.809 (p < 0.001, one
tailed). These indicate, respectively, that
the lower the initial IQ, the greater the gain,
and the highertheinitial IQ, the greater the
loss. Although based on very small numbers
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Table 14-17. Gains in IQ as result of

special training program”

   
   

    

  

 

   
     

Il

(after 1 year

in program

or school)

Il

(after 2 years

in program

or school)
    

 

I

(initial)

95.33

94.50

112.47

102.57
nr

121.08

99.61
Experimental

Comparison

«Based on data from Englemann, S. 1970. The effective-

ness of direct verbal instruction on IQ performance and

achievement in reading and arithmetic. In J. Helmuth,

ed, Disadvantaged child. Brunner/ Mazel, Inc., New

York.

Table 14-18. Correlations between testings

for experimental and comparison groups*

 

I 0.846t (no test) 0.702t 0.674

II 0.749

 

*Computations by Thompson.Seetext.

tn < 0.001 (onetailed).

(1970) involved a group of 14 disadvantaged

children exposed to an intensive training pro-

gram in “rapid attainmentof basic academic

concepts.” Their Stanford-Binet IQ was

taken at entering (4.3 years), after 1 year in

the program, and after 2 years. They were

compared with a control group of 28 also dis-

advantaged subjects with the same initial

mean IQ but given only traditional class-

room instruction. Again wefind large gains

shown by the experimental group, as shown

in Table 14-17. These data seem to leavelit-

tle doubt that IQ can be markedly changed.

Again, however, as indicated by the correla-

tions in Table 14-18, the rank order is pre-

served in both groups over the 2 years. In

neither group is there any significant change

in the variance. Such results place a very

serious qualification on Englemann's conclu-

sion that “genetic influence seems to be a

minor factor in the determination of intelli-

gence.” Something must be acting to pre-

serve the initial rank order of IQ. One would

hardly suppose it would be the teachers, par-

ticularly those involved in the experimental

program. In fact, it is explicitly stated by

Englemann (1970, p. 343) that “the basic goal

was to bring all of the children to ‘average

on some of the more common measures of

achievement, such as IQ measures.” Of

course, many other ad hoc environmental

explanations might be invoked. Neverthe-

less, on their face value, the data, as we have

presented them, are immediately compatible

with a genetic model.

Regression

Regression describes the well-documented

fact that bright parents tend to have children

who, on the average, are duller and that dull

parents tend to have children who, on the

average, are brighter than the parents

(Waller, 1971b). Genetic theory explains re-

gression as arising from the improbability of a

particular combination of genes responsible

for brightness or dullness occurring again in a

second generation. The greater the deviation

of the parents from the mean of the popula-

tion, the greater the improbability. It is a

phenomenon, however, thatis by no means

immune from environmental qualification.

Thus height is clearly a strongly heritable

character. Yet over several generations there

has been a secular trend for children to be

taller, on the average, than their parents

(Damon, 1974). This has presumably been a

result of better standards of health and nutri-

tion and, at least among more well-to-do

groups, maybestabilizing. Such a trend, ina

sense, masks the appearance of regression.

Nevertheless, as environmental conditions

approach an optimal level, we could expect

to see its recurrence for height and such

characters.

Apart from the preceding, it may also be

argued that regression can as readily be ex-

plained by reference to improbable environ-

ments instead of improbable genetic com-

binations. This is, indeed, possible, but it

does not make much intuitive sense if we

consider the fact that quality of rearing en-



vironmentis strongly correlated with social
position and IQ level. That is to say, good
environments are much moreprobableat the
upper end of the intelligence distribution
than at the lower end. But in spite ofthis,
regression tends to be quite symmetrical,
occurring as much in families below the
mean as in families above the mean.

Inbreeding effects

Traits under genetic control often are de-
pressed in offspring from the mating of re-
lated genotypes. This is commonly referred
to as inbreeding depression. Thus animals
and plants that are inbred may showless
vigor, lowered fertility, and generally less
adaptive capacity. Thus it may be argued
that if we find such a depressionfor a trait in
the offspring of related parents, this is evi-
dencefor that trait being heritable.

In humanbeings(and in animals) there are
grades of inbreeding ranging from incestuous
matings—usually brother-sister or father-
daughter—to consanguineous pairings, as
between first cousins, for example. Some-
times writers also makea distinction between
effects occurring in offspring of consanguine-
ous unions, called consanguinity effects, and
effects in offspring of parents who are unre-
lated but one or both of whom are the prod-
uct of a consanguineous mating, called in-
breeding effects (Schull et al., 1970).

Incestuous matings are relatively uncom-
mon. However, in cases that have been
studied, offspring have been found to show
greatly increased mortality and morbidity,
which includes severe mental retardation
(Adams and Neel, 1967; Carter, 1967; See-
manova, 1971). Effects appear to be more
marked in offspring of father-daughter than
of brother-sister matings (Seemanova, 1971).
One of the first studies done on cousin

marriages was by Book (1957) in Sweden.
Basically, he found that cousin marriages
yielded a significantly greater proportion of
children (>40%) classified as “below normal”
than did marriages in a group of matched,
unrelated pairs (<15%). Likewise, the inci-
dence of mental deficiency (IQ range 0 to 70)
was higher in the inbred group than in the
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general population, regardless of whether
the cousin marriages involved normal par-
ents or not. As a corollary of these findings,
Book foundsignificantly fewer “gifted” chil-
dren amongthe children of cousin matriages.
However, as Book acknowledged,it is diffi-
cult to know whether these were really di-
rect effects of inbreeding or arose from the
fact that in cousin families there were more
parents with below normalintelligence and
more with psychiatric illness.

Consanguinity and inbreeding effects have
also been studied by Neel, Schull, and vari-
ous collaborators in a number of commu-
nities in Japan, where cousin marriages are
more commonthan in the West. In aninitial
monograph, Schull and Neel (1965) reported
the effect of varying degrees of consanguinity
on intelligence (Wechsler Intelligence Test
for Children) and other characters in popula-
tions in Hiroshima and Nagasaki. In. this
study, a significant effect was found. Tak-
ing means of outbred offspring as standard,
depression effects ranged from 5% to almost
12% for the eleven WISCsubtests. Thus the
effects were small but statistically significant.
Socioeconomic status was found to relate to
consanguinity andalso to intelligence. When
this variable is allowed for, the depression
effect still remains. However, it is still not
certain whether, in fact, their analysis to-
tally removed the social class variable. In
fact, Neel et al. (1970) later acknowledged
that the depression effect reported earlier
might have been overestimated. In this lat-
ter paper, data were presented on the ef.
fects of both inbreeding and consanguinity.
In this case, the former appeared to havelit-
tle or no influence on intelligence (Tanaka-
Binet) or on a number of other measured
traits. With socioeconomic status controlled,
some effects of consanguinity on intelligence
were found, but these were not statistically
significant.
A final study was carried out by Bashi

(1977) in the Arab population of Israel, a
group in which cousin marriages are per-
mitted and even considered desirable for
economic reasons. On threeintelligence and
some achievementtests, 970 children from
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first-cousin and 125 children from double-

first cousin matings were compared with con-

trol children. The order of performance in

most of the tests was consistent with an in-

breeding effect. However, differences were

very small and, in most instances, not statis-

tically significant. Consequently, it would be

unwise to put too much faith in Bashi's con-

clusion that “the cause [of the alleged deficit]

is indeed genetic.

In general, then, the data on consan-

guinity or inbreedingeffects on IQ are rather

meager and ambiguous. Few firm conclu-

sions can be educed from them.If real ef-

fects do exist, they are probably ratherslight,

except in the case of incestuous matings. We

should also note, however, that this does not

disconfirm the heritability of IQ. It only im-

plies that IQ, as measured, may have little

relation to biological fitness (Falconer, 1960;

McClearn and DeFries, 1973).

CREATIVITY AND DIVERGENT

THINKING

It is widely recognized (Butcher, 1968)

that there is a domain of cognitive func-

tioning that is to some extent untapped by

conventional IO and ability tests. This do-

main at least includes creativity and diver-

gent thinking. These capacities are thought

to correlate fairly strongly with standard

intelligence up to a certain level (perhaps

IQ 120) but less strongly if at all beyond

this level. This relationship would, in fact,

be represented by a scatterplot in the

shape of a “bent pear.

To date, very little is known about the

inheritance of such abilities. Some dis-

tinguished lineages in the fine arts, such as

the Bach pedigree, suggest that it is pos-

sible. Clearly Galton thought so. But the

evidence is slim. One major reason for this,

of course, is that the domain is exceeding-

ly difficult to measure. If there are prob-

lems in knowing what intelligence really

is, there are even greater ones associated

with defining creativity.

At the time of this writing, only about

five studies have been carried out. All of

these used some of Guilford’s measures of

divergent thinking or variants of them (Van-

denberg, 1968a; Barron, 1969; Olive, 1972;

Canter, 1973; Reznikoff et al., 1973). Bar-

ron (1969) used, in addition, the Barron-

Welsh Art Scale. To give the reader a fla-

vor of the kinds of data collected, we pre-

sent descriptions of a sample of the kinds of

subtests commonly used.

1. Remote Associates Test. The subject is

given three words and is asked to supply a

fourth word related to all three of the stim-

ulus words.
2. Alternate Uses Test. The subject is

asked to list as many unusual uses as pos-

sible for various common objects such as a

brick or a paperclip.

3. Gottschaldt Figures Test. The subject

is asked to locate a simple geometric shape

hidden in a more complex design.

4. Word Association Test. The subject

is given a list of 25 words with several

meanings. He is asked to write down as

many meanings as he can think of for each.

For such tests, scoring is necessarily

rather loose. It is usually derived from total

productivity, speed, and rated originality.

Let us now consider some of the studies

that have been done. Vandenberg (1968b)

obtained virtually no differences in intrapair

variances between 67 MZ twins and 24 like-

sexed DZ twins. Barron (1969) suggested that

adaptive flexibility (Gottschaldt Figures Test)

and aesthetic judgment (Barron-Welsh Art

Scale) might be inherited, but Olive (1972)

reported no differences between MZ and DZ

twins in any aspect of divergent thinking.

Reznikoff et al. (1973) used a subject pool of

28 male MZ, 35 female MZ, 19 male DZ, and

35 female DZ between 13- and 19-years-old.

They were given a battery of eleven tests of

creativity, including five drawn from Guil-

ford’s work. Testing was carried out blind.

Intraclass correlations were high and signifi-

cant on almostall tests and in both MZ and

DZ groups. However, F ratios comparing

MZ and DZ variances were significant for

only three tests in the male and twotests in

the female sample. One test was commonto

both, the Remote Associates Test (described

before). In general, however, the authors



concludedthat they had nosolid evidence for
genetic factors in creativity.
The final study by Canter (1973) was re-

ported as part of a larger twin study carried
out in Glasgow in which 44 MZ and 51 DZ
pairs were used, ranging in age from 16 to 55

were combinedto givefive scores plusa total
divergent thinking score. Basically, only one
of these yielded a significant MZ-DZ differ-
ence, this being the Word Association Test
(described before). However, this test also
showed the highest correlations with two
tests of general intelligence: the Mill Hill vo-
cabulary and the Raven Progressive Matrices
Test. Thus Canter concluded that it was only
this component of the Word Association Test
that gave rise to its hereditary variance. In
fact, a general trend emerged, indicating that
the higher the loading of each ofthe five tests
on general intelligence, the greater its he-
reditary variance.

In general, then, we may conclude that
whatevercreativity is, it is heritable prob-
ably only to the extentit reflects general in-
telligence. Alternately, it may be that psy-
chologists presently have no tests that prop-
erly measure the functions underlying cre-
ative activity.

GENETIC TRANSMISSION OF
INTELLIGENCE

Up until the early 1950s, only two major
attempts had been madeto construct a the-
ory of the genetics of human intelligence.
Thefirst of these was made by Hurst (1932,
1934), who based his model on two sets of
data: (1) the Woodsroyal family data, con-
sisting of intelligence ratings of 212 Euro-
pean royal families with 424 parents and 558
offspring, and (2) Hurst’s own Leicestershire
data, consisting of IO scores of 194 families
with 388 parents and 812 offspring. The Stan-
ford-Binet and the Healy Picture Completion
tests were used with the children and some
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lower-grade adults. Rating was used in the
case of mediocre or higher-grade adults. His
final scale of intelligence consisted of eleven
grades, each grade being roughly the equiva-
lent of 20 IQ points. Reliability of rating
was checked wheneverpossible.
The total of 406 families appeared to fall

into a numberofdifferent types. In thefirst
place, they could be broken down into those
which produced either all or half mediocre
offspring and those which produced only a
few mediocreoffspring. There were 334 fam-
ilies that produced all or half mediocre off.
spring (incidence, about 75% or higherin the
population), and of these families, 124, or
one third, produced all mediocre offspring.
The remaining 210, or two thirds, produced
offspring of all grades, half being mediocre
and half high or low grade. In other terms,
of the type of family tending to produce an
abundance of mediocre offspring, one third
are nonsegregating, and two thirdsare segre-
gating. The 72 families of the second main
type tended to produce only about one fourth
mediocre and three fourths high- or low-
grade offspring. None of the parents in these
families was rated as mediocre. Hurst’s data
are schematized in Table 14-19. From these
results, Hurst concluded that mediocrity was
a dominant character dependent on a single
major gene (N), while high or low intelli-

Lacking it, the individual would be either
high or lowin intellectual level. At the same
time, he noted that some offspring (about
26%) from matings between high- or low-
grade parents were also mediocre. This being
so, Hurst found it necessary to postulate
the presence offive minor modifiers, Aa, Bb,
Ce, Dd, and Ee, which acted only when N
wasabsent. In such

a

case, A, B,C, D, andE
would act as unit increasers (10 IQ points),
whereasa, b, c, d, and e would act as unit de-
creasers. Thus someindividuals who carried
the double recessive nn could also carry the
modifiers in heterozygous form. These indi-
viduals would then also be mediocre.

This theory of genetics of intelligence is
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Table 14-19. Summary of Hurst’s data on the genetic transmission of intelligence*

fapleMeee

eee
)

Numberof

Intelligence of parents families Intelligence of offspring

OOeeeeeen

ee

Mediocre < mediocre 85

Mediocre <x mediocre 77

Mediocre x high or low grade 39

Mediocre x high or low grade 133

High or low grade x high or 72

low grade

All mediocre

Y% mediocre, % high or low grade

All mediocre

Y% mediocre, % high or low grade

¥, mediocre, % high or low grade

OW

Bra
e

«Based on data from Hurst, C. C. 1934. The genetics of intellect. Eugen. Rev. 26:33-45.

undoubtedly ingenious and also fits rather

well the data on whichit is based. However,

it is difficult to explain why, in the 77 families

involving both mediocre parents, half the

offspring should be above or below normal.

If a simple dominantis involved, nonnormal

children will appear only when both such

mediocre parents are heterozygous for N,

and in such a case the incidence of nonme-

diocrity should be only one fourth at the very

most. Allowing for the action of the minor

modifiers that may also produce normality,

the proportion presumably would be, in

practice, less than this figure. Ina broad way,

the theory affords some explanation of the

phenomenonof exceptional children appear-

ing in otherwise quite homogeneous fam-

ilies. Furthermore, as Hurst points out, it

explains a broad range of intellectual level,

from idiot (nn: aa, bb, cc, dd, ee) to “illustri-

ous’ (nn: AA, BB, CC, DD, EE). It does, of

course, lack an independenttest, as Conrad

and Jones (1940) have pointed out. An analy-

sis of the third generation, though perhaps

beyond the resources of Hurst to obtain,

would have been desirable, as would the ap-

plication of someofthe statistical techniques

suggested by Fisher and others.

A second theory has been proposed by

Pickford (1949). This formulation rests on a

simple multifactor hypothesis. According to

Pickford, the distribution of Stanford-Binet

IQ scores in the general population is such

as to justify the action of ten equal and addi-

tive gene pairs. Since this modelis backed

by no facts other than the population dis-

tribution of IQ, not a great deal can be said

aboutit. It is partially supported by the work

of Burt and Howard (1956). A deficiency sug-

gested (Conrad and Jones, 1940) is the in-

ability of the theory to account for regres-

sion of offspring means to the population

mean, a phenomenon well documented by

empirical studies (Outhit, 1933; Hurst, 1934;

Cattell and Willson, 1938). Regression can-

not occur in a very simple multifactorial

model such as Pickford’s (McAskie and

Clarke, 1976).

Since the time these two models were put

forward, not much new hasbeen added.Itis

fair to say that most workersin the field have

favored a polygenic theory or some variant

of this. In 1955, Burt published a preliminary

attemptto fit empirical kinship data to a the-

oretical model derived from Fisher’s classical

paper (Fisher, 1918). On the basis of a multi-

factor theory involving many genes with

equal frequencies and additive effects, it can

be educed that the incidence of the three

classes of intelligence—bright, average, and

dull in offspring of bright, average, and dull

parents—will approximate the proportions to

be expected from theaction ofa single pair of

genes (i.e., AA, Aa, or aa). Starting with a

group of 954 children rated according to the

three grades of intelligence, Burt then esti-

mated the intelligence of their parents to

yield a 3 x 3 bivariate table. The simplest ex-

pectation is set out in Table 14-20, together

with the empirical data for parents and off-

spring. We maynote that, although the data

deviate slightly from the theoretically ex-

pected frequencies, the raw and columnto-

tals add up exactly, in parents and children,
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Table 14-20. Bivariate distribution of intelligence in parents and their offspring:
theoretical expectations and empirical data*

 

   

Theoretical frequencies children   

   
Empirical frequencies children

 

Bright 12.5 12.5 0 25.0 10.8 12.3 1.9 25.0Average 12.5 25.0 12.5 50.0 13.4 26.5 10.1 50.0
Dull 0 12.5 12.5 25.0 0.8 11.2 13.0 25.0
TOTAL 25.0 50.0 25.0 25.0 50.0 25.0

 

*From Burt, C. 1955. The evidence for the concept ofintelligence. Br. J. Educ. Psychol. 25:158-177. Reprinted bypermission of Scottish Academic Press Ltd.

to the proportions 0.25, 0.50, and 0.25. Since
the figures appear to be based on adjusted
assessments, however, this may be no sur-
prise. A table for sibling data (not repro-
duced here) showed the same result. The
small deviations from a simple polygenic
modelare explained by Burtas being results
of (1) test unreliability, (2) environment,
(3) dominance,and (4) assortative mating. In
this particular article, Burt did not attempt
firm separation of the relative contributions
of these components.

This initial attempt at a biometric genetic
analysis of intelligence data was elaborated
further by Burt, particularly in articles in
1956 (Burt and Howard) and 1972. *

Basically, the method attempts to predict
what correlations between relatives of vary-
ing degree ought to be, given certain as-
sumptions about degree of assortative mat-
ing, degree of genetic dominance, and rela-
tive influence ofall genetic as against all en-
vironmental influences. The basic formula for
the parent-offspring correlation has been de-
rived by Fisher (1918) as

Tp = c,cb+): )

where
C, = effects of heredity, with maximum value

of 1 ifno environmental influence;thatis:

_ Va + Vp
C, v,

 

“We already touched briefly on Burt’s application of
Fisher's theorem to kinship data.

C, = degree of additive gene action with pa-
rameter values between 0.5 (complete
dominance) and 1 (no dominance) thatis:

 

= marital coefficient, given by coefficient of
assortative mating (i.e., correlation be-
tween spousesfor a trait), which estimates
parameter A = genetic correlation be-
tween spouses

It can be seen from the equation that all
three variables act to increase the parent-
offspring correlation. It is also clear that,
given this expression alone, we can only
guessat values for C, and C., though Tpo and
2 can be measured.

Similar correlations have been worked out
by Fisher and by Burtfor a range ofrelatives,
For example, the sibling correlationis as fol-
lows:

Too = Y4(Cy + C,C, + 2CiC3y)

Burt and Howard, in

a

first step, offered
guesses as to the values of C, and C,: 0.95
and 0.75, respectively. The former appears
to be simply a provisional estimate, the lat-
ter based on the assumption of partial domi-
nance. The empirical value of be is 0.386. Fit-
ting these values to the equationsfor po and
Too, they give r,, = 0.495 and Too = 0.514.
The empirical correlations are, respectively,
po = 0.489, and r,, = 0.507. The fit is a
good one.

Since this procedure was based on guesses
as to the values of C, and C,, Burt and How-
ard next attempted to estimate them empir-
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ically from observed data. This can be done

by using rpo, Too. and yw. We have two equa-

tions and two unknowns, C, and Cz, that can

then be deduced. Although Burt and How-

ard do not present the computed values,

these turn out to be as follows: C, = 0.937

and C, = 0.753. Thus we have, in other

words, estimates fairly close to those arrived

at by a priori guesses, the first representing

a large additive genetic component, the sec-

ond an intermediate dominanceeffect. As in-

dicated earlier in the chapter, in 1966 Burt

published observed and theoretical correla-

tions for twelve typesoflineal and collateral

relatives. It is not stated what parameter

values he used for C, and Cy.

Burt and Howardcarriedtheir analysis fur-

ther, using a slightly different method and

applying it to Burt’s adjusted assessments

and also to unadjusted group test results.

Although his twin data using these scores are

suspect, we have no immediate reasonto sus-

pect his sibling and parent-offspring results.

Using the latter, they partitioned the total

variances into genetic and environmental

components as shown in Table 14-21. Their

estimate of environmental influence is de-

rived from separated MZ twin data. In the

same table, we havealso presentedresults of

computations by Cavalli-Sforza and Bodmer

(1971) based simply on the correlations taken

at face value without a separate estimate of

environmental effects. In addition, column

three shows similar calculations performed

by Thompson for the unadjusted group test

results. Again, parent-offspring and sibling

correlations are taken at face value, and no

allowance is madefor unreliability. Were the

latter included, environmental effects would

increase up to around the estimate made by

Cavalli-Sforza and Bodmer. Other values

would, of course, decrease.

A rather more complex genetic model

has beenapplied by Jinks and Eaves (1974) to

Burt’s complete family data and also to the

kinship data surveyed (and corrected) by

Jencks (1972). The model has five compo-

nents, four of which are additive genetic

component, dominance component, marital

correlation, and additive genetic deviation of

spouses. The fifth is a common environ-

mental component, that is, the contribution

to covariance betweenrelatives produced by

living in the same environment. A sixth, the

specific environmental component, may be

obtained by subtraction. Analysis of Burt's

data yielded a broad heritability of 83%; for

Jenck’s data, 68%. This latter figure is 50%

higher than the one educed by Jencks using

path coefficient analysis and inserting a term

for genotype-environment covariance. Jinks

and Eaves found, however, no significant

improvementinthefit of their model by add-

ing such a parameter. A second point emerg-

ing was that, for both sets of data, a strong

dominance component emerged, being more

marked in the Jenck’s data. This agrees with

the previous analysis by Burt and Howard

(1956) and also with another analysis of a dif-

ferent kind done before by Jinks and Fulker

Table 14-21. Componentsof variance for intelligence as measured by Burt’s adjusted

assessments and group test*

  

Burt and Howard

Variance component (corrected)

 

Adjusted assessments (percent)

   

   

     
  

 

Grouptest (percent)

(raw correlations)

Thompson

(face value)

  

 

Cavalli-Sforza

and Bodmer

(face value)     

Environmental 12.4 6.1 1.56

Additive 47.8 51.2 48.28

Dominance 2.1.9 23.4 27.44

Assortative mating 17.9 19.2 22.72

___Assortative

mann
e

ee

*From Cavalli-Sforza, L., and W. F. Bodmer. 1971. The genetics of human populations. W. H. Freeman & Co. Pub-

lishers, San Francisco.



(1970) on largely independent sets of data.
Wewill consider the latter in a moment.

Before doing so, however, it is important
to comment that genetic models of the pre-
ceding kind do little to accommodate sys-
tematic effects of environment; nor do they
take much accountofall the possible inter-
actions and covariances betweentypesof en-
vironment and types of genetic influences.
This fact has been noted by Kamin (1974),
Layzer (1974), and Goldberger (1975), among
others. Furthermore,it is also true that small
changes in observed kinship correlations can
produce quite strikingly different estimates
of additive as against dominance variance
components. Thus Kamin (1974) has esti-
mated, for example, that if r,, = 0.52 and
Too = 0.48, then C, = 0.73 and C, = 1.02.
However, ifr,. = 0.46 andr,, = 0.54, then
C, = 1.16 and C, = 0.57. This should make
us cautious if we are working only with a lim-
ited numberofkinship categories, particular-
ly if the number of families is relatively
small.

It is partly because of problemsofthis type
that Jinks and Fulker (1970) have put for-
ward a more exactly derived model involv-
ing special kinds of data. We have discussed
its methodology in Chapter 12 and will now
briefly show its application to the genetics of
intelligence.
The minimum data are supplied by MZT,

MZA, and DZT twins. Provided no geno-
type-environmentinteractions exist, analysis
of these sets can supply us with estimates of
within- and between-family genetic and en-
vironmental components of variance (G,,
G,, E,, and E,, respectively). Under the sim-
plest assumptions, G, and G, can be used to
supply additive and dominance components
of variance.

Jinks and Fulker applied the model to
Shields’ Mill Hill and Dominoes test data,
and to Burt’s Final Assessments and Educa-
tional Attainments results. Supplementary
analyses were also carried out on the family
data of Reed and Reed (1965), the inbreeding
data of Schull and Neel (1965), and the Stan-
ford-Binet and Otis scores of the MZA twins
of Newman, Freeman, and Holzinger (1937).
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Their analysis is lengthy and complex, and
only a brief summaryofit will be presented
here, as shown in Table 14-22. Several points
are worth emphasizing. In the first place, a
significant negative skewness of distribution
of IQ within families suggests dominant gene
action. This finding is confirmed by the de-
tection of a small inbreeding depression ef-
fect foundin the consanguinity data of Schull
and Neel (1965). Second, common family
environment seemsto be very importantfor
educational attainment but notfor IQ. Third,
genotype-environment covariance or inter-
actions are by no means as common for IQ
as is sometimes supposed (e.g., Jencks, 1972:
Layzer, 1974). Fourth, as noted earlier, the
general results of the analysis are in good
agreementwith the Jinks-Eaves modelfitted
to the kinship data of Burt and of Jencks.
Finally, we must again remind readers that
whatever the merit and sophistication of the
statistical analysis, its success is, in the end,
limited by the quality of the primary data.

Before leaving this section, we mayrefer
briefly to work by a numberof investigators
suggesting that one type of cognitive func-
tion, spatial ability and perhaps general in-
telligence itself, may involve sex-linked
genes (Lehrke, 1972: Bock and Kolakowski,
1973). This idea is based mainly on two types
of data. One of these relates to the range of
IQ and spatial ability in males as against fe-
males. The female distribution appears to be
much more truncated at both ends. The sec-
ond relates to the relative magnitude ofthe
four types of parent-offspring correlations. In
general, these conform to a sex-linkage mod-
el that predicts father-daughter and mother-
son to be higher than mother-daughter cor-
relations.

GENETIC AND ENVIRONMENTAL
MODELS AND INTELLIGENCE

It will be clear that the large amount of
data we have just summarized is of varying
quality and reliability. However, almost all
studies report a strong tendency for correla-
tions on many formsof IQtests to be higher
the more closely the groups are related;
these data must be explained either by refer-
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Table 14-22. Biometric genetic analysis of several sets of IQ data: summary of major

results*
  

  

  

 

   

 

Genotype-

Correlated environment

Test environments interaction
  

Mill Hill Vocabulary None Low-scoring

(Shields, 1962) genotypes

more af-

fected by

environment

Dominoes Test None None

(Shields, 1962)

Group Test, Ad- None —-

justed Assess-

ments (Burt,

1966)
Educational attain- Positive cor- —

ments (Burt, relation

1966) between

families

Stanford-Binet and — None

Otis (Newman,

Freeman, and

Holzinger, 1937)

Several Tests (Reed — —

and Reed, 1965)

Wechsler Intelli- — _

gence Scale for

Children (Schull

and Neel, 1965)

Heritability + SE   

 

   

Genetic model

73 + 12% — Poor sampling prevented

complete analysis

71 + 7% — Very simple polygene

model adequate; com-

mon family environ-

ment (E,) unimportant

Simple model adequate,

assortative mating

86 +1% T1+1%

< 30% — Simple modelnot ade-

quate; assortative mat-

ing; commonfamily en-

vironment(E,) very

important

Common environment

(E,) not important

Additive and dominant

gene action, with level

of dominance 0.74

Dominancefor high IQ,

with many genes

(~100) and genefre-

quencies equal on the

average
NW

OOOsOO

*Modified from Jinks, J. L., and D. W. Fulker. 1970. Comparison of the biometrical genetical MAVA,andclassical ap-

proachesto the analysis of human behavior. Psychol. Bull. 73:311-349.

ence to some genetic model, some environ-

mental model, or some combination of both.

Urbach (1974), in a perceptive analysis of

this problem, has put forward the view that

the hereditarian-environmentalist debate is

not so much between competing theories but

between competing research programs, each

involving a series offalsifiable theoriesrelat-

ing to anomalies in the data that must be ex-

plained. He has further suggested that the

merit of a program must be gauged according

to whether it deals with anomalies in a pro-

gressive or degenerating manner. If the

“hard core” theory of a program is altered in

a way that not only deals with anomalies

but also makes new predictions, it can be

called progressive. If it deals with them

merely in an ad hoc way,it can be called de-

generating. By this criterion, Urbach has

concluded from a general survey of the data

on heritability of intelligence that the heredi-

tarian program has been,in fact, progressive,

and the environmental program, degenerat-

ing.

We would be hesitant to agree completely

with this conclusion. However, in general,it



does seem to be true that environmentalists
have primarily played the role ofcritics,
quick to point up flaws in the basic data or in
their analysis but usually unable to suggest
testable alternate explanations of such order
as the data possess. Onereasonforthisis that
whereas the genetic model may haveless
precision than is sometimes supposed, envi-
ronmental models have almost no precision at
all. Their central theme appearsto bethat, in
respect to intelligence, all individuals are
equipotential and that they will be similar or
dissimilar as the environments they occupy
are similar or dissimilar. However, no defi-
nition of “environment” is commonly put
forward except post hoc and then only in the
crudest terms. Thus Skodak and Skeels, for
example, having confirmed that foster par-
ents education and foster fathers’ occupa-
tional level apparently have nothing to do
with producing higher intelligence, invoke
the operation of a set of factors underlying
“the dynamic aspects” of the home, but
presently not measurable. Likewise, Skeel’s
attributes the gain in IQ in his experimental
group to “developmental stimulation and the
intensity of relationships between the chil-
dren and mother-surrogates.” The latter, it
will be recalled, were mentally retardedgirls.
One pair of Burt’s MZA twins, George and
Llewellyn, brought up, respectively, by the
widow of an Oxford don and by an elderly
couple on an isolated farm in North Wales,
were found to differ by 1 IQ point (136 and
137) (Conway, 1958). Kamin (1974), com-
menting on this seeming anomaly for the en-
vironmentalist model, suggests that, in fact,
the stimulation provided by “comfortable
farmers” should be equalto that provided by
“slender-pursed and unmaternal widows of
deceased dons.” This is possible, of course,
but somewhat counterintuitive, the more
especially so because Kamin neglects to men-
tion that George, unlike his twin, had a
brilliant career at school and obtaineda first-
class degree in modern languages (Conway,
1958). If two such environments are to be
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considered identical, we can only ask about
the specifications of those an environmental-
ist would considerdifferent.

Such examples as those just cited are by no
means atypical of the environmentalist pro-
gram. The term “environment” can mean
literally anything, andits definition can be al-
tered to fit the case. The basic unitofthe ge-
netic model, the gene, on the other hand,is
not simply a construct. Its chemical structure
is known, as are the rules governing its
transmission across generations. This permits
explanationsthat are not post hoc and predic-
tions of a precise sort. For these reasons, the
genetic model must be consideredto be, at
least provisionally, superior to the environ-
mentalist. We may only hopethat, in time,
investigators in this area will develop concep-
tualizations and measures of environmental
influence that are as precise and testable as
those relating to genetic determination.

SUMMARY

This chapter has examined views aboutin-
telligence and the waysin whichit is present-
ly tested. It is argued that although IQtests
are fallible, they are not as arbitrary and un-
reliable as is sometimes supposed.

Family, adoption, twin, and someancillary
data werecritically assessed. In ouropinion,
these suggest a substantial genetic determi-
nation of intelligence level in the populations
studied. However, since manyof the indi-
vidual studies surveyed have flaws of one
kind or another, it is doubtful that different
authorities will reach agreementin respect to
the problem in the near future.

Studies on creativity indicate very little, if
any, hereditary influences except insofar as
the measuresofit correlate with general in-
telligence.

In closing, we suggested that there is an
onus on environmentalists to develop com-
peting models thatfit the existing data as well
as or better than do genetic models. This
matter will be taken up in more detail in
Chapter 18.
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Personality and temperament

This chapter will summarize work relating

to the inheritance of personality and tem-

perament. As with the studyof intelligence,

data in this area have been accumulating rap-

idly, particularly during the last ten years,

and now cover a wide range of personality

dimensions. Before examining this material,

weshall discuss briefly the various meanings

of personality and temperament and attempt

to outline some of the major problems asso-

ciated with their genetic analysis.

Theories of personality have a long history

(Lindzey, Hall, and Manosevitz, 1973). All

through the ages people have asked the ques-

tion, “What am I?” But it was not until the

late nineteenth century that the problem

came to be attacked in an empirical man-

ner. Freud andhis followers were among the

first to open upthe field of inquiry, thoughit

should be emphasized that Galton played an

important role. Since this early work, a great

deal has been written on the subject, much

more, in fact, than can be summarized here.

The readeris referred to some of the large

numberof source books available on the sub-

ject. It is nonetheless pertinent, however, to

establish an orientation for this chapter by

exemplifying some of the kinds of behavioral

dimensions with which weshall deal. Per-

sonality tests range from measures of verbal

responses to Rorschach inkblots to measures

of tapping rates. Almost any reaction may be

looked on as reflecting some aspect of per-

sonality, insofar as it relates to the affective

or emotional responsivenessof an individual.

By “emotional” we refer not only to violent

changesor disturbances in behavior, butalso

to the relatively mild affective states involved

in likes or dislikes of particular objects or

events. Such states are not observed directly
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but are usually inferred from what a subject

does or says he doesin particular situations.

Thus the words given by a subject in a free-

association experiment, his verbal response

to a Thematic Apperception card, or the way

he answers a questionnaire mayall be re-

garded as relating to personality and tem-

perament.

Obviously, the domain of personality takes

in a lot of ground. It is for this reason that

many workers havefelt that the major task in

personality theory relates to developing a

sensible and manageable taxonomyofits fun-

damental aspects. This kind of endeavor has

had some success, as we shall see. How-

ever, there is still rather little agreement

among personality theorists as to which tax-

onomy, by somecriterion, is the best. In

fact, the disagreement is probably greater

than it is in respect to the domain ofintelli-

gence, though perhaps it is less emotional.

Wewill not attempt to take any particular

stand in this chapter but will merely deal

with the empirical evidence gathered with

methods commonly considered to measure

personality. From

a

strictly scientific point of

view, this may sound unsatisfactory. Never-

theless, it is also true that the topic is one of

great interest and is of central importance to

the clinician and perhaps also to the biol-

ogist. In a sense, it is through personality

that the intelligence of an individual inter-

faces with real-life situations. Indeed, as

many authorities have pointed out (Burt,

1959; Jencks, 1972), high intelligence byit-

self is no guarantee of success. Additional

characteristics are necessary as well, and

these have to do with personality variables.

In lower animals, certainly, it is not known to

what extent abstract intelligence relates to



survival and reproductive success. How-
ever, at least in some species, social ability
and temperament may be much more impor-
tant and hence subject to natural selection.
An interesting exposition of this point has
been put forward by the primatologist Jolly
(1966). We will return to it in a later chap-
ter. All that is necessary to emphasize at
this point is that personality variables may
have great significance for biological fitness
in humanbeings.
Another aspect of the domain of person-

ality that is of some special significance re-
lates to the great range of variables it in-
cludes. Some of these, for example, particu-
lar social or political attitudes, would seem,
on an a priori basis, to be almost certainly
determined by environment. Others, how-
ever, such as introversion-extraversion, may
quite likely, on the same basis, be heritable.
To examine patterns of similarity in family
groups in respect to such different charac-
ters may thus shed muchlight on the prob-
lem of cultural versus genetic transmission.
The latter has been articulated along math-
ematical lines by Cavalli-Sforza and Feld-
man (1973a,b) and by Morton (1974), but
data bearing onit have not been put forward
in any systematic way. Yet, as*we shall at-
tempt to show, information does exist that
may help us in specifying the difference be-
tween the two modesof transmission. As an
example, we may cite some data of Nichols
(1966) relating to personality resemblances
between members of MZ as against DZ twin
pairs. In respect to particular items on one
test, Objective Behavior Inventory, we find
the following:
Large zygosity differences

(i.e., high heritability)

Small zygosity differences
(i.e., low heritability)

Tooka laxative
Hitchhiked
Took voice lessons
Played table tennis
Rodein a sports car
Attended an orchestra

concert

Took cough syrup
Picked up a hitchhiker
Sang in a glee club
Played tennis
Rodein a car
Played in a concert

orchestra

From a similar personality test we find
other seeming anomalies. Thus, with the Cal-
ifornia Psychological Inventory (CPI):
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Small zygosity differences
(i.e., low heritability)

Large zygosity differences
(i.e., high heritability)

I dislike to have to talk In schoolI find it hard
in front of a group of to talk before the
people. class.

I admit I am a high- A windstorm terrifies
strung person. me.

Results like these may, of course, be quite
spurious and merely be the outcomeof tak-
ing seriously the results of “one-item tests,”
as it were. Since the reliability of any test is a
function of its length—thatis, the numberof
items making it up—it is clear that the re-
sponses of MZ and DZ twins to separate
single questions may not mean very much.
On the other hand, they may mean some-
thing and maybe valuable in formulating hy-
potheses aboutthe relation between environ-
mental experience and test taking in twins.
This, as we shall see later, is the position
taken by Nichols. We will also discuss other
such curious findings from other studies.
They may tell us a good deal more than
simply the difficulty of measuring person-
ality.

PEDIGREE AND FAMILY STUDIES

As with other traits in human beings, the
inheritance of personality has been studied
by four main methods: pedigrees, adopted
children, familial resemblances, and twin
similarities. We will deal with each ofthese,
as well as with someancillary data.

Pedigree data

Raw pedigree data of a nonquantitative
type have some general historical interest
but little scientific value. In his book, En-
glish Men of Science: Their Nature and Nur-
ture, Galton (1874) managed to obtainletters
from eminentscientists and their kin report-
ing on many characteristics that may be in-
cluded in the category of personality. Most
relevant here are energy, perseverance,
practical business habits, independence of
character, religious bias, truthfulness, and
taste for science. As we noted before, Galton
was inclined to place great weight on hered-
ity in the determination of eminence. In re-
spect to personality, his views were not dif-
ferent. Thus he regarded even a “taste for
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science’ as innate, though recognizing thatit

might be suppressed by the bias in society

against science. “A love of science might be

largely extendedby fostering and not thwart-

ing innate tendencies’ (Galton, 1874, p.

225). Of interest is that most of the person-

ality traits studied by Galton werelater stud-

ied by his successors, using more exact em-

pirical tests. The conclusions reached by

many of them weresubstantially the same,if

more moderate.
Following Galton, many more pedigree

studies of temperamentandpersonality have

been carried out. Reference has already been

made to the work of Gun (1930a,b) on he-

reditary traits in several royal family lineages.

For example, “efficiency” is described as be-

ing the key character of the Tudors, while

“tactless obstinacy” is attributed to the Stu-

arts. These and other data (Finlayson, 1916;

Davenport and Scudder, 1918; Gun, 1928)

appearto indicate transmission of somekind.

Whetherthis is genetic or cultural or, for that

matter, merely a reflection of the historical

biases of the writers is a problem that the

pedigree method cannotadequately solve. In

view ofits evident limitations we will not dis-

cuss pedigrees further.

Family correlations

More exact data are supplied by the fam-

ily-correlation method. A variety of tests

have been used, covering roughly three

areas: personality traits, attitudes, and inter-

ests. Work on the general area appears to

have commenced with Starch (1917). It has

continued sporadically up to the 1950s, but

not a great deal has been doneafter that time

with this method. Reviews of the early work

have been made by Schwesinger (1933),

Crook (1937), Roff (1950), and others (Sen

Gupta, 1941; Eysenck and Prell, 1951).

Personality tests. For the measurement of

personality and adjustment, one of the most

popular tests has been the Bernreuter Per-

sonality Inventory (Super, 1949; Anastasi,

1954). This test, though apparently quite re-

liable, is used much less today than prior to

1960. One reason for this lies in the fact that

it is not altogether certain what it predicts;

neither is it established that the responses

given to the 125 questions reflect anything

at all in the subjects’ real behavior (Anastasi,

1954). If we are content merely to measure

reliably the individual’s phenomenological
world, then, of course, these problems do

not matter a great deal. In anycase,it is of

some interest to consider the work done with

the Bernreuter. The test comprises scales to

measure neuroticism, introversion, domi-

nance, self-sufficiency, and solitariness. Not

all need be scored. Although these dimen-

sions are considered to be independent (on

a priori grounds), they are probably cor-

related. Flanagan (1935) suggested that they

were reducible to two factors: confidence and

sociability. In spite of this alleged fact, family

correlations turn out to be rather different for

the scales. Hoffeditz (1934) found that in a

sample of 100 fathers, 100 mothers, 111 sons,

and 145 daughters, the mean-parent X

mean-child correlations were as follows: neu-

roticism, 0.278; self-sufficiency, 0.2; and

dominance, 0.294. Of interest is that daugh-

ters correlated more highly with both par-

ents, particularly the mother, than did sons,

at least on the neuroticism and dominance

scales. However,all correlations for the indi-

vidual scales are low and mostly nonsignifi-

cant. Consequently, only the overall results

can be taken seriously. Crook and Thomas

(1934) also computed parent-child and sib-

ling correlations on the Bernreuter Scales.

On the whole, their data agreed well with

those of Hoffeditz for the same three scales

used. The highest correlations were between

sisters and between mothers and daughters.

The lowest was between father and son, fol-

lowed by brother and brother. The other

combinations—brother-sister, _mother-son,

and father-daughter—were intermediate.

However, again, all correlations were low

and probably mostly nonsignificant. There

did not appear to be any systematic differ-

ences between the three scales. Sward and

Friedman (1935), in a study of “Jewish tem-

perament, also obtained consistently low

correlations for the neuroticism scale of the

Bernreuter. Mother-child correlations again

tended to be higher than those between fa-
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Table 15-1. Family correlations (corrected for attenuation) for three of the
scales of the Bernreuter Personality Inventory*

  

   Numberofpairs
Brother-brother 50
Brother-sister 56
Sister-sister 51
Father-son 62
Father-daughter 64
Mother-son 68
Mother-daughter 73
Husband-wife 79

Neuroticism

Scales

Dominance     Self-sufficiency

 

0.25 0.09 —0.08
0.15 0.10 0.28
0.36 0.33 0.36
0.06 0.05 —0.03
0.24 0.26 0.39
0.32 0.22 0.20
0.62 0.43 | 0.13
0.07 —0.06 0.01

 

*From Crook, M. N. 1937. Intra-family relationships in personality test performance. Psychol. Rec. 1:479-502.

thers and offspring. Perhaps the most com-
plete study has been that of Crook (1937)
whose data for the three Bernreuter scales
are displayed in Table 15-1. Only correla-
tions corrected for attenuation are shown.
Since age was found notto relate to scores,
no correction for this variable was used. It
will be noted that, as before, all relationships
involving a female (mother-daughter, father-
daughter, mother-son) tend to be higher than
those involving males only. Since the coeffi-
cientsareall small, it is difficult to say wheth-
er this trend is significant. Nonetheless, the
fact that it appears in all of the four studies
cited is worthy of mention. As we shall show
shortly, similar trends have also been found
in more recent work.If actually valid, an in-
terpretation in terms of cultural rather than
genetic transmission would seem moreplau-
sible.

Mostearly tests like the Bernreuter have
been difficult to validate. Because ofthis, at-
tempts were later made to key items to some
empirical criteria. An outstanding example of
this procedure is afforded by the Minnesota
Multiphasic Personality Inventory (MMPI)
(Hathaway and Meehl, 1951; Dahlstrom and
Welsh, 1960). This was first developed to
measure basictraits associated with disabling
psychological abnormality. It consists of 550
affirmative statements, to which the subject
responds: “True,” “False,” or “Cannot say.
Two examples are “I do not tire quickly,”

and “I believe I am being plotted against.”
Scores in terms of ten scales are provided.
Eight of these are constituted by items that
were previously found to differentiate a spe-
cific clinical group and a normal control
group. Anotherscale was derived from items
on which males and females differed, and
another from items that correlated with an
independent test of introversion-extraver-
sion. Thus the ten scales are as follows:

1. Hs: Hypochondriasis
2. D: Depression

. Hy: Hysteria

Pd: Psychopathic deviate
Mf: Masculinity-femininity
Pa: Paranoia

Pt: Psychasthenia
Sc: Schizophrenia
Ma: Hypomania

Si: Social introversionS
O
M
N
A
A
W
R
W

1

Four so-called validity scales are also in-
volved. One assesses amount of uncertainty
of subjects, another gets at stereotypic re-
sponding,a third at carelessness in respond-
ing or possible malingering, and a fourth at-
tempts to measure faking, either in a “good”
or “bad”direction. Scores on the substantive
scales are assessed in light of the subject's
performance on the validity items.

Because of its wide popularity, the MMPI
has been used in a numberof behavior ge-
netic studies, especially with twins. Two ex-
amined familial correlations. Thus Gjerde
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(1949), using nine of the test scales, reported

the four types of parent-offspring correla-

tions that turned out to be uniformly low and

nonsignificant. This may have been because

the author worked with a highly selected

group ofchildren drawn from the Laboratory

School of the University of Chicago. Hill and

Hill (1973a,b) later repeated the studystart-

ing from a more representative group of sub-

jects. They also corrected for age differences

by using parents and children who had been

tested at approximately the same ages. This,

and other constraints they imposed, reduced

their sample size from several thousand

down to 28 mothers, 28 fathers, and 28 chil-

dren. Only one single family correlation

turned out to be significant. Since sixty were

computed,it is doubtful if much weight can

be given to this single positive result. The

authors wenton to give heritability estimates

based on both random andassortative mating

models. Again, these are uniformly low and

probably nonsignificant. The statistical data

were further checked by three clinical psy-

chologists who assessed, in an overall way,

the general resemblances of parents and off-

spring for MMPIprofiles. These judgments

confirmed the lack of significant scale-by-

scale correlations.

It is clear that the results of the study are

unremarkable except in a negative way. It is

somewhat counterintuitive to find that par-

ents and children do not resemble each other

at all in respect to what are commonly

thought of as basic personality dimensions.

This posesless of a problem for genetic than

for environmental models. Furthermore, the

results of Hill and Hill disagree rather sharp-

ly with those obtained by several investiga-

tors using twins. They also appear to be dis-

crepant with the MAVA data of Cattell,

Stice, and Kristy (1957), emphasizing the

importance of within-family as opposed to

between-family influences on personality. It

may well be, of course, that the Hill and Hill

findings are spurious and result merely from

their use of highly selected and homoge-

neous samples.

A personality dimension considered by

many to be of great importance and measur-

able by a number of tests (including the

MMPI)is introversion-extraversion. This was

given great theoretical emphasis originally

by Jung on the basis of clinical observation,

and later by Eysenck (Eysenck, 1971), who,

with his students and colleagues in London,

has produced a massive amountof empirical

and theoretical work on it. Most of the be-

havior genetic studies have used twins; how-

ever, there are a few family studies, of which

we will discuss two.

The first of these was done by Coppen,

Cowie, and Slater (1965). They used the

Maudsley Personality Inventory (MPI), a test

purporting to measure two aspects of per-

sonality: neuroticism (N), defined as “the

general emotional lability of a person, his

emotional over-responsiveness and his lia-

bility to neurotic breakdown understress’,

and extraversion (E) defined as “outgoing so-

cial proclivities.” Validity and reliability of

the test are discussed by Coppen, Cowie and

Slater (1965). The test was administered to

924 patients at the Belmont Hospital and to

735 ofthe first-degree relatives of these. Cor-

relations were computed between the pa-

tients and relatives as well as within groups

of relatives of the patient as proband. Several

findings of interest emerged.

1. There wasa striking difference between

correlations for families of male and female

patients. Thus the families of male patients

showed significant correlations, on the aver-

age, both for N and for E scores, whereas

the families of female patients did not. This

difference was largely accounted for by the

resemblance ofall relatives of the patient to

the mother but not to the father. These re-

sults are shown in Table 15-2.

2. Relatives ofall patients tended to score

about the same on extraversion. However,

they showed less neuroticism on the MPI

than a standard normal level. Coppenetal.

suggest that this may be due to a “defensive

reaction to having a close relative in hospi-

tal.” Hence they may havefalsified their re-

sponses to give a stronger impression of nor-

mality.
3, Statistically significant assortative mat-

ing for neuroticism occurred among parents
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Table 15-2. Correlations for neuroticism (N) and extraversion (E) within families
of male and female patients*

  

 

Average family r 0.187t
Average r betweenall family 0.322
members and mother

Average r betweenall family —0.027
members and father

Male patients Female patients Male patients

  

  
  

Female patients

0.043 0.236 0.081
0.059 0.336 0.089

0.057 0.083 0.155

 

“From Coppen, A., V. Cowie, and E. Slater. 1965. Familial aspects of “neuroticism” and “extraversion.” Br. J. Psy-
chiatry 111:70-83.
tp < 0.01.

of male patients but not of female patients.
In neither group was there assortative mat-
ing for extraversion.

Thefirst of these three conclusionsis per-
haps the most interesting. No obvious ge-
netic explanation presentsitself. The authors
suggest that an environmental explanation is
more meaningful; in particular, they put for-
ward the view that there is “something spe-
cial about the affective relationship between
the mother of a male neurotic and her chil-
dren, such as does not obtain between the
mother of a female neurotic and her chil-
dren.” Specifically, they hypothesize that
some males who have “over-influential”
mothers fail to make an appropriate trans-
fer, after age 10, from the motherto the fa-
ther as a model. This effect apparently does
not hold in the case offemales with overinflu-
ential fathers. This is an interesting explana-
tion but may be oversimplified. If we take
particular correlations at face value (ignoring
their significance levels), we find that for
both N and E thefather-sonrelationshipsare
stronger than the father-daughter relation-
ships. However, for N, the mother-son is
higher than the mother-daughtercorrelation,
but the reverse holds for E. If these relation-
ships are real, they would require some
rather complex explanations in terms of fam-
ily dynamics. The chances are probably
good, however, that they are not real. Some
indication of this is afforded by another
larger-scale study carried out by Insel (1974).

Insel used a sample of 98 families consist-

ing of 589 subjects representing three gener-
ations. These were drawn mainly from mid-
dle and lower middle classes in the greater
London area. Grandparents’ ages ranged
from 49 to 94, parents’ from 32 to 59, and
children’s from 9 to 32. All subjects were
given Eysenck and Eysenck’s (1969) Psy-
choticism-Neuroticism-Extraversion (PEN)
Inventory and Junior Personality Inventory.
In addition, two attitude tests of conserva-
tism were also administered. Since the re-
sults are complex, we have summarized only
the statistically significant correlations in
order of magnitude, as shown in Table 15-3.
It is difficult to make sense of the complete
arrays of correlations. However, from the ta-
ble several points of interest seem to
emerge. First, there appears to be

a

fairly
strong maternal effect for all three of the
PEN variables. In no case does the male of
one generation appear to exert a significant
influence on a relative in the two succeed-
ing generations. Second, at least in the case
of the variables E and N, one mightinferthat
the mother’s influence on her daughter and
her son generates a significant correlation
between them. Third, one curious exception
to the maternal effect is given by the nega-
tive correlation (—0.334) between paternal
grandmother and father for neuroticism.
Insel does not attempt to explain this, and it
may well be spurious. Curiously enough, the
highest ofall the correlations reported is be-
tween paternal grandmother and father for
psychoticism. Fourth, what has been stated
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Table 15-3. Statistically significant correlations for different family relationships

on three personality dimensions and

a

social attitude scale*

    
  

  

[nn

|

Sr

|
an|S

|
nnRelationt lation Relation lation Relation lation Relation

PGM xX F 0.701 MxD

__

0.521 M x D 0.498 MGF x MGM 0.663

MxS 0.594 MxsS 0.353 MGM xM 0.452 M x D 0.658

MGF xX MGM

_

0.359 Dxs 0.265 DxsS 0.344 M x F 0.657

DxsS 0.354 MxsS 0.343 FxS 0.603

MGM x M 0.2874 MGM x D 0.295 MxS 0.597

MGM xS&S 0.279 PGM x F —0.334 PGF x PGM 0.594

MGM x M 0.587

PGF x F 0.516

F xD 0.435

DxsS 0.422

PGM xS& 0.388

MGF x D 0.387

MGF x PGF 0.381

MGF x S 0.376

PGM x MGM 0.364

PGF xX F 0.353

MGF x M 0.338

MGM xX F 0.323

I

«Based on data from Insel, P. 1974. Maternaleffects in personality. Behav. Genet. 4:133-144.

+PG, paternal grand-; MG, maternal grand-; F, father; M, mother; D, daughter; S, son.

tp > 0.05.

previously does not seem to apply at all in

the case of the social attitude scale. In re-

spect to this, the male line appearsto playas

significant a role as the female, though a

slightly less influential one. Furthermore,

the whole network of relationshipsis clearly

more salient for conservatism, as repre-

sented by seventeen significant family corre-

lations as against about six for P and E and

three for N. It may well be that we are see-

ing here the operation of purely environ-

mental factors and, in the case of P, E, and

N, the outcome of some kind of complex

gene-environment covariations or interac-

tions. The data do not permit any conclu-

sions as to this possibility. However, one

point seems important: the strong maternal

effect in respectto variables that might seem,

on a priori grounds, to have some genetic

components. This agrees with the results of

studies using the Bernreuterscale, reviewed

previously. Coordinately, Insel’s data show a

lack of strong maternal effect in respect to

data from tests measuring dimensions that

could hardly be other than environmentalin

etiology. Thus whatever else Insel’s study

may show,it is one that must give us some

food for thought. We will now discuss briefly

some of the work donespecifically on social

attitudes and interests. Most of this predates

Insel’s study by several decades and is per-

haps mainly of historical interest. How-

ever, we consider it here to emphasize the

point that behavior genetics must deal not

only with traits whose transmission over gen-

erations follows a Mendelian pattern, but

also with the transmission of traits through a

cultural mode.

Attitudes and interests. Most of the early

work done on attitudes and interests shows

much the kind of family uniformity found by

Insel for social conservatism. Kulp and Da-

vidson (1933), for example, found sibling cor-

relations for social attitudes ranging from



Table 15-4. Family correlations for
several attitude scales*
  

Attitude to

Communism

Parent-child 0.63 0.44 0.56
Sibling 0.60 0.37 0.48
Father-son 0.59 0.40 0.40
Mother-son 0.57 0.44 0.61
Father-daughter 0.64 0.44 0.62
Mother-daughter 0.71 0.46 0.51
Father-mother 0.76 0.43 0.58

 

*From Newcomb,F., and G. Svehla. 1937. Intra-family
relationships in attitude. Sociometry 1:180-205.

0.29 to 0.6, with a mean of 0.4. Kirkpatrick
and Stone (1935) foundforreligiousattitudes
the following correlations: mother-daughter,
0.53, and father-son, 0.33. Children tended
to be moresimilar in general to the mother
than to the father. This tendency was found
again by Kirkpatrick (1936), using an atti-
tude-to-feminism scale, although all correla-
tions were somewhatlowerforreligious atti-
tudes. Curiously enough, the author found
that greater intimacy between a parent and
a child actually tended to lower the correla-
tion between them for the attitude-to-
feminism scale. Correlations between moth-
ers and children of 0.4 as opposed to father-
children correlations of less than 0.3 have
also been reported by Peterson (1936) using
the Purdue Attitude Scales. Newcomb and
Svehla (1937), with the Thurstone scales for
attitudes to the church, to war, and to Com-
munism, obtained correlations of a fairly
large order of magnitude. These data are
shown in Table 15-4. Again, this is clear evi-
dence for the cultural transmission ofatti-
tudes, although the specific pattern is not at
all clear. One interesting aspect of these data
is the fairly strong degree of assortative mat-
ing for the three attitudes. Given this degree
of parental solidarity, it is perhaps no sur-
prise that children come to think the same
way.

Several studies have been done on family
resemblances in interest patterns. Forster
(1931) used twenty-five scales given to 122
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father-son pairs. The median correlation
turned out to be 0.35, with a range of 0 to
0.49. The highest correlations were obtained
on the scales for farmer, advertiser, real-
estate salesman, physicist, chemist, and
YMCAsecretary. Those for personnel mana-
ger, accountant,artist, and city school super-
intendent yielded the lowest coefficients.
Another study by Strong (1943) obtained a
range of correlations similar to that of For-
sters: 0.11 to 0.48, with an average of 0.29
for eleven vocational interest scales. As we
shall see later, there is little concordance be-
tween the results of these two studies and
analogous ones using the twin method.

ADOPTION STUDIES

In several of the adoption studies reviewed
in Chapter 14, some data were gathered on
some aspects of personality as well as intelli-
gence. Thus Freeman, Holzinger, and
Mitchell (1928) located 32 cases out of the
401 in their Home(or fostered) group who
had serious behavior problems. The latter
ranged from disobedience and stealing to
masturbation and property destruction.
Their mean IQ was 89. The ratings of the
homes into which they had been adopted
were notsignificantly below average. How-
ever, Freeman et al. found that 72% of the
32 had “morally defective” true parents.
Some examples (condensed) are as follows:

Child

1. Girl, IQ 86, steals,
lies, defiant of au-
thority, stubborn,
boisterous.

Parent

1. Father a dayla-
borer, worthless,

deserted his family:

mother is weak in
mind and body.

2. Father deserted his 2. Girl, IQ 96, steals
family; mother of money, deceitful,
bad reputation; ac- destructive of prop-
complice in a rob- erty, mean-spirited,
bery; poor house- unreliable.
keeper.

3. Father in jail for
bootlegging; one-
half Indian; mother
immoral; home
dirty; general moral
tone of home bad.

3. Girl, IQ 71, steals,

lies, masturbates,

walks streets, un-
manageable.

The authors emphasize that not all chil-
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dren with “morally defective” parents had

behavior problems. However, they con-

cluded that at least in the case of the group

of 32, “heredity played some part in [their]

behavior” (p. 207). Freeman, Holzinger, and

Mitchell, curiously, seem rather less cau-

tious about genes underlying immorality

than about genes underlying intelligence.

Burks (1928) also examinedthe personality

traits of her foster and control groups. Three

traits were chosen as reliable from a larger

list: cheerfulness and optimism, sympathy

and tenderness, and  conscientiousness.

These were correlated in the two groups with

midparental rating by field visitors on “kind-

liness,” “sympathy,” and “tact.” In neither

group was any of the three correlations sig-

nificant. The Woodworth-Cady questionnaire

—a test of 85 items designed to sift out psy-

chotic tendencies and emotional instability

—was also administered to some of the chil-

dren and correlated with a numberof home

variables, including parental kindliness and

culture index. Only one correlation ap-

proached statistical significance, that be-

tween emotional stability and high score of

the home on the Whittier index for the con-

trol group. Since this is only one correlation

out of eleven, it probably does not reflect

anything of importance. Thus Burks con-

cluded that environmentwas “possibly much

more potent” in determination of personality

than of intelligence.

The third major adoption study by Leahy

(1935) also involved a test of emotionalsta-

bility, the Woodworth-Matthews, given to

control and adopted children. Scores were

correlated with midparent Otis, midparent

vocabulary, cultural index of home, child

training index of home, and occupation of

father. Although the pattern of correlations

was similar between groups, all of them were

low (highest 0.18) and probably nonsignifi-

cant. The test scores bore no relation in

either group to occupational status of the

home.

TWIN STUDIES

Pairs reared together

At least some of the ambiguities in the data

obtained by the methods just described are

somewhat reduced in the twin studies of per-

sonality inheritance. Wewill first briefly re-

view some of the work donein the 1930s and

1940s. This has involved a wide variety of

tests of varying reliabilities and validities.

Manyof the studies are inconclusive and

often contradictory. For a fuller account, the

reader is referred to Fuller and Thompson,

1960.

Miscellaneous tests. Mainly three types of

study have beencarriedout: those usingself-

report inventories, those using performance

tests, and those using so-called projective

tests. In the first category, the Bernreuter

has been used in several studies. Carter

(1933, 1935), in two experiments, tested 133

pairs of twins, 55 MZ and 78 DZpairs. His

results for the six scales of the test are shown

in Table 15-5. Without exception, MZ pairs

showed greater similarity than did DZ pairs.

The effect was largely independent ofage.

However, like-sexed DZ pairs showed much

greater similarity than unlike-sexed pairs.

Raw intraclass correlations are shown in the

table. If corrected for range and attenuation,

these rise somewhat in magnitude. The MZ

correlation for dominance, for example, goes

up to 0.86. The like-sexed DZ coefficient

rises to 0.38. Estimates of heritability were

not computed by Carter. However, with the

formula 2(ryy, — py) (like-sexed DZ only),

these would range from 0.2 for introversion

to 0.88 for self-sufficiency. The very low fig-

ure for introversion is somewhat surprising,

since in the majority of ensuing studies heri-

tability of this dimension has been estimated

as a good deal higher.

A partial replication of Carter's study by

Portenier (1939) yielded rather different

overall results. He compared 12 pairs of sibs

with 12 pairs of twins, of whom, however,

only 2 pairs were monozygotic. His data indi-

cated that, on five of the six scales, sibs were

more alike than twins. However, Porteniers

sample size was very small, and, in fact, only

two of the twelve correlations reported were

statistically significant. Consequently, not

much weight can be accorded to his data.

Muchthe same holds true for additional data

he reported using the Maller Character

Sketches Test, the Allport Ascendance-Sub-



Table 15-5. Twin similarities on scales of the Bernreuter Personality Inventory*
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Scale

Number Self- Intro- Domi- Self-
of pairs Neuroticism sufficiency version nance confidence

MZ oO 0.63 0.44 0.50 0.71 0.58 0.57
DZ

Like sex 44 0.32 —0.14 0.40 0.34 0.20 0.43
Unlike sex 34 0.18 0.12 0.18 —0.18 0.07 0.30

 

*From Carter, H. D. 1935. Twin similarities in emotional traits. Char. Pers. 4:61-78.

mission Scale, and the Meier-Seashore Art
Judgment Scale. One possibly exceptional
result was obtained on the Strong Mascu-
linity-Femininity Scale. Twins correlated
0.92, siblings, 0.67. These figures accord
somewhat with some more recent studies.
One point of general interest perhapsarises
from Portenier’s work. This is that being the
same age, genetically related, and living to-
gether does not necessarily make individuals
alike, even in respect to characters that
would seem to befairly plastic.
Newman, Freeman, and Holzinger (1937)

examined the heritability of emotional ad-
justment as measured by the Woodworth-
Matthewstest. They found only a small dif.
ference between MZT and DZT pairs,
yielding a heritability estimate of 0.3 of only
borderline significance.
A popularearly performancetest designed

to measure personality in a more objective
way was the Will-Temperament Test of
Downey. The test emerged from

a

series of
studies on handwriting and muscle record-
ing andis based on the theory that tempera-
ment depends on two fundamental factors:
(1) the amountof “nervous energy”an indi-
vidual has and (2) the pattern of discharge,
direct or indirect, of such energy. The scale
thus attempts to measure three groups of
traits: (1) speed and fluidity of reaction,
(2) forcefulness and decisiveness of action,
and (3) carefulness and persistence of reac-
tion. Each of these is measured by a number
of simple tests (Freeman, 1926). Although at
the time it appeared, the test appeared to
have promise (being fairly objective and de-
rived from at least some kind of theory) it

had poorreliability and validity and is now
out of use. Nevertheless, in our view, some
of the concepts and methodsinvolved in the
test sound surprisingly modern, and it would
not seem too difficult to devise somesimilar
test directly related to contemporary theories
of stress and informational load. However,
the few studies that have explored the heri-
table basis of temperament as measured by
the Downeytest have not found evidence for
the operation of genetic factors (Newman,
Freeman, and Holzinger 1937; Tarcsay,
1939).

In this connection, it is worth noting that
there is an extensive older literature on the
inheritance of the various components of
handwriting, a behavior featuring important-
ly in the Downeytest. At this time, no defi-
nite conclusionscan bestated. It is clear that
results must dependin large measure on the
particular handwriting dimensions being
studied. Thus Carmena (1935) and Miguel
(1935) stressed genetic factors in the “pres-
sure component, though von Bracken
(1940) disagreed and favored the inheritance
of speed. Writing angle was emphasized by
Hermann (1939) and Nicolay (1939). Vanden-
berg (1966a), in surveying someofthis litera-
ture, concluded that there was a general
trend in the data supporting some degree of
heritability of handwriting.
The problem of speed or tempoofreaction

is an interesting one and was studied more
specifically by a number of early investi-
gators. Frischeisen-Kohler (1933a,b) con-
cluded that it was definitely conditioned by
genetic factors. Tests included tapping with
finger, foot, and handat a rate “most agree-
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able to the subject,” and, second, choosing a

preferred metronome speed. MZ twins were

more alike than DZ pairs, whose members

deviated from each other about the sameas

sibs. Unrelated pairs were most different.

Other familial resemblance data supported

the twin results. If both parents were

“quick,” 4% of the children were rated as

“slow,” 56% as “quick,” and 40% as “mod-

erate.” If both parents were “slow,” 71% of

the children were also “slow,” none “quick,”

and 29% “moderate.” With both “moderate,”

17% of the children were “slow,” 17%

“quick,” and 66% “moderate.” Frischeisen-

Kohler concluded that this was strong evi-

dence for hereditary transmission and sug-

gested a simple genetic model involving two

series of multiple alleles, with dominance of

a gene or genesfor “quick” tempo.

Indirect confirmation of these results was

attempted several years later by Newman,

Freeman, and Holzinger (1937). Their proce-

dure involved only measures of maximal

rather than “agreeable” tapping rate. Hence

their scores may havereflected physiological

capacity rather than temperament. Mean

intrapair difference in tapping rate for 50 MZ

pairs was 19.3 (r = 0.814) and for 51 DZ

pairs, 29 (r = 0.689). However, the differ-

ence between these values was notstatis-

tically significant.

Along similar lines, but at the verbal

rather than at the motor level, Carter (1939)

found, for speed of wordassociation, correla-

tions of 0.53 for MZ and 0.44 for DZ twins.

Sorensen and Carter (1940) subsequently ob-

tained corrected correlations of 0.52 for 38

MZpairs and 0.3 for 34 DZ pairs. Cattell and

Malteno (1940), studying associational flu-

ency, obtained similar results. Needless to

say, although such results are in the right

direction for a genetic hypothesis, the herita-

bility estimates that emerge are quite low

and would probably be nonsignificant.

Somewhatrelated to the traits of tempo

and association fluency is perseveration. This

refers to the tendencyfor individuals to con-

tinue in some repetitive performance. Usu-

ally, simple motor tasks are used such as

writing letters or numbers in a prescribed

order that is changed from time to time by

the experimenter. Perseverative tendencies

are usually measured by the degree to which

a preceding task interferes with a subsequent

one. Thegreaterthe lag in shifting, the high-

er the perseveration score. The two studies

that have examinedthis trait in MZ and DZ

twins have, however, obtained directly con-

tradictory results (Yule, 1935; Cattell and

Malteno, 1940).

The final aspect of personality studied by

early behavior geneticists is that assessed by

projective tests. The latter involve some in-

determinate stimulus, such as a picture or an

inkblot, which subjects are asked to de-

scribe. The assumption is that they will pro-

ject their own personality dispositions into

their descriptions. Various elaborate scoring

systems are used for assessing the latter.

The most popular projective test has been

the Rorschach Inkblot Test, which is still

used fairly widely by clinicians more than

fifty years since its initial development. A

number of studies have explored the possi-

bility of Rorschach dimensions being heri-

table. However, on the whole, the data are

quite ambiguous and certainly offer no real

support for a genetic hypothesis. Much the

same applies in the case of studies using

another projective test, the Szondi test, in

which a proclivity to a certain form of mental

disorder is supposedly indexedbythe prefer-

ence a subject has for a picture of a patient

with that disorder. Primary referencestothis

literature may be found in Fuller and

Thompson (1960) and Vandenberg (1966a).

It will be clear from the preceding dis-

cussion that the early twin work on person-

ality yielded information of very limited

value. Especially during the 1950s, however,

there occurred some important advances in

personality test construction and theory, par-

ticularly in respect to the methods of factor

analysis. These advances generated a large

numberof sophisticated and elaborate twin

studies that we will now consider. The

reader is warned in advance, however, that

the degree of ambiguity has not been much

reduced. For the most part, the studies car-

ried out have focused on a relatively small



number of well-standardized tests. We will
center our discussion around these.

Cattell’s personality factors. One of the
most prolific workers in the area of person-
ality study has been Cattell. He has used
three types of assessments to locate and
identify basic dimensions of personality:
(1) life-record behavior in situ (L data),
(2) questionnaire responses (Q data), and
(3) objective test behavior (T data). To indi-
cate the scope of his work, it may be noted
that for T data alone, he and colleagues have
developed well over 2,000 separate tests
(Cattell and Warburton, 1967). From correla-
tions both within and between the three
kinds of data, Cattell has developed “puri-
fied” measures that assess most directly the
basic factors. He and others have used these
instruments to study the inheritance of per-
sonality. We will attempt to summarize the
results of four major studies. Although they
involved somewhat different measures and
samples of slightly different ages, all dealt
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with all or some of the sixteen personality
factors derived from Q data. A summary of
these factors is supplied in Table 15-6. The
descriptions of each are taken from a number
ofauthors (Cattell, Blewett, and Beloff, 1955:
Gottesman, 1963; Canter, 1973). Table 15-7
presents F and h? values obtainedin the four
studies referred to previously. Values of h?
were calculated by the equation

2  _ a2
h2 ODz OMz

— 2
Opz

or

h2 = Ty ~~ Ypz

] — Tpy

It is clear that the results of the four stud-
ies do not yield any very coherentclues as to
what dimensionsofpersonality are heritable.
Out of 52 F values, we find only 14 signifi-
cant; of 52 h? estimates, only 5 are above 0.5.
Even factor B, general intelligence, shows
moderate predominance of environmental

Table 15-6. Cattell’s personality factors derived from questionnaire data”

Description of trait measured

Stiff, aloof, reserved, schizothymic
Mental defect
Neurotic

Phlegmatic
Submissive
Sober, serious, desurgency

Shy, sensitive, schizothymic

~
T
O
A
R
O
A
N
D
D
>

J Liking group action, energetic
conformity

K Socialized, trained mind
L Suspicious, paranoid
M Unimaginative
N Naive, gullible
O Confident, adequacy, placidness
Ql Radical
Q2 Group dependent
O3 Uncontrolled, lax
O4 Relaxed, composed

Casual, undependable, expedient

Tough minded, realistic, poised

High score

Warm,sociable, cyclothymic
Intelligent
Stable, ego strength
Excitable, impatient
Assertive, dominant

Enthusiasm, surgency
Superego strength
Adventurous, cyclothymic
Tender minded,sensitive, emo-

tional

Individualistic, quiet eccentricity

Boorish, rejecting of education
Trusting

Imaginative

Shrewd
Guilt proneness
Conservative
Self-sufficient
Controlled, willpower
Tense, excitable, somatic anxietyeen

eeeeS

“Tests are available for different age levels and comein different versions. Some do not involve all factors listed above.
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Table 15-7. Summary of F and h? values obtained for Cattell’s factors by four

different investigators*

  
  

Cattell, Blewett,

and Beloff (1955) (1962)

A 1.08 0.08 1.30
B 1.91§ 0.47
C 1.60§ 0.37 3.208
D 1.35 0.26 0.93
E 0.90 0 0.97
F 1.47 0.32 1.45
G
H 1.34 0.26 0.93
I 1.47 0.32 0.97
J 1.57§ 0.36 1.54
K 1.39 0.28 1.06
L
M
N
O
Ql
Q2
Q3 1.08 0.07 1.87§
Q4 1.566 0.36 2.08§

N
MZ 104 45
DZ 30 37

  

Vandenberg

:

 

  
Gottesman

(1963)

0.06

0.23 La. 0.10 1.02 0.02
1.05 0.05 1.846 0.46

0.69 1.03 0.03 1.03 0.02
0.62 0
1.44 0.31 1.10 0.10

0.31 2.298 0.56 0.98 0
0.77 0

1.62 0.38 1.48 0.38
1.07 0.06 2.898 0.66

0.35 1.41 0.29

1.746 0.43
1.47 0.33
0.84 0

1.85§ 0.46 1.896 0.47
0.89 0

2.286 0.56 1.26 0.21
0.47 1.53 0.12 0.80 0
0.52 0.53 0.06 0.77 0

34 39
35 44

ae

«Based on data from Gottesman,I. I. 1963. Heritability of personality: a demonstration. Psychol. Monogr. 77:1-21;

Vandenberg, S. G. 1966. Contributionsof twin research to psychology. Psychol. Bull. 66:327-352; and Canter,S. 1973.

Personality traits in twins. In Canter, S., ed. Personality differences and biological variations: a study of twins. Per-

gamon Press Ltd., London.

th? estimates based on raw variances and calculated by Vandenberg (1966a).

th? estimates based on intraclass correlations and calculated by Thompson.

§Statistically significant F ratios.

contribution in two studies and almost com-

plete environmental determination in the

third study. Other notable features we may

mention are the following:

1. There occur somesex differences within

the studies in respect to heritabilities. How-

ever, these are inconsistent and impossible

to interpret.

2. In one study (Canter, 1973) it was possi-

ble to divide the twin sample (MZ and DZ)

into pairs separated more than five years or

less than five years. In the case of MZ pairs,

those longer separated show significant intra-

class correlationsfor five factors; those sepa-

rated for shorter times, significant correla-

tions for nine factors. The corresponding

figures for DZ twins are zero and two, re-

spectively.

3. In the same study, three second-order

factors were derived from the correlations

betweenthe first-order factors, neuroticism,

anxiety, and extraversion. F values were

computed separately for these. None was

statistically significant, however.

4. Three of the samples were drawn from

U.S. populations, one from Scotland. How-

ever, there does not appear to be any more

consistency within the U.S. samples than be-



tween any of these and the Scottish sample.
5. Cattell, Blewett, and Beloff’s study rep-

resented an illustration of how Cattell’s
MAVAtechnique (Chapter 12) could be ap-
plied to the study of personality. Conse-
quently, he used, in addition to twins,
samples of sibs reared together, unrelated
individuals reared together, and unrelated
reared apart (i.e., the general population).
Forall twelve factors, there was a linear in-
crease in variance as genotypic similarity and
communality of environment decreased. Be-
cause of problems of unreliability of G,, G,,
E,, and E,, Cattell et al. were not able to
shed muchlight on the relative contribution
of these components, separately or in inter-
action, to the total variance of each factor.
The preceding results relied on question-

naire data. In a second study, Cattell, Stice,
and Kristy (1957) attempted to examine the
heritability of ten factors derived from “ob-
jective test data” (T data). These factors do
not necessarily match the factors previously
described, though it is assumed that they
might bear somerelationship to each other.
The namesofeachofthefactors are indicated
in Table 15-8. Each is measured by three or
four short tests. The specifics of the latter
take some effort in tracking down, since in
Cattell’s program tests and factor names ap-
pear to change somewhat over the years.
However, an example can be given as fol-
lows (Cattell and Warburton, 1967):

Universal Index No. 22: corticalertia

Definedas “speedin basic, simple, nervousre-
sponses resembling hyperthyroidism . . .,” this
index predicts “pilot success.”

Measures

1. Ideomotor speed
a. Fast psychomotor speed on simple tasks

(M.I. 6): for example, S is shown a sequence
of letters and instructed to write an X under
every P and a Z underevery A; speedis
stressed.

2. High ratio speed to accuracy in open-pencil
mazes (M.I. 120): for example, $ must trace a
pencil through a simple line maze without
touching or crossing the sides; time limit of 15
seconds; errors scored for touching or crossing
sides or breaks in the tracing.
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MAVAwasagain used, samples consisting
of MZ and DZtwins,sibs together and apart,
unrelated together, and a group representing
the general population. Reliabilities (cor-
rected for test length) for the ten factors
ranged between 0.1 and 0.77, with the ma-
jority falling below 0.4. Results for the MZ
and DZ twins only are shown in Table 15-8.
Three of the ten F values are significant,
with heritabilities of 0.67, 0.47, and 0.45.

Table 15-9 shows complete results from
the MAVAapplied to each factor. The cor-
relational and variance terms are not abso-
lutely derived but are the estimates that
seemedtoyield the greatest degree of “inter-
nal consistency.” Four consistency principles
were explicitly stated by Cattell et al., and
sets of MAVA equations chosenthat best sat-
isfied them. Other such choices must be
made, based mainly on inspection rather
than definite statistical criteria. These am-
biguities somewhat weaken the force of con-
clusions drawn from the databy the authors,
but let us look at them.

Table 15-8. F and h? values for ten
personality factors as measured by
objective tests*
eee

Universal Index number

and name F h?
OO

16. Assertiveness 1.10 0.04
17. Inhibition 1.34 0.26
19. Critical practicality 0.51 0
20. Comention (gregariousness) 0.88 0
21. Exuberance 2.77+ 0.64
22. Corticalertia (see text) 1.88¢ 0.47
23. Neural reserve vs. neuroticism 1.82+ 0.45
26. Self-sentiment control 1.04 0.04
28. Asthenia 0.82 0
29. Immediate overresponsiveness 1.04 0.04

N
MZ 104 pairs
DZ 30 pairs
eee
*From Vandenberg, S. G. 1966. Contributions of twin
research to psychology. Psychol. Bull. 66:327-352: based
on data from Cattell, R. B., G. F. Stice, and N. F.
Kristy. 1957. A first approximation to nature-nurture ra-
tios for eleven primary personality factors in objective
tests. J. Abnorm. Soc. Psychol. 54:143-159.
tStatistically significant F values.
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Table 15-9. Within and between genetic and environmental variances for ten

personality factors*
  

 

   

  
   

Components

of

variance

Personality factors

Ybebh —t —0.51 —0.28 —0.53 0.23 -0.8 —-0.56 -0.98 -0.91 —t

rwewh —0.85 0.10 -—0.20 —0.60 -—0.10 0.5 —0.50 -0.60 —0.30 0.50

O xe 10.50 2.60 1.30 16.70 5.20 3.8 2.20 2.20 2.60 3.10

Orvn 0.06 1.80 1.10 24.00 3.10 1.2 1.60 1.20 1.10 0.50

The 3.20 3.20 1.60 4.60 0.40 2.3 5.80 3.10 3.70 3.40

Caan 0 1.00 0.50 21.10 2.40 0.9 1.00 0.60 0.71 0)

 

«Modified from Cattell, R. B., G. F. Stice, and N. F. Kristy. 1957. A first approximation to nature-nurtureratios for

eleven primary personality factors in objective tests. J. Abnorm. Soc. Psychol. 54:143-159. Copyright 1957 by the

American Psychological Association. Reprinted by permission.

+No solution.

In the first place, out of ten personality

factors, four (16, 20, 21, and 22) show within-

family environmental variances decidedly

higher than between-family components.

The remaining six factors show the opposite,

although it is doubtful if they are, in fact,

significantly different. In the case of No. 16,

assertiveness, both hereditary variances are

of negligible size. The same applies, perhaps

surprisingly, to No. 22, corticalertia. For the

other two, No. 20 (comention) and No. 21

(exuberance), hereditary influences are of

comparable magnitude to environmental.

Thus the authors’ conclusion that their re-

sults favor the importance of within-family

rather than between-family happenings is

perhapsoverly strong.

Second, it may be seen from Table 15-9

that out of the eighteen correlational terms

shown, fourteen are negative, ranging from

—0.1 up to —0.98. Cattell et al. educe from

this a “law of coercion to the biocultural

mean.” By this they mean that hereditary de-

viants for any personality trait are con-

strained by environmental influence toward

more socially acceptable moderate behavior.

If we examine the nature of the traits show-

ing the highest rpepn values (No. 26 and 28),

this has some plausibility. Thus No. 26, self-

sentiment control, is described as being “as-

sociated with strength of will and self-ex-

amination . . . it appears the most important

factor in determining school achievement.”

Likewise, No. 28, asthenia, “combinessocia-

bility and emotionality with some evasive-

ness of reality. It has complaisant ‘social

climber’ qualities.

.

. .” However, it is a

little puzzling why for No. 21, exuberance,

hereditary variation should be extended by

societal influences.

A third point relates to the fact that, in

most cases$, Twewn Values are less than rpepn

values. Cattell et al. take this to mean that,

although the family also tends to discourage

deviants, it does this much less than society

does. That is, the family is more permis-

sive. In fact, for two factors, inhibition and

corticalertia, the family and society appear

to work in strongly opposite directions. In

another, exuberance, the situation appears

to be reversed, so that society encourages

variation, and the family constrains it. It

is hard to know exactly what such data mean.

The final conclusion is the simplest and

perhaps the strongest one. The data show

fairly convincingly that environment has a

much stronger influence on personality than

heredity. There appears to be one curious

exception. This is No. 20, comention, inter-

preted variously as “gregariousness, “hon-

esty,” and “acceptance of social and ethical

values.” On the face ofit, it seems like one

of the least likely candidatesfor traits with a

genetic basis. Because of this anomaly, the

authors suggest that a reinterpretation of it

will now be necessary.



Table 15-10. F ratios and heritability estimates in three twin studies of the MMPI*

Reznikoff and
Gottesman (1963) Gottesman (1965) Honeyman(1967) Combined data

F h?t F h2t

 

    

 

Hypochondriasis 1.19 0.16 1.01
Depression 1.81} 0.45 1.82}
Hysteria 0.86 0 1.43
Psychopathic 2.01 0.50 1.634

deviate
Masculinity- 1.18 0.15 1.41

femininity
Paranoia 1.05 0.05 1.61
Psychasthenia 1.58 0.37 1.46
Schizophrenia 1.71 0.42 1.49}
Hypomania 1.32 0.24 1.15
Social introversion 3.42} 0.71 1.49}

N

MZ 34
DZ 34
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0.01 2.33 0.57 1.21 0.17
0.45 1.62 0.38 1.53t 0.35
0.30 2.70 0.64

°}#

1.97 0.21
0.39 1.54 0.35 1.39f 0.28

0.29 2.37} 0.58 1.10 0.09

0.38 1.78 0.44 1.97 0.21
0.31 0.82 0 152t 0.35
0.33 1.40 0.27 1.36 0.27
0.13 1.65 0.39 1.2] 0.17
0.33 2.02 0.51 1.59 0.37

68 18 120
82 18 132emer

*Modified from Thompson, W. R., and G. J. S. Wilde. 1973. Behavior genetics. In B. Wolman, ed. Handbook ofgeneral psychology. Prentice-Hall, Inc., EnglewoodCliffs, N.J.
12 — —_ —the =1- =,

{Statistically significant F values.

We will leave the work of Cattell et al.
without further comment. It will be clear to
the reader that the MAVA method involves
many problems, not the least of whichrelates
to the statistical criteria used in drawing in-
ferences from the data.
Minnesota Multiphasic Personality In-

ventory (MMPI). As we noted earlier, the
MMPIis considered by authorities to be one
of the better devices for measuring person-
ality mainly because its items have been de-
veloped by empirical criterion keying. Three
major studies have examined heritability of
MMPI performance using twins. Two of
these were carried out by Gottesman (1963,
1965) in Minneapolis and Boston, the third
by Reznikoff and Honeyman (1967). Table
15-10 summarizes the results of these three
studies, showing F ratios and heritability
estimates obtained in each case. In addition,
F's for the combined data have also been
computed (Thompson and Wilde, 1973). It is
clear that the congruence betweenstudiesis
not very obvious, except insofar as all three

find most scales to have very low herita-
bilities. (We will explicate more fully this
lack of congruencelater in the chapter.) The
differences may, of course, be real and rep-
resent different gene pools and environments
being sampled. Again, they may be partly a
function of sample sizes. To take account of
the latter possibility, we have presented
results for data combined over the three
studies. As shown, five scales turn out to
havestatistically significant F ratios: depres-
sion, psychopathic deviate, psychasthenia,
schizophrenia, and social introversion. It will
be noted, however, that the heritabilities of
these are all low, the highest being 0.37 for
the introversion scale. As we shall see short-
ly, this particular trait has comein for special
study, but the results have not always been
consistent.
A second point emerging, at least from

the Gottesmanstudies, is that there are dif.
ferences between the sexes. In the Minne-
sota study, females show

a

significant F on
only onescale, social introversion. But three
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Table 15-11. Statistically significant MZ-DZ differences (either variance differences

or intraclass correlation differences) for scales of the California Psychological Inventory*

 

  

 

   
Nichols (1966) Gottesman (1966)

 

Males Dominance 0.52 Dominance 0.51

Capacity for status 0.32 Self-acceptance 0.48

Responsibility 0.39

Socialization 0.44

Tolerance 0.42

Achievement-via- 0.35

independence

Intellectual 0.43

efficiency

Acquiescence 0.42

Social desirability 0.32

Females Good impression 0.25 Dominance 0.42

Communality 0.32 Sociability 0.56

Psychological- 0.22 Self-acceptance 0.42

mindedness Responsibility 0.50

Flexibility 0.40 Self-control 0.47

Achievement-via- 0.46

independence

Intellectual 0.46

efficiency

Total samplet Sociability ~ 0.34 Dominance 0.49

Social presence ~0.39 Sociability 0.49

Self-acceptance ~0.30 Self-acceptance 0.46

Sense of well-being ~0.28 Social presence 0.35

Self-control ~ 0.36 Socialization 0.32

Achievement-via- ~0.36 Good impression 0.38

conformance

Value orientation ~0.35 Value orientation {

Extraversion- ~0.39 Extraversion-

introversion introversion 0.49

Rigidity ~0.35

TOTAL N

MZ 498 79

DZ 319 68

cc

*Based on data from Nichols, R. C. 1966. The resemblance of twins in personality and interests. Natl. Merit Scholar-

ship Corp. Res. Rep. 2:1-23; and Gottesman, L I. 1966. Genetic variance in adaptive personality traits. J. Child Psy-

chol. Psychiatry 7(36):199-208.

th? is given here as simple average of male and female h? values and is thus only an approximation (Nichols’ data only).

{Nosingle h? computed.



scales have significant F’s for males. This is
reversed in the Harvard study, in which
only onescale is significant for males and four
for females.
Gottesman (1963), in one study, also per-

formed an analysis of profile similarity for
MZ and DZ twins. Profiles were slightly
more alike for MZ pairs, but the trend is a
very weak one.

California Psychological Inventory (CPI).
This is another of the better personality
inventories available (Anastasi, 1968). It is, in
fact, derived from the MMPI, from which
half of its 480 items are taken. However, it
was developed specifically for use with nor-
mal populations and involves, in its eighteen
scales, a predominance of normal personality
dimensions. Some examples are “domi-
nance, “self-acceptance,” “responsibility,”
“achievement-via-independence,” and “in-
troversion-extraversion.Three of the scales
are validity scales. Some of the criteria used
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in developing the majority of the scales were
course grades, social class membership, and
participation in extracurricular activities.
Two workers, Nichols (1966) and Gottes-

man (1966), have used the CPIin twin stud-
ies (see also Loehlin and Nichols, 1976).
Their basic results are presented in Table 15-
11. Considering malesfirst, we find that the
two studies agree on only onetrait: domi-
nance. The heritability estimates are almost
identical. In females, there is no agreement
at all, except in respect to scales neither
author foundto be significant. For the total
sample, however, there is agreementfor five
scales, positively, as well as agreement on a
number of scales neither author found to
havesignificant heritable components. Thus,
for the CPI also, we do notfind very consis-
tent results. In fact, Nichols calculated cor-
relations between h? values in his and Got-
tesman’s studies, for males and females sepa-
rately on the eighteen scales. The correla-

Table 15-12. Some of the variables that reflect the personality dimension of
introversion-extraversion*

TTT

ee
Variable Introversion Extraversion

Neurotic syndrome Dysthymia Hysteria, psychopathy
Body build Leptomorph Euryomorph
Intellectual function Low IQ/vocabulary ratio High IQ/vocabulary ratio
Perceptualrigidity High Low
Persistence High Low
Speed Low High
Speed/accuracy ratio Low High
Levelof aspiration High Low
Intrapersonal variability Low High
Sense of humor Cognitive Orectic
Sociability Low High
Repression Weak Strong
Social attitudes Tender-minded Tough-minded
Rorschachtest M% High D High
T.A.T. Low productivity High productivity
Conditioning Quick Slow
Reminiscence Low High
Figural-aftereffects Small Large
Stress reactions Overactive Inert
Sedation threshold High Low

High
Perceptual constancy LowTT

*From Classification and the problem of diagnosis, by H. J. Eysenck, in the Handbook of abnormal psychology: anexperimental approach, edited by H. J. Eysenck, © Pitman Medical Publishing Co. Ltd., 1960, Basic Books, Inc.,Publishers, New York.
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Table 15-13. Heritability estimates for the trait of introversion-extraversion in

a numberof representative studies*

Carter (1935)

Eysenck (1956)

Shields (1962)

Vandenberg (1962)

Freedman and Keller

(1963)

Gottesman (1963)

Wilde (1964)

Gottesman (1966)

Nichols (1966)

Partanen, Bruun,

and Markkanen

(1966)

Vandenberg (1966b)

Vandenberg (1966b)

Scarr (1969)

Canter (1973)

Eaves and Eysenck

(1974)

  
Bernreuter

Factor II (52 tests)

Test based on

Maudsley Person-

ality Inventory

Thurstone F Sociable

Bayley IBP respon-

sive to people

MMPI O

HSPQ Q2
HSPQ F

HSPQ H

Amsterdam Bio-

graphical Ques-

tionnaire (E score)

CPI sociability

CPIself-acceptance

CPIsocial presence

CPI factor II

(extraversion)

Bruun Scale

Myers-Briggs

Comrey Shyness

Stern need affiliation

ACL needaffiliation

ACL counseling

readiness

Fels friendliness

Fels social appre-

hension

Observerrating

likableness
Eysenck Personality

Inventory (E scale)

Cattell’s 16 person-

ality factors (E

factor)

Eysenck Personality

Inventory

45

34

88

79

498

157

AO

111

30

24

AO

39

451

39

34

42

68

319

189

27

90

38

28

45

44

257

0.57 0.41 0.22

0.50  —0.33 (0.62)
— — 0.67t

0.50 —0.06 0.47

All ry,'s higher

0.55 0.08 0.71

0.60 0.15 0.56

0.47 0.12 0.56

0.38 0.20 0.38

0.37 0.35 0.03

F = 1.97 0.49

F = 1.85 0.46

F = 1.55 0.35

males 0.46

females 0.32

0.51 ().26 0.41

F = 1.84 0.46

(p < 0.05)

F = 1.94 0.48

F = 1.54 0.35

0.83 0.56 0.61

0.56 0.03 0.55

0.86 0.36 0.78

0.88 0.28 0.83

0.93 0.82 0.61

0.34 0.29 0.07

0.43 0.08 0.38

— — 0.48

I

iI0

*Modified from Scarr, S. 1969. Social introversion-extraversion as a heritable response. Child Dev. 40:823-832;

Thompson, W.R., and G. J. S. Wilde. 1973. Behavior genetics. In B. Wolman, ed. Handbook of general psychology.

Prentice-Hall, Inc., Englewood Cliffs, N.J.

tAs analyzed by Jinks and Fulker (1970).



—0.24. However, such correlations may
overestimate the disagreeement if we con-
sider the fact that a large numberofh?esti-

DZ differences and hence may be regarded
as no different from zero. In other words, al-
though there is only slight agreementin lo-
cating heritable personality characters, there
is a good deal of agreement in respect to
those which have noheritability atall.
The discussion to this point perhaps sug-

gests that workers in the area should look
more closely at two aspects of personality
that may berelated. These are introversion-
extraversion and what mightbecalled socia-
bility. A numberof studies have focused di-
rectly on these.

Introversion-extraversion. We have al-
ready described briefly the dimension of
introversion-extraversion in connection with
the family-resemblance studies that have ex-
amined it. We noted also that first Jung, on
largely clinical grounds, and later Eysenck,
mainly onthe results of factor analytic work,
considered it to be a major personality di-
mension, somewhat equivalent in impor-
tanceto abstract intelligence on the cognitive
side. To give readers whoare biologists some
impression of the variety of empirical vari-
ables it is supposed to underlie, we refer
them to Table 15-12, taken from Eysenck
(1960). Other variables besides these have
also been implicated, notably “social popu-
larity” and “general social liking.” Whatis
perhaps most impressiveis the heterogeneity
of behaviors involved. It seems unlikely that
environmental influences could operateso as
to produce communalities between such
seemingly different variables. It is perhaps
for this reason that a number of workers
have attempted to exploreits hereditary ba-
sis using twins. Apart from Nichols and Got-
tesman, at least ten studies have been pub-
lished on the topic. Wewill first offer a gen-
eral summary (Table 15-13) of most of the re-
sults obtained to date and then explore in
more detail some of the more interesting as-
pects of individual studies. A wide variety of
tests and subject samples is represented. The

Personality and temperament 351

range of heritabilities runs from a low of 0.03
to a high of 0.83. Out of the 23 h? estimates
given, 12 are below 0.5. However, only 6
are below 0.4. It should also be mentioned
that the estimate of 0.03 given by Wilde
(1964) is based on separated and nonsepa-
rated MZ and DZ pairs (see Chapters 12
and 14). It was a curiosity of his data that
while separated MZs were muchless alike
than MZsreared together in respect to extra-
version, separated DZs were much more
alike. Thus lumping all MZs and DZs to-
gether reducesthe difference between them.
However, if we derive a heritability esti-
mate only from MZTs and DZTs, weobtain
a figure of 0.48, which is more in line with
the results of other workers. This is not, of
course, to say that Wilde’s results are wrong.
But they are rather unusual, since they im-
ply, in effect, that living in the same family
makes MZs more alike, but makes DZs less
alike. Wilde (1970) later attempted to study
conformity behavior experimentally in MZ
and DZ twins but wasnotable to establish a
well-defined difference between them. How-
ever, the possibility that his initial findings
have some generality should make us cau-
tious in interpreting twin data for any per-
sonality traits. Such an admonition is rein-
forced by the only other study of the group
involving separated twins, that of Canter
(1973). In this case, on the EPI scale, both
MZ and DZ twin pairs separated for more
than five years were more alike than MZs
and DZs separated for less than five years.
This is partly similar to Wilde’s data. Thus
h? for all MZs was 0.17: for all DZs, zero.
But, for Cattell’s 16 PF scale, MZs and DZs
separated less than five years correlated
0.29 and —0.65, respectively, yielding h? =
0.57 or 0.29 (depending on whether wetake
the negative correlation atits face value or as
zero). MZs and DZs separated for more than
five years correlated 0.85 and 0.5, respec-
tively, yielding h? = 0.70.

Sociability. We will deal with this dimen-
sion only briefly, since, although intuitively
it sounds sensible, it is as hard to define ex-
actly as introversion-extraversion. In fact, if
welook back at the data dealing with the lat-
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ter, we can readily see that the two may

overlap to a large degree. An extravert is

traditionally thought of as someone whois

highly sociable, and an introvert as someone

rather asocial. The work we have already

cited appears to bear this out. MZ twinsare

more alike than DZ twins on a numberofde-

fined social dimensions, defined, at least, in

terms of various questionnaire items. It must

be recognized, however, that the mannerin

which responses to such itemstranslate into

real behavior in the real world is not very

well known.

The reader may consult someof the tables

previously discussed to locate sociability

traits showing someheritability. There are,

of course, many negative results as well.

Thus Vandenberg, Stafford, and Brown

(1968) reported no significant MZ-DZ differ-

ences on four measures of social intelli-

gence involving interpretation of facial ex-

pressions. However, Canter (1973) found sig-

nificant heritability for sociability and for

impulsivity as measured by items generally

reflecting components of extraversion. This

finding applied, however, exclusively to fe-

males. Furthermore, for twins separated

more than five years, h? for sociability was a

high 0.88; for those less than five years, only

0.35. Impulsivity, on the other hand, had

zero heritability for the same two groups.

If aspects of sociability are heritable, we

might expect its apparent opposite—hos-

tility—to be so as well. Canter (1973) has

been one of the few workers to explore this

question, using the Foulds Hostility Scale.

Nine characteristics comprising the general

domain of hostility are assessed. In_ this

study, for the whole group of twins, only two

yielded significant F ratios and heritabilities.

For “self-criticism,” h? was approximately

0.63, and for the presumably closely asso-

ciated trait of intropunitiveness, h? was 0.58.

In the male sample, only intropunitiveness

showedsignificant heritability, and self-criti-

cism only in the female sample. In twins sep-

arated less than five years, both measures

plus “general hostility” show moderate heri-

tability. In twins separated more than five

years, only for self-criticism are MZ and DZ

pairs different. However, on the whole,

twins separated longer also tended tobeold-

er. Consequently, the two variables, as ac-

knowledged by Canter, are somewhat con-

founded.

On the whole, the kind of evidence just

summarized must be considered weak as far

as a hereditarian position toward sociability.

Only a few aspects of this generaltrait (if it is

such) appear to have any genetic basis, and

these may well be only random sampling ef-

fects. Canter is fully aware of this possibility

but rightly emphasizes that the information

on MZ and DZsimilarity is valuable from

either a hereditarian or an environmentalist

viewpoint.

Attitudes and vocational interests. Work

on familial resemblances in attitudes has

been going on since the 1930s. On the whole,

we find a good deal of uniformity between

relatives. We have already reviewed these

data. One study of more recent vintage by

Eaves and Eysenck (1974) used twins to ex-

amine the possible heritability of two attitude

dimensions described by Eysenck: “radical-

ism” versus “conservatism” and “tough-

mindedness” versus “tender-mindedness.”

Compared were 450 MZ pairs with 257 DZ

pairs in respect to their responses to a 60-

item Public Opinion Inventory and an 80-

item Personality Inventory. The authors at-

tempted to test between two broad models,

a “simple environmental” model and a “sim-

ple genetic” model. The expectations de-

rived from each are set out in Table 15-14.

Analysis of the variance components showed

a significant departure from the expectations

generated by the environmental model. The

genetic model, on the other hand, fit reason-

ably well. About half the individual variation

in respect to the traits studied was estimated

as being genetic. There was

a

significant ten-

dency for “tough-mindedness” to be asso-

ciated with high scores on the psychoticism

factor. The authors speculated that a ten-

dency to psychopathy might possibly under-

lie this relationship.

Wewill now consider the matter of voca-

tional choice. It may strike the reader as un-

likely that occupational preferences might be
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Table 15-14. Expectations of mean squares on two simple models*

Environmental

E, (within E, (between
family) family)

Model

Mean square/product
Between MZpairs
Within MZ pairs
Between DZ pairs
Within DZ pairs p

e

Expectation

Genetic

G, (additive E, (within

genetic) family)

2 1 1

1
2 WA 1

Wa 1

 

“From Eaves, L. J., and H. J. Eysenck. 1974. Genetics and the developmentofsocial attitudes. Nature 249:288-289.

thought of as having a heritable base. None-
theless, it is also obvious that genetically de-
termined dispositions, perhaps accentuated
by environment, might well incline an indi-
vidual to prefer and excel in certain kinds of
activities rather than others. To give a simple
example, a boy whois physically strong and
well coordinated could well develop a liking
for sports, a category choice that, in turn,
could exclude certain other kinds ofactivi-
ties. Likewise, other preferences, both posi-
tive and negative, could well come about
through the more subtle interactions of per-
sonality and cognitive variables. Hence such
a line of research is not altogether implaus-
ible. We will consider several major studies
that have attempted to explore the problem.
Two of the studies by Carter (1932) and

Vandenberg and Kelly (1964) may be con-
sidered together, since the latter authors
have explicitly done this. Both used the
Strong Interest Inventory administered to
sets of MZ and DZ twins. Basically this test
requires the subject to express his likingof,
disliking of, or indifference to several hun-
dred discrete items dealing with various ac-
tivities, which are not confined to occupa-
tional categories but encompassvirtually all
aspects of daily living. They were chosen on
the basis of criterion keying to different occu-
pational groups. Thusif an individual shows
the same pattern of preferences as, say,
doctors are knownto have, then it is assumed
that this individual is disposed to this occu-
pational category, other things being equal.

Table 15-15. Heritability of four groups
of occupational interest scales as measured
by the Strong Interest Inventory*

   
  

Average h? estimates  
Category of scale   Vandenberg
8 science scales 0.42 0.39
4 languagescales 0.20 0.10
4 peoplescales 0.41 0.20
5 business scales 0.24 0.26

All 21 scales . 0.36 0.28

N

MZ 43 43
DZ 43 34eee

*Modified from Vandenberg, S. G., and L. Kelly. 1964.
Hereditary components in vocational preferences. Acta
Genet. Med. Gemellol. 13:266-277. Based on data from
Carter, H. D. 1932. Twin similarities in occupational
interests. J. Educ. Psychol. 23:641-655.

The test has been revised over the years
and in the version used by Vandenberg and
Kelly included forty-seven occupational
scales. The version used by Carter involved
only twenty-three, however, of which only
twenty-one could be directly compared be-
tween the studies. This comparison is shown
in Table 15-15. Significance levels are not
available for the Carter data. However, in
Vandenberg’s study, twelve individual scales
yielded significant MZ-DZ differences. Of
these, the four showing highest heritability
values were “physicist,” “mathematician, ”
“osteopath,” and “dentist.” The high value
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for the average “science” scale in both stud-

ies reflects the same trend. However, where-

as Carter and Vandenberg appear to agree in

general, they do not agree very well in par-

ticular. The rank-ordercorrelation for h? val-

ues for all twenty-one scales across studies

was only 0.16. Thus the evidence is not ex-

ceptionally strong for inferring a hereditary

basis for vocational choice.

Another study was attempted by Vanden-

berg with a different inventory, the Minne-

sota Vocational Interest Inventory (Vanden-

berg, Stafford, and Brown, 1968). This covers

rather more particular nonprofessional occu-

pations. The authorfoundsignificant MZ-DZ

differences for the following: baker, carpen-

ter, hospital attendant, IBM operator, re-

tail salesclerk, truck driver, truck mechanic,

warehouse worker, and for a general factor

score called “machine repairs.”

Vandenberg (Vandenberget al., 1968), in

surveying some of these results, appears to

be rather sanguine as to the importance of

genes in determining vocational preferences.

He may be right. Nevertheless, we should

consider the results of the last study by

Nichols (1966). This used a different mea-

sure, the Vocational Preference Inventory

developed by Holland (1968) and intended

to represent the personality through occu-

pational preference rather than vice versa.

Someof his more bizarre findings are set out

in Table 15-16. It is not intended to be im-

plied that all pairs of occupations are equiva-

lent. Nonetheless, the differences are rather

subtle in some cases, particularly consider-

ing the testees were all of high schoolage.

Nichols’ conclusions about the validity of the

MZ-DZ difference (apart from what they

really indicate about genotypic influences)

are rather less optimistic than Vandenbergs.

The general results of most of the studies

on personality have been validated in the

large-scale study of Loehlin and Nichols

(1976). They used more than 800 MZ and DZ

twin pairs whose zygosity was mostly estab-

lished by questionnaire data. Some oftheir

major conclusions are worth presenting here.

1. MZs tend to be more alike than DZs

over a wide range of personality variables.

“Typical intraclass correlations’ for MZ

and DZ pairs were as follows: for inventory

scales, 0.50 and 0.28; for self-concept clus-

ters, 0.34 and 0.10;for ideals, goals, and vo-

cational interest clusters, 0.37 and 0.20; and

for activities clusters, 0.64 and 0.49.

2. MZ-DZ differences did not appear con-

sistently greater for some personality do-

mains than others.

3. Few,if any, sex differences were found.

4. Data concerning early experiences of

twins were gathered both from their parents

and from the twins themselves. On the

whole, all twins were treated more alike

than nontwin siblings, and MZs more alike

than DZs. This tendency held across homes

in which “impact” of home environment was

high or low. That is to say, active attempts

to impose standards of behavior did not make

twins any morealike.

5. Similarity of early treatment did not,

however, predict similarity of personality

when measuredin adolescence either in MZ

or DZ twinpairs or in the combined sample.

Thus we have the paradox that although en-

vironment must contribute to personality

similarities in twins, and, in fact, MZs are

treated more alike than DZs by parents, de-

gree of later similarity in personality is not

predicted by similarity of early environment.

Table 15-16. Vocational Preference

Inventory items with large and small

zygosity differences (i.e., MZ versus DZ

intraclass correlations)*

 

Small MZ-DZ differences

(t ratio < 1)
Large MZ-DZ differences

(t ratio > 2)

 

Police judge Judge

Juvenile delinquency Director of welfare

expert agency

Poet Composer

Bankteller

Newspapereditor

Tool designer

Post office clerk

Free-lance writer

Crane operator

N

MZ O16

DZ 334
nr

*Based on data from Nichols, R. C. 1966. The resem-

blance of twins in personality and interests. Natl. Merit

Scholarship Corp. Res. Rep. 2:1-23.



Thus, as Loehlin and Nichols put it (1976,
eeep. 94), environment must be operating “in

remarkably mysterious ways.”

Monozygotic twins reared apart

Wehave already discussed some work on
twins separated for various periods of time
(Canter, 1973). However, these ranged in
age from 16 to 55 years. It appears that few,
if any of these, had been separated so early
that they had not been exposed to a common
environmentfor a good portion oftheir lives.
For more relevant information, we must then
turn to the four major MZAstudies reviewed
in Chapter 14. Of these, three directly in-
volved measuresof personality.
Newman, Freeman and Holzinger (1937).

It may be recalled that besidesintelligence
tests, these investigators used the following
measures of personality for their MZA sam-
ple of 19 pairs: the Woodworth-Matthews,
the Kent-Rosanoff Free Association Test, the
Pressey Test of the Emotions, and the
Downey Will-Temperament Test. None of
these, however, was very well standardized.
Only the Woodworth-Matthews and the
Downey were given to the MZT and DZT
pairs. As we saw earlier, the differences in
pair similarity between these two groups
were inconsequential. The only real compari-
son made between these and the MZAs was
in respect to Woodworth-Matthews perfor-
mance. Correlations (raw intraclass) were as
follows: MZA, 0.583; MZT, 0.562: and DZT,
0.371. It seems unlikely that thereis a signifi-
cant effect here, although an estimate of her-
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itability would fall around 0.3, a figure not
atypical in this area. It is not possible to in-
terpret results for the other tests given.

Shields (1962). Shields used a test devised
by Eysenck, the Self-Rating Questionnaire,
designed to measure mainly extraversion and
neuroticism. In addition, the author at-
tempted to make a general overall assess-
ment ofpersonality resemblance in the sepa-
rated group. The major results are shown in
Table 15-17. It can be seen that again, as in
the results of Newman, Freeman, and Hol-
zinger (1937), of Wilde (1964), and of Canter
(1973), MZAs are morealike than MZTs. All
correlations for MZ pairs are statistically sig-
nificant. Those for DZ pairs are not. It is of
interest that there is virtually no difference
between separated and nonseparated DZ
pairs as indicated in the table. It is also sur-
prising to find that the DZ pair separated
latest, at nine years (Ds 7), showed the larg-
est difference in extraversion and neuroti-
cism of any of the DZA group. An extensive
biometric genetic analysis of Shield’s extra-
version and neuroticism data has been car-
ried out by Jinks and Fulker (1970). Wewill
return to this at the end of the chapter.

Juel-Nielsen (1965). The 12 pairs of twins
in this sample were given the Rorschach
Test, the Rapaport Word Association Test,
and a numberofintensive psychiatric inter-
views. Unfortunately, no detailed statistical
analysis of these results was attempted. Juel-
Nielsen concludes that, in the main, “en-
vironmental factors play a decisive role in
the development of personality,” although

Table 15-17. Extraversion and neuroticism in MZA twins as compared with MZT,
DZT, and DZA pairs*

  
   

Numberofpairs
Meanintrapair

difference

2.5

 

  

 

  

Neuroticism

Intraclass Meanintrapair Intraclass
correlation difference correlation

 

MZA 43 . 0.42 3.1 0.53MZT 42 2.7 0.61 3.0 0.38DZA 8 3.9 4.6
DZT 17 5.0 0.17 3.7 0.11

 

*Modified from Shields, J. 1962. Monozygotic twins brought up apart and brought up together. Oxford UniversityPress, London.
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Table 15-18. Factors from tests with high- or low-hereditary variance*
ann

e

Factor Description Loading

II

—ID08090

Fromhigh-heredity

clusters

I Optimistic, poised 0.61

Socially outgoing 0.42

Has own opinion 0.42

Quick thinking 0.40

Socially dominant 0.40

II Likes to take things slow 0.38

Gets going easily 0.36

Adventurous, self-confident 0.29

Socially dominant 0.29

Ill Controls impulses 0.55

Gets angry, frightened, upset —0.52

Good social adjustment 0.37

Likes to work with tools 0.33

IV Likes to work with tools 0.36

Intellectual interests —0.33

Likes physical work 0.28

Impatient, impulsive 0.28

From low-heredity

clusters

I Impulsive, outgoing 0.56

Enjoys group activity 0.54

Seeks social stimulation 0.53

Shy ~0,42
Good memory for recent events 0.41

Vigorous, active 0.40

Considers self fortunate 0.37

II Feels restricted by adults and rules 0.44

Nervous, suspicious, jumpy 0.42

Shy 0.31

il Enjoys team sports 0.55

Vigorous, active 0.37

Likes racing, boxing, betting 0.35

Considers self fortunate 0.33

IV Likes school and teachers 0.44

Good behavior 0.39

Gets along well with parents 0.31

nee

*odified from Loehlin, J. C. 1965. A heredity-environment analysis of personality inventory data. In S. G. Vanden-

berg, ed. Methods and goals in human behavior genetics. Academic Press, Inc., New York.

HEREDITARY VERSUS
“there are remarkable points ofsimilarity be-

ENVIRONMENTAL PERSONALITY
tween the personality structures of the

twins” (p. 135). Such a conclusion seems FACTORS

modest enough; the interested reader is re- An interesting study by Loehlin (1965a)

ferred directly to Juel-Nielsen’s extensive has attempted to separate out hereditary

case histories. from environmental personality factors. Ba-



sically, the procedure involves two factor
analyses, one of variables known to be high
in genetic variance, the other of variables
known to be high in environmental vari-
ance. Two tests were used, the Thurstone
Temperament Survey (TTS) and the Cattell
Junior Personality Quiz (JPQ). Whether an
item was high or low in genetic variance
was determined by a separate twin analysis.
In the end, fifteen clusters of items show-
ing the highest MZ-DZ difference and four-
teen clusters with little or no MZ-DZ dif.
ference were chosen for factoring. Four fac-
tors were extracted from the correlations of
clusters in each of the two matrices. The re-
sults are shown in Table 15-18. As Loehlin
points out, there is a good dealofsimilarity
between the two sets of factors. Both the
factor I’s seem to have to do with extraver-
sion-introversion. Factor III in the high-
heredity and factor II in the low-heredity
groups seem to reflect an emotional adjust-
ment dimension;factors IV and III both have
to do with physical activities. The other two
factors, however, do not match particularly
well. In general, Loehlin suggested that
there was a difference in flavor in the two
sets. Thusfactors ofthe first set seem to have
to do more with the individual himself, those
in the second set with how hereacts to his
environment. The hereditary extraversion
factor, for example, involves what a person
brings to group activities. The environ-
mental extraversion factor emphasizes what
the person gets from groupactivities. Some-
what the same applies to the other two
matching sets. It is difficult to interpret
Loehlin’s conclusions. Inferences drawn
from tables of factor loadings are based more
on personal judgmentthan on definite scien-
tific criteria. However, the kind of method-
ology used in this study seems generally
promising and could well be extended much
further.

A later twin study was carried out on this
problem by Horn, Plomin, and Rosenman
(1976) using the California Psychological In-
ventory. From the eighteen scales that make
up the test, they eliminated all items scored
on more than one scale and all items that
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were unreliable. An item was then classified
as genetic if the MZ correlation for it ex-
ceeded the DZ byat least 0.1 and as en-
vironmental if the MZ-DZ correlation differ-
ence was smaller than 0.1. Heritabilities
computed on these purified scales were
found to range from 0 to 0.78. Such a result
is in contrast to the earlier results of Nichols
(1966) who found moderate-sized herita-
bilities for most of the eighteen unpurified
scales. Thus the procedures of Horn et al.
represent a gain in precision in assessing
genetic influences on personality dimen-
sions. The authors next went on to apply
factor analysis separately to the genetic items
and to the environmental items. The factors
they educed for the two sets were quite dif-
ferent, a result in marked contrast to that of
Loehlin (1965) described previously. The
first two genetic factors (together account-
ing for 38.8% of the variance) were “Con-
versational Poise” and “Compulsiveness.”
Noneof the environmental factors extracted
accounted for much of the variance among
environmental items. The first two were
“Confidence in Leadership” (4% of variance)
and “Impulse Control” (2.9% of variance).
Horn etal. interpret the high dimensionality
of the environmental matrix to mean that
“there are no broad systematic environ-
mental influences operating to make the
children within a family similar in person-
ality” (p. 26). This conclusion appears very
similar to that of Loehlin and Nichols (1976)
in respect to early experiential effects as dis-
cussed previously.

PERSONALITY DEVELOPMENT

Wediscussed in a previous chapter the
strategy of analyzing characters at an early
age, before environment has had much of a
chance to have an impact. A numberofwork-
ers have applied this strategy to personality
study with the hope of finding some basic
dimensions of temperament, perhaps ge-
netically based, out of which the adult per-
sonality gradually emerges.
An important study along these lines was

carried out by Rutter, Korn, and Birch
(1963). These investigators obtained ratings
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by parents of 3 MZ and 5 DZ twin pairs

and 26 sib pairs on seven “primary reaction

patterns” (PRPs): (1) activity level, (2) rhyth-

micity or regularity, (3) approach or with-

drawal, (4) adaptability, (5) intensity of reac-

tion, (6) threshold of responsiveness, and

(7) quality of mood. The highest genetic load-

ings were foundfor 1, 3, and 4 in this list, the

lowest for rhythmicity or regularity. Evi-

dence of genetic influences for any PRP was

stronger in the first year than in either the

second or third. Over the three years, notall

PRPs were equally stable. Curiously enough,

the two seemingly most heritable were also

the most unstable. Thus as we pointed out

earlier, particularly in our discussion of in-

telligence, high heritability need not by any

means imply unchangeability.

Clearly, in view of the very small sample

sizes, the work of Rutteret al. is interesting

and suggestive but hardly definitive. More

explicit attempts to establish hereditary pre-

cursors of personality have been made by a

number of subsequent workers. Freedman

(1965) used the Bayley Infant Behavior Pro-

file to study 9 MZ and 11 DZ pairsin the first

year of life. In twelve major areas, repre-

sented by twenty-two variables, significant

MZ-DZ differences were found on ten of

these as follows: (1) social orientation, (2) ob-

ject orientation, (3) goal directedness, (4) at-

tention span, (5) activity, (6) reactivity,

(7) fearfulness, (8) looking, (9) sound produc-

ing: banging or other, and (10) manipulation.

Of interest also is that in at least two indica-

tors of social orientation, onset and frequency

of smiling and fearfulness of strangers, MZ

twins were much more concordant than DZ

twins. Smiling, at least, appears to be a

strongly endogeneous response, since it ap-

pears in blind infants (rubella cases) in re-

sponse only to auditory andtactile stimuli.

Further studies by Brown, Stafford, and

Vandenberg (1967), by Wilson, Brown, and

Matheny (1971), and by Owen and Sines

(1971) confirm the impression that at least

two factors in early temperament are impor-

tant, one having to do with general vegeta-

tive functions—for example, feeding, sleep-

ing problems, or irritability—and the other

having to do with sociability. It is, of course,

difficult to pin these down exactly. Neither

are the variables supposedly reflecting them

equally stable over time. However, some

general proclivities appear veryearly and do

seem to predict later behavior fairly well.

Thus Cohenetal. (1972) have presented sug-

gestive evidence that rating on a First Week

Evaluation Scale (FES) measuring such be-

haviors as “vigor,” “calmness,” “attention, |

and others predicts, rather well, later devel-

opmental maturity in test taking and natural

situations and also IQ (Stanford-Binet) at

around 4 years. Again, unfortunately, this

study involved very small samples and can-

not be considered conclusive.

In general, the line of research just out-

lined seems a most promising one. The evi-

dence so far obtained suggests quite strong-

ly that there are very basic differences in

temperament between individuals at least

as early as birth and that these dispositions,

in interaction with environmental influences,

cometo constitute the structure of adult per-

sonality. More work in this important area is

presently being carried on,particularly at the

University of Louisville.

A developmental approach has also been

taken by Dworkin et al. (1976), although re-

lating to somewhatolderage levels. In a lon-

gitudinal assessment of a sample at adoles-

cence and later at adulthood, they found

that, for MMPI and CPI scales, patterns of

heritability change markedly. Thatis to say,

various scales showed significant heritabil-

ities at the two ages, but these were not the

same ones. In fact only one, CPI domi-

nance, showed definite stability across both

ages. Thus we again find that the mannerin

which genotype and environment interact

during development must be highly com-

plex. Since the Dworkin et al. study strikes

at some fundamental issues in behavior ge-

netics, it will be discussed again in Chapter

18.

GENETIC TRANSMISSION OF

PERSONALITY

In view of the ambiguity of the data on the

simple heritability ofpersonality, it is not sur-



prising that almost nothing is known or has
even been suggested about possible genetic
mechanismsinvolved. There is only one no-
table exception that we will discuss: the bio-
metric genetic analysis by Jinks and Fulker
(1970) of the Shields’ data on extraversion.
Wehavereferred alreadyto the latter in our
discussion of MZA studies.
The basic samples consisted of MZA,

MZT, and DZT twin pairs of both sexes.
Analysis of the variances of these groups indi-
cated the following: (1) no evidence of cor-
related environments; (2) some evidence of
genotype-environment interaction, indicat-
ing that more introverted genotypes are
more susceptible to environmental influ-
ence, a finding somewhatconsonantwith the
greater conditionability of introverts; (3) a
simple polygenic model does notfit the data
due to peculiarities in the samples; and
(4) common family environmentis of little
importance for this trait.

Jinks and Fulker also analyzed Shields’
neuroticism data to which

a

fairly simple ge-
netic model could be adequatelyfitted. How-
ever, we will discuss this work in Chapter16.
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SUMMARY

Compared to the work on inheritance of
intelligence, the study of human personality
has been somewhat ambiguousin its conclu-
sions. This is mostly the fault of the rather
poorly standardized procedures so far de-
veloped for assessing personality. The end-
less proliferation of tests and the continual
invention of more exotic trait dimensionsare
hardly likely to take us very far. However, if
we were to name onecharacter that seems to
hold special promise, we would have to
single out the dimension of extraversion-
introversion. Most studies have foundit to be
strongly heritable. Likewise, the large vol-
umeof experimental work done on it by Ey-
senck and colleagues and others suggests that
it may well have some fundamental impor-
tance. Again, of course, as with intelligence,
one may wonder if it is unitary or multi-
dimensional, and,if the latter, whether some
dimensions have a better genetic definition
than others. No doubt such problems will
gradually be solved by future workers. For a
fruitful theoretical and empirical analysis of
these, the reader is referred to Loehlin and
Nichols (1976).
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Mentalillness: major psychoses

In this chapter and Chapter 17, we will

present data on the heritability and genetic

transmission of some of the more common

forms of mentalillness, particularly the major

psychoses and psychoneuroses. We will also

consider some miscellaneous categories such

as alcoholism and psychopathy and touch

briefly on a few types of mental deficiency.

Since our 1960 text, Behavior Genetics, the

field has burgeoned, and there are now avail-

able a number of excellent summarizing

works in English and other languages. For

treatments much fuller than we canoffer, the

reader is referred to some of the following:

Zerbin-Riidin (1967, 1969), Rosenthal (1970),

Slater and Cowie (1971), Kaplan (1972), Got-

tesman and Shields (1972, 1976), and Bleuler

(1974).
Let us first examine briefly the nature of

mental illness in general. The problem of

definition continues to be difficult. From a

purely operational point of view, we can fol-

low Scott (1958) in listing the following cri-

teria for mental illness: (1) exposure to psy-

chiatric treatment, (2) maladjustment,(3) la-

beled mentally ill, (4) awareness of illness

and seeking assistance, (5) diagnosedbytests

as mentally ill, and (6) absence of mental

health. It will be clear that these criteria

either separately or collectively are not en-

tirely satisfactory. For example, a person

may seek help from a priest or a minister

rather than from a psychiatrist. Again, being

“labeled” mentally ill may say more about

the predilections of the labeler than thela-

belee. Likewise, there are clearly degreesof

assistance seeking; often this may not reflect

anything seriously wrong. Finally, there are

probably manyindividuals who, although, in

fact, seriously mentally ill, are not them-

selves aware of it. The community of clinical
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psychologists and psychiatrists is, of course,

fully aware of such problems and divides

rather sharply as to what kinds of basic

models are most appropriate for conceptual-

izing mentalillness. Some of these we will

consider in a moment.

Accepting hospital admission and

_

resi-

dence as a simple criterion, weillustrate the

general magnitude of the problem of mental

illness by noting that, in the United States in

one year (1965), 135,476 first admissions to

state and county mental hospitals were re-

corded. Of these, the largest group was

composed of schizophrenics, with alcoholics

running a close second (Sahakian, 1970). If

we take into account the number already

resident in these hospitals, we can easily see

that the sheer monetary cost, direct and in-

direct, is extremely high. One source hases-

timated that for schizophrenia alone, it

amounts to as much as $14 billion annually

(Mosher and Feinsilver, 1971). There is

therefore a serious need to direct resources

toward the understanding of how mentalill-

ness comes about and what kinds of treat-

ment procedures are most appropriate. How

this can best be accomplished constitutes no

small problem. As noted before, there have

been a numberofdifferent models of mental

illness put forward, and some of these differ

rather radically. Let us now look at some of

them.

MODELS

Sahakian (1970) has delineatedfive types of

model that have been formulated by various

workers. The first of these, and perhaps the

most conventional, is the so-called medical

model. This viewpoint takes mentalillness to

be a complex disease entity with one or many

somatic bases. These may or may notbe ge-



netically determined. Treatment and curelie
properly with the profession of medicine and
the various paramedicaldisciplines. A second
point of view, put forward most forcibly by
Szaz (1960), appears to be groundedin an
extreme belief in cultural relativism. The
model holds that there is no such entity as
mental illness, which is simply a term used
by the establishment to describe the behav-
ior of persons whoare, in some sense, out-
side this establishment. Such people, be-
cause theyare, for various reasons, in opposi-
tion to the dominating customs and mores,
face serious problemsofliving. Thus they are
deemedto be sick, not because they actually
are sick (as with someone having pneumonia,
for example), but because their viewpoints
and attitudes are deviant. Szaz has a good
many followers. However, we cannot count
ourselves among them.
A third model thatstill claims many ad-

herents is the dynamic model derived orig-
inally from Freud. The central features of
this viewpoint are a belief in human instinc-
tual drives whose aims can comeinto conflict
with the dictates of culture as transmitted
through the parents and, second, a strong
emphasis on the importance of experiences
encountered during early development. On
the face of them, these two propositions are
quite biological and, in fact, find a good deal
of supportin scientific data. Nevertheless, in
practice, the methodsandorientation of psy-
choanalysis have not been framed in a man-
ner that is scientific and open to proofor dis-
proof. The concepts and language usedbyits
proponents have often been obscure and
mystical, and the therapy of overly long dura-
tion and limited in its success.
A fourth model of mental illness is the

learning theory model. This also has manyad-
herents, notably Eysenck, Wolpe, and others
(Eysenck, 1959). Basically, the model posits
that mental illness consists simply in any be-
haviors that are regarded bythe individual or
by society as undesirable. These behaviors
have been acquired by learning and hence
can be removedbythe standard procedures
involved in elimination of any response. Note
that the disease and the symptomsare syn-
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onymous. Note also that there is very low
priority given to predisposing genetic factors.
The final model may be called sociocul-

tural. It is somewhat similar to the second
one welisted,insofar as it suggests that men-
tal illness is largely relative to cultures, just
as are (supposedly) law, morality, and all no-
tions of what is good or bad, true or false,
beautiful or ugly. However, it recognizes
pragmatically that the membersof a society
must not deviate too widely from its behav-
ioral normsfor that society to function well.
This viewpoint is, of course, a favorite of
manysocial anthropologists and sociologists.
Again, it completely omits any reference to
the place of genetic factors in mentalillness.

It will be obvious, perhaps, that the pre-
ceding models listed are not necessarily ex-
clusive of each other. The differences be-
tween them lie mainly in the degree of pri-
ority each assigns to various aspects of mental
illness. Thus we would agree that the symp-
tomatology of a disorder like schizophrenia
may be conditioned by the peculiarities of
the society in which it occurs. Likewise, we
would agree that early experiences are
probablyofcritical importance and that such
experiences must be stored by sometypesof
learning mechanisms. However, our main
commitment in this book is to examine the
part played by genes, and wewill, according-
ly, emphasize this aspect.

CLASSIFICATION

If one allows that mental illness is a real,
albeit complex, entity, then it is clear that
there is a necessity for developing some kind
of classificatory scheme or taxonomy. Two
such schemesare currently available. Oneis
that of the World Health Organization, the
other that of the American Psychiatric Asso-
ciation (Sahakian, 1970). Though differing
slightly in detail, both separate the following:
(1) disorders caused byor associated with im-
pairmentof brain function resulting from in-
fections, trauma, or toxic agents; (2) mental
deficiencies or mental retardation, both en-
dogenous or exogenous; and (3) psychogenic
disorders without any clearly defined struc-
tural causes. This last group includes invo-
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lutional psychoses, the various schizophre-

nias, the affective psychoses, paranoidstates,

various ill-defined psychotic reactions, psy-

choneuroses, personality disorders, alcohol-

ism, sexual deviations, and sundry others.

We shall be primarily concerned with this

last group, although weshall also touch on

some of the other categories. It should be

noted that the specific types of disorders

within the broad classes are delineated both

nosologically and etiologically. The differ-

ence between schizophrenia and manic-

depression, for example,is defined largely by

the characteristic symptomsinvolved in each

entity. On the other hand, a disorder like

alcoholism, often grouped under “person-

ality disorders,” is defined in terms of an

agent that may produce abnormal symptoms,

although it is also at least implicit that the

propensity to consume this drug is, itself,

dependenton someulterior cause. Although

we suggested in 1960 that classification was

likely to become more and more etiological,

this does not appear to have happened to any

great extent. If anything, the opposite has oc-

curred, at least in treatment, as epitomized

by the popularity of behavior modification

techniques with their emphasis on removalof

present symptomsregardless of their cause.

Manyreaders will be aware that, although

the available classificatory schemesare as ex-

plicit as possible, in practice their applica-

tion to individual patients is often precarious.

This is one major source of difficulty in psy-

chiatric genetics. Thus in estimating the heri-

tability of schizophrenia, for example, the

value generated may go up or down depend-

ing on the loosenessor strictness of the diag-

nosis of this disorder. National differences

are thought to exist in this respect. Thus in

the United States, the diagnosis of schizo-

phrenia is made much moreoften than in the

United Kingdom. However, in recent years

some gains have been madein respect to uni-

formity. Wing et al. (1967) have developed a

procedure known as the Present State Exam-

ination (PSE) on which independentdiagnos-

ticians are able to achieve a very high degree

of agreement. In addition, Shields and Got-

tesman (1972) compared diagnoses of a con-

secutive series of twins at the Maudsley-

Bethlem hospital madebysix clinicians from

three countries (United Kingdom, United

States, and Japan) and with rather widely dif-

fering backgrounds. They found that even

between the two judges with the most dis-

parate views, there was good agreement on

what was normal, what was nonschizophre-

phrenic-like. The main source of disagree-

ment was the cut-off point used in the latter

category before a case was called definitely

schizophrenic rather than doubtful or bor-

derline. A six-judge consensus diagnosis fol-

lowing “middle-of-the-road” lines was easily

reached and gave highly reliable results.

Shields and Gottesman thus express consid-

erable optimism about the future of diagnos-

tic procedures and conclude not only that

their present unreliability is greatly exagger-

ated but also that they can readily be im-

provedstill further.

METHODS

The methods that are commonly used to

study the inheritance of mental illness are

essentially similar to those used to study any

other kind of behavior. We have discussed

them most explicitly in Chapter 12. They are

the familial resemblance or proband meth-

od, the twin resemblance method, and the

adoptees method. An additional method,not

commonly used in other behavior genetic

studies, is the long-term follow-up of chil-

dren at “high risk,” for example, children

born of one or two schizophrenic parents.

This latter approach has great merit but, like

any long-term follow-up study, is costly and

time consuming. In general, insofar as men-

tal disorders represent discrete phenotypic

categories rather than regions on a continu-

ous scale, the previous methods are applied

somewhat differently than those dealt with

in the two previous chapters. Since the vari-

ous methods used here were discussed in

Chapter 12, they will not be reviewed here

at any length. Weshall only consider briefly

their development in the history of psychi-

atry and their applications to the study of

mentalillness.



The twin method, as noted earlier, traces
to Galton and was usedin the field of psychi-
atry by many workers after him. Most of
these early reports, however, dealt with iso-
lated instances of twins, both of whom
showed mental illness of some kind. A num-
ber of critics rightly pointed out that such
cases could not be combined to make an un-
biased statistical sample. Luxenburger(1928)
proposed, instead, the use of the so-called
consecutive admissions procedure that in-
volved the use of an uninterrupted series of
hospital admissions overa period of time. All
twins in such a series were located and con-
stituted the final sample for which concor-
dance rates would be computed. This proce-
dure would give a truer picture of the place
of hereditary factors, since there would be no
bias operating in favor of describing concor-
dant pairs only, as there was in the early
case-report publications. An antiheredity
bias would, of course, probably locate more
discordant cases. In recent years, great care
has been given to sampling, with efforts
madeto include not only concordantand dis-
cordant pairs, but also appropriate propor-
tions of male and female pairs, of age groups,
and of identical and fraternal pairs.
The second major method of psychiatric

genetics is the proband method. This was
first used by the Munich school under the
direction of Rtidin. It has been usedsince the
1920s by investigators in the field in all parts
of the world, notably Germany, Scandinavia,
Iceland, the United States, and the British
Isles. Essentially, this method involves the
selection of a random or representative sam-
ple of cases (probands, or propositi) in a par-
ticular psychiatric category. All relatives of
these cases are then located for diagnosis and
study. When this has been done, observed
incidence rates among them are computed,
and these compared with rates in relatives of
a randomly chosen control group from the
general population. Various special problems
such as changes in risk with age and thein-
clusion or exclusion of the probands them-
selves in the random population sample have
required special attention. There are many
pitfalls in this methodology; many of these
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have beencarefully outlined by Rosenthalin
two very importantarticles (Rosenthal, 1961,
1962).
The final two methods are clear enough.

All variants of the adoptees method simply
attempt to examinethe fate of children born
of mentallyill parents and raised by normal
parents or, in the rather rare cases, of chil-
dren of normal parents raised by abnormal
foster parents. Likewise, the study ofchil-
dren at risk simply attempts to follow closely
the development of children born of and
raised by parents one or both of whom have
been diagnosed as mentally ill.

In broad outline, these are the main meth-
ods employedin the field of psychiatric ge-
netics. Their exact usage and specific details
involve many more problems than can be
dealt with adequately at this point. The read-
er is referred back to Chapter 12 on general
methodology in human genetics. Wewill at-
tempt in the course of our presentation here
to point up particular problems of special
interest.

SCHIZOPHRENIA

The term schizophrenia refers to a broad
array of severely abnormal symptoms that
have as their central core a disorganization
of basic personality. This disorganization may
involve hallucinations, a dissociation be-
tween ideas and emotional responses, and
numerous other such symptoms. Historical-
ly, the syndromewasfirst delineated by Con-
nolly in England and later designated by
Morelin 1860 as dementia praecox, meaning,
literally, premature loss of mind. Morel
felt it was mainly determined by heredity.
Kraepelin in 1896 extendedbutalso specified
the definition to include several other dis-
ease entities that he felt had basically the
same common denominator, these being
catatonia, hebephrenia, and paranoia. Fi-
nally, the term dementia praecox was re-
placed by the designation schizophrenia by
Eugen Bleuler in 1911. His modifications to
the diagnosis were influenced in part by the
insights of both Freud and Jung. Following
Kraepelin, Bleuler accepted four subtypes of
schizophrenia: simple, hebephrenic, cataton-
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ic, and paranoid. Althoughthefirst of these is

somewhat of a “wastebasket” category, the

others refer to fairly definite symptomatol-

ogies that underlie the common disintegra-

tion of personality. Hebephrenia is usually

characterized by shallow and inappropriate

affect, general silliness, and incongruous

laughing or giggling. It has an early onset.

Catatonia involves gross disturbance of motor

behavior, ranging from stupor and catalepsy

to marked excitation. Paranoid schizophrenia

is characterized by delusions with megalo-

maniacal or persecutory content. Hallucina-

tory activity is frequently involved. These

categories are still recognized today, though

sundry other categories have been added, for

example, residual schizophrenia, schizo-at-

fective type, schizophreniform attack, plus

somechildhood varieties. For the mostpart,

however, genetic work has dealt with the

schizophrenic syndromeas a whole, although

a few workers have attempted to analyze

some of the subcategories separately. It

Central neural

integrative defect

(major gene)

Schizotaxia

(disposition to

schizophrenia)

—

>

personality

Schizophrenogenic

environment

(e.g., trauma or

emotional family)

schizoid personality

should be noted also that, although it has

usually been treated as a discrete entity,

some investigators havefelt that it can appro-

priately be treated as a continuous or quasi-

continuousvariable.

Another distinction often made is between

process and reactive schizophrenia. The for-

mer is thought to be more severe, more

chronic, more progressive, and more ge-

netically determined. The latter is consid-

ered to have morerapid onset, usually as the

result of some environmental stress, and bet-

ter prognosis. The usefulness of this distinc-

tion is not, however, universally accepted

(see discussion by Abelin, 1972).

It is clear that we are dealing with a com-

plex entity whose definition and etiology are

still poorly understood. However, a synoptic

view of schizophrenia that usefully summa-

rizes the main aspects of the phenomenon

has been put forward by Meehl(1962) andis

summarized in Fig. 16-1. The main features

of the schemaare the following: an individual

Cognitive ‘‘slippage”’

Interpersonal aversiveness

Anhedonia

Ambivalence

Schizotype

organization

Polygenic protection

mechanisms

Strong Weak

Compensated Noncompensated

normal or or

schizophrenic

Fig. 16-1. Schizotaxia, schizotypy, and schizophrenia: Meehl’s summary.



can carry a major gene for schizophrenia,
but this is not a sufficient condition for de-
veloping schizophrenia, thoughit is a neces-
sary one, and, second, even given the pres-
ence of the gene and a poor environment,
an individual maystill not develop theillness
in its full-blown form if he has genes that
confer someprotection against the deleteri-
ous effects of the major gene. This viewpoint
was not particularly new when Meehlpre-
sented it; Kallman had previously put it for-
ward (Kallman, 1953). However, coming in
America at the time it did and from a pres-
tigious clinical psychologist, its impact was
considerable. Let us now turn to some basic
data relevant to the inheritance of schizo-
phrenia.

Distribution

In the countries in which it has been most
intensively studied, that is, the advanced or
industrialized countries, there seemslittle
doubt that the disorder of schizophrenia ex-
ists, though, as we shall see in a moment,
with a variable incidence. However, thereis
still some doubt as to whetherit is truly uni-
versal. An influential review by Benedict and
Jacks (1954) concludedthat it was, basing this
conclusion mainly on five studies of Maoris in
New Zealand, native Hawaiians, Bantu, na-
tive Kenyans, and Gold Coast bushmen.
Torrey (1973), reviewing these studies, has
concluded that they do not by any means
make the case that Benedict and Jacks
claimed. Not only were there serious prob-
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lems ofdiagnoses (many were done“second-
hand”), but there also appears to have been a
strong correlation between incidence of
schizophrenia and degree of Western accul-
turation. Thus the question of whether
schizophrenia is universal is still an open
one. This ambiguity, of course, does not ar-
gue against either a genetic or an environ-
mental hypothesis. Conversely, were it es-
tablished firmly that schizophrenia is uni-
versal, this, also, would not resolve the issue.
However,ifcultures could be found in which
it was demonstrably absent, these would fur-
nish most interesting research material. A
prior question, of course, is whether there
are any societies in which any forms of men-
tal illness are totally absent. The evidence
available suggests this is unlikely (Rosenthal,
1970; Dunham, 1976).

In any case, the association betweeninci-
dence of schizophrenia and degreeofciviliza-
tion is an interesting one and deserves fur-
ther exploration. The process of civilization
does not by any means connote peace and
harmony. It may, in fact, involve consider-
able social stress. Furthermore, the process
of adjusting to a new culture maybedifficult.
In line with this idea, Murphy (1968) has
presented data which shows that the inci-
denceofschizophrenia was appreciably high-
er in immigrant populations to Canada(e.g.,
Irish, English, German, Italian, and Scan-
dinavian) than in the Canadian-bornoffspring
of these immigrants. Thusthere is a good ar-
gument to be made for an association be-

Table 16-1. Morbidity risks of schizophrenia in different countries*eee

Meanrisk (percent) Range(percent)

OT

eee

yg“

Date Country Numberofstudies

1928-1950 Germany 8
1929-1962 Switzerland 3
1938-1951 Denmark 3
1935-1956 Sweden 4
1942 Finland 1
1953 Formosa ]
1964 Iceland 1

0.42 0.35-1.40
2.38 0.98-2.40
0.69 0.47-0.90
1.25 0.68-2.85
0.91

0.59

0.73eee
*Based on data from Zerbin-Rtidin, E. 1967. Endogene Psychosen. In P. E. Becker, ed. Humangenetik, ein kurzes
Handbuch,vol. 2. Georg Thieme Verlag KG,Stuttgart, West Germany; and Slater, E., and V. Cowie. 1971. The ge-
netics of mental disorders. Oxford University Press, London.
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Fig. 16-2. Numberoffirst admissions for schizo-
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tween problemsof adjusting to the dictates of

a culture and the incidence of mentalillness

in general and of schizophrenia in particular.

Data showing a much higher incidence of

schizophrenia in lower economic classes

(Hollingshead and Redlich, 1957) lend fur-

ther credence to this idea, particularly since

the relation holds mostfirmlyin larger (more

than 100,000 population) than in smaller

cities (Kohn, 1968).
The morbidity risks of schizophrenia have

been calculated in at least twenty studiesfor

seven or more countries. Table 16-1, modi-

fied from Zerbin-Rudin (1967), summarizes

the main results. There are at least two no-

table features of the data. Oneis that there is

a rather large range in incidence figures

across countries, going from a low of about

three per thousand up to almost three per

hundred. This is a tenfold difference. Sec-

ond, the ranges within countriesare also con-

siderable. We are thus faced with an imme-

diate problem at the most basic level of in-

quiry. Are these differences results of differ-

ent diagnostic procedures, different sampling

methods,or actually differences in the genet-

ic structures of the various populations? No

O——o Males

@-----e Females

10-15 15-20 20-25 25-35 35-45 45-55 55-65 65-75 75+

Age

Fig. 16-3. First admissions to mental hospitals in England and Wales during 1952 to 1960.

(Based on data from Slater, E., and V. Cowie. 1971. The genetics of mental disorders. Oxford

University Press, London.)



definitive answercan be given to these ques-
tions. All three possibilities may well be in-
volved. However, it is worth noting that the
highest figure of 2.85%, found in B6odk
(1953), was for a population in a remote part
of northern Sweden. This might suggest a
possible stress effect elevating the rate.
Counter to this is the fact that, in the same
sample, Book found almost no manic-depres-
sive psychosis. This argues somewhatagainst
an environmental hypothesis. Differences in
age structures in the populations could be in-
volved. The incidence figures shown have
been corrected by Weinberg’s procedure,
but whether the latter is completely ade-
quate is not entirely certain. A final pointis
that the studies cited have used three differ-
ent methods in computing incidence: the
normal proband method, the birth register
method, and the census method. However,
the ranges and medianrates do not differ ap-
preciably between them. Slater and Cowie
(1971) estimate 0.85 as the best estimate of
the general population risk.

Morbidity rates for schizophrenia differ by
sex as well as by age. Therelationships are
shown in Fig. 16-2, based on data of Landis
and Page (1938) for state mental hospitals in
the United States. Fig. 16-3 presents the re-
sults of a more recent surveyof first admis-
sions to mental hospitals in England and
Wales. Both sets of graphs make essentially
the same points:risk increases up to a peak in
the late twenties, and the peak risk periodis
earlier for males than for females. There is no
appreciable difference between the sexes as
far as overall risk, however.

Again,it is not definitely known whythese
sex differences are present. They could be
results of some hormonal factors, to greater
community acceptance of young female as
compared with young male schizophrenics,
or to differences in the kindsofstresses faced
by males and females at different times of
life. The matter remains to be resolved.

Risks in relatives

A large numberof studies has been car-
ried out on this topic since work wasfirst ini-
tiated at Munich in 1916 by Riidin, Rtidin
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himself studied 701 sibships with unaffected
parents and found the age-corrected risk for
schizophrenia in the brothers andsistersofa
proband to be 4.48%. Therisk for other psy-
choses was almost as high: 4.12%. If one par-
ent was schizophrenic, the rates were ele-
vated to 6.18% and 10.3%, respectively. If
both parents were psychotic or alcoholic, the
risk for schizophrenia rose to 22.72% (Rudin,
1916).
Other major studies of considerable his-

torical importance were carried out by Kall-
man andassociates, initially in Berlin. Some
main features of the data may be noted from
Table 16-2. The rate among step-sibs of
schizophrenics is somewhat higher than the
incidence in the general population, but not
very much. This indicates that simple asso-
ciation with a schizophrenic (or with the en-
vironmentthat he occupies) is not a very im-
portant precipitating factor. Second, the oc-
currence in sibs of probands is greater than
in the parents of probands, a fact that sug-

volved. Third, having two parents diagnosed
as schizophrenic gives a very poor prognosis
for the children.

Table 16-2. Expectancy of schizophrenia
in relatives of probands*
eee

Relation to proband Percent expectancyrte

se

Step-sibs 1.8
Half-sibs 7.0-7.6
Full sibs 11.5-14.3
Children
One parentaffected 16.4
Both parents affected 68.1

Parents 9.3-10.3
Grandparents 3.9
Grandchildren 4.3
Nephewsand nieces 3.9eee

*From Kallman, F. J., and S. E. Barrera. 1942. The
heredoconstitutional mechanism of predisposition and
resistance to schizophrenia. Am.J. Psychiatry 98:544-
950. Copyright 1942, the American Psychiatric Asso-
ciation. Reprinted by permission: and Kallman, F. J.
1946. The genetic theory of schizophrenia. Am. J. Psy-
chiatry 103:309-322. Copyright 1946, the American Psy-
chiatric Association. Reprinted by permission.
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Kallman’s estimates have been regarded as

rather high. To put them in a broader con-

text, we present the data of Table 16-3,

which summarizes the results of over sixty-

five sets of observations. At least twelve in-

vestigators from a numberof countries were

involved. Expectancies listed are age cor-

rected. Of course, we are looking onlyat

mean values. Actual ranges within each cat-

egory tend to be rather large. For example,

for parents of probands, the percentage ex-

pectancies in different studies go from a low

of 0.2 to a high of 12; for sibs, from 3.3 to

14.3: and for children of a proband, from 7 to

16.9. Thus there is fairly wide variation,

Table 16-3. Summary of observations

of expectancy rates of schizophrenia

for relatives of proband cases*

     

  

 

   

Mean percent

expectancy of schizo-

phrenia including

Relationship

Parents 4.4 5.0

Sibs

All 8.5 10.2

Parents normal 8.2 9.7

One parent 13.8 17.2

schizophrenic

Children

One parent 12.3 13.9

schizophrenic

Both parents 36.6 46.3

schizophrenic

Half-sibs 3.2 3.5

Uncles and aunts 2.0 3.6

Nephewsand nieces 2.2 2.6

Grandchildren 2.8 3.5

Grandparents 0.7 —

First cousins 2.9 3.9
a

*Based on data from Zerbin-Rudin, E. 1967. Endogene

Psychosen. In P. E. Becker, ed. Humangenetik, ein

kurzes Handbuch, vol. 2. Georg Thieme Verlag KG,

Stuttgart, West Germany; Rosenthal, D. 1970. Genetic

theory and abnormal behavior. McGraw-Hill Book Co.,

New York; Slater, E., and V. Cowie. 1971. The ge-

netics of mental disorders. Oxford University Press,

London; and Gottesman, I. IL. and J. Shields. 1972.

Schizophrenia and genetics: a twin vantage point. Aca-

demic Press, Inc., New York.

which may be due to sampling or to differing

diagnostic criteria. This makes the data dif-

ficult to interpret. However, the majority of

studies have reported elevated rates in sibs

as compared with parents of probands. If

the majority is correct (which it may not be),

this again argues for a recessivity hypothesis,

provided that the parental sampleis a repre-

sentative one. It is of some interest that

studies reporting high rates for sibs also find

high rates for parents. For fourteen studies,

Rosenthal (1970) reported a correlation of

0.78 between these two sets of rates. This

correlation is not a function of samplesizes,

which are independentofrates in relatives.

However, Slater and Cowie (1971) have ar-

sued that parents rarely produce childrenaf-

ter becoming schizophrenic. This means, es-

sentially, that until the age at which they pro-

duced the index case, their own risk was neg-

ligible. Taking this lowered risk into account

and making a new age correction for par-

ents, Slater and Cowie arrive at an expec-

tancy for parents of 14.12%. This figure is not

very different from those for sibs and chil-

dren.

Assuming that environmental factors are

not correlated with genotype, we can use the

preceding data to compute heritabilities by

means of Falconer’s method (Chapter 12).

For nine studies in which the general popu-

lation risks are furnished, heritability values

range from 0 to 0.85, using parents, and

from 0.51 to 0.83, using sibs. Median values

are, respectively, 0.45 to 0.73 (Rosenthal,

1970). These would represent upper bounds.

It will be noted that the rate of schizophre-

nia in children when both parentsare schizo-

phrenic is about three times the rate when

only one parent is affected. However, the

figure of 36.6% is a good deal lower than that

found by Kallman. It was arrived at on the

basis of four studies involving 53 cases. As

one might suppose, the marriage of two

schizophrenics is not a very commonevent.

Thus, the data may or may not be reliable.

In anycase, if we take the lower figure as the

more valid, it is clearly a long way from

what would be predicted on the basis of a

simple monogenic theory, even allowing for



reduced penetrance. Equally, it would be
hard to conceive of an environment more
unfavorable to offspring normality than one
provided by two schizophrenic parents. Thus
the data are puzzling. A further point of
interest is that the mean hospitalization age
was 13.1 years earlier in children than in par-
ents. This could be explained as a regres-
sion of children to age of peak risk (though
rather a large one), or, alternately, one could
suppose that the children had been exposed
to rearing conditions much more unfavorable
than those of their parents. A detailed analy-
sis of these studies has been made by Rosen-
thal (1966).
A final point to be made aboutthe family-

risk data concerns the incidence in second-
degree relatives of probands, that is, uncles,
aunts, nieces, nephews, grandparents, and
grandchildren. If we take the median risks
for sibs or children as a standard, then these
estimates for second-degreerelatives should
be higher than they are, closer to 4% or 5%.
Possibly this is due to unreliable data.

Twins

Relatively few twin studies have been car-
ried out on schizophrenia. The first work ap-
pears to have been done by Luxenburger
over a period of years starting in the late
1920s (Luxenburger, 1928), after which there
were reports by investigators from a number
of countries carried out up to the present. A
simple summary of the main data is given in
Table 16-4. It is obvious that there is a good
deal of variability between studies in meth-
odology and results. Thus heritability esti-
mates range from 0 to

a

high of83% ifwe take
simply the most extreme concordancerates.
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Sample sizes are also variable, diagnostic
procedures have been different, and sam-
pling has sometimes been of consecutive ad-
missions and sometimesof resident hospital
populations. Some investigators have cor-

rected for concordance estimates, and others
have not. However, somesalient aspects of

the data are worth noting.
1. If we consider seven studies with sam-

ple sizes greater than 50 pairs (both MZ and
DZ together), we find that the median heri-
tability for these is 0.65. Indeed, except for
one,all are in the range 0.63 to 0.66. Forfive
studies with sample sizes under 50, the me-
dian heritability is 0.24.

2. In several continuing studies in which
sample sizes were increased over the years,
heritability likewise increased. This applied
in the case of Kringlen (1964, 1968) and of
Tienari (1963, 1971).

3. With one possible exception (Tienari,
1963), concordance rates have always been
found to be higher in MZ than in DZ twins,
regardless of diagnostic procedure.

4. As shown in Table 16-5, concordance
rates tend to be somewhat higher for female
twins, of whom there is a preponderancein
most of the studies.

5. Like-sexed DZ pairs show somewhat
higher rates than unlike-sexed pairs.

6. MZ samples obtained by samplingresi-
dent hospital populations, as opposed to sam-
pling consecutive admissions over a period
of years, usually yield higher concordance
rates. One of the reasons for this lies in the
fact that more severe, chronic cases are likely
to be found by using the former method.
These characteristically also show less dis-
cordance. This point is illustrated by data

Table 16-4. Summary of twin studies on schizophrenia, 1928 to 1972

  

   Numberof studies* Countries

11 9

Range of sample
sizes (pairs)

16-174

  

 

Rangeof con-
cordance (percent)

 

17-517 0-86 2-17

 

*Some studies were carried out over a number of years and reported seriatim, for example, Luxenburger (1928,
1934) and Kringlen (1964, 1968). These are counted only as one study in the table.
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Table 16-5. Concordance by sex and sampling: several studies*
  

  
  
   Samples (MZ)

Based on consecutive admissions

Not so based

All studies

  

Percent con-

cordance for

schizophrenia

59 O3 46 47

DO 84 ol 71

114 137 48 62

 

*Modified from Shields, J. 1968. Summary of the genetic evidence. In D. Rosenthal and S. S. Kety, eds. The trans-

mission of schizophrenia. Pergamon Press Ltd., London.

Table 16-6. Relation between severity of schizophrenia in index case and concordance*   

   

Severity of co-twin’s illness

  
   

Severity of Little or no Percent

Extreme 29 10 9 0 100

Medium 0 33 20 0 100

Little or no 0 0 19 54 26

deterioration

 

*Modified from Rosenthal, D. 1970. Genetic theory and abnormal behavior. McGraw-Hill Book Co., New York.

from Kallman (1946) as presented by Rosen-

thal (1961). These are shown in Table 16-6.

Beyondtheserelatively straightforward as-

pects of the data are many important points

of detail relating to each individual study.

Since we cannot cover these here, we refer

the reader to some of the sources wehaveal-

ready mentioned. Gottesman and Shields

(1972), in particular, have given excellent,

short synopses of most of the twin studies

carried out. Before leaving this section, how-

ever, it seems worthwhile to discussa little

more fully the largest of the programscarried

out, one which, in addition, has also yielded

perhaps the highest heritability estimates.

This is the work of Kallman (1946, 1953).

In his initial publication in 1946, Kallman

reported on 174 MZ and 517 DZ pairs. Later

on, he addedcases to raise the total to 953

pairs. This represents a massive amount of

labor. Unfortunately, as some writers have

pointed out (Rainer, 1966; Shields, Gottes-

man, and Slater, 1967), he reported on his

methodology and data in such a terse manner

that he left himself open to criticism by a

number of writers, notably Jackson (1960).

This criticism has centered mainly around

the following points: (1) overly loose and pos-

sibly idiosyncratic diagnosis of schizophre-

nia; (2) “contaminated” diagnosis, that is,

allowing knowledge of the zygosity of a co-

twin to influence his diagnosis; (3) atypicality

of the sample; and (4) unorthodox procedures

for arriving at age-corrected morbidityrisks.

Shields, Gottesman, and Slater (1967)

have carefully reexamined Kallman’s data

and procedures. As they indicate, in 1946

Kallman found an uncorrected concordance

rate of 69% for MZ and 10.3% for DZ pairs.

These figures, when corrected for age, be-

come 85.8% and 14.7%, respectively. There

is some doubt as to exactly how the age cor-

rection was carried out. However, Shields et

al. are of the opinion that Kallman did not

overcorrect for age and that had he included

suspected schizophrenics as well as definite
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Table 16-7. Incidence of schizophrenia in MZ twins reared apart*

Study

Kallman (1938) Soon after birth

Essen-Moller (1941) 7 years

Craike and Slater (1945) 9 months
Kallman and Roth (1956) Not stated
Shields (1962) Birth

Tienari (1963)

Kringlen (1964, 1968)
Mitsuda (1967)
Inouye (1972)

TOTALS

Infancy

Before 5 years

Ageat separation

3 years and 8 years
3 months and 22 months

Concordantpairs Discordantpairs

1
1
1
1
1

2
1 1
5 3
_6t 3
17 9

 

*Based on data from Slater, E. 1968. A review of earlier evidence on genetic factors in schizophrenia. In D. Rosen-
thal and S. S. Kety, eds. The transmission of schizophrenia. Pergamon Press Ltd., Oxford; and Gottesman,I. I., and
J. Shields. 1972. Schizophrenia and genetics: a twin vantage point. Academic Press, Inc., New York.
tOnly three pairs showed “complete concordance.”

schizophrenics in his computations, he would
have arrived at an even higher MZ concor-
dancerate than hedid.

Kallman’s diagnoses were in the majority
of cases (73.4%) of individuals who had re-
ceived already an independenthospital diag- ©
nosis of schizophrenia. An additional number
had beeninpatients in a mental hospital, and
a few others (presumably not hospitalized)
were diagnosed by him as definitely schizo-
phrenic. The remainder (23 cases) were re-
garded as “suspected” schizophrenics. Thus
it seems very unlikely that Kallman’s defini-
tion was so broad and loose as to elevate
concordance rates. In any case, it is notable
that using only cases already diagnosed by
the mental hospital as schizophrenic yields
rates of 50% for MZ and 6% for DZ pairs.
This is a ratio of 8.3:1. Using all Kallman’s
cases, the corresponding MZ:DZ ratio is
only 7:1. This fact seemsto indicate, in addi-
tion, that diagnosis was not contaminated. If
it had been, we would expect, as criteria be-
came looser and more independent, the MZ
concordance rate to rise more than the DZ
concordance rate. This does not appear to
happen (Shields, Gottesman, and Slater,
1967).

In summary then, most of the method-
ological criticisms of Kallman’s work are
probably without much basis. It seems most
likely that his high rates were mainly a result

of his use of samples from a resident hospital
population. This may mean, of course, that
his results are not widely generalizable. But
it does not mean that they are untrue.

Separated MZ twins. Unfortunately, we
still have very meager information on con-
cordance rates for schizophrenia in twins
reared apart. Available data have been sum-
marized by Slater (1968) and by Gottesman
and Shields (1972) and are presented in Ta-
ble 16-7. Curiously enough, the concordance
rate of about 65% in the 26 pairs is actually
higher than the median rate for MZ twins
reared together. It is very muchin line, how-
ever, with the kinds of estimates found in
mostof the larger twin studies done (63% to
66%). Thus, assuming the sample is not
atypical, the data provide strong support for
the genetic model. Furthermore, they sug-
gest that whatever factors make for discor-
dance or concordance, these havelittle to do
with the within-family environment. This
brings us to a consideration of another re-
search stratagem: the study of twins found to
be discordant. |

Discordant MZ twins. As we have shown
in the previous section, concordance in MZ
twins is far from perfect. Its rate also varies
widely, notably between the United States
and the Scandinavian countries. This has led
some to argue that therefore genetic factors
are absent in schizophrenia (e.g., Jackson,
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1960). However, it is obvious that imperfect

concordance by no meansdiscredits a hered-
itarian hypothesis. In fact, in consideration

of MZ twins discordant for schizophrenia,

one can examine twopossibilities: one is that

there are genetic forms of schizophrenia and

environmental forms, that is, phenocopies.
The latter are hardly new in genetics, and it

is well known now that environmental influ-

ences can produce behaviorsthat closely re-

semble behaviors otherwise produced by
genes. The hypothesis that there might be

two forms of schizophrenia, one genetically,

the other environmentally, determined, was

initially put forward by Rosenthal (1959),
although he appears to have abandonedit

now (Rosenthal and Van Dyke, 1970). The

more cogent possibility, however, is that we

distinguish between the schizophrenogenic

genotypeandits clinical manifestation. Such

a distinction is essentially entailed by the ge-

netic concept of expressivity. In building ge-

netic models to account for schizophrenia, it

has invariably been necessary to invoke ex-

pressivity or manifestation rate, sometimes

to such an extent that it becomes a “fudge”

factor. The study of discordant MZ twins,

however, allows us to give some definite

empirical meaning to the notion.

Generally speaking, investigators have fo-

cused on two kinds of possible differencesin

discordant MZ twins: extrapersonal variables

relating to the life history of each and repre-

senting presumedtriggering factors and, sec-

ond, intrapersonal variables, for example,

biochemical, that dispose one memberofthe

pair to schizophrenia more than the other.

The two must, of course, be considered to

combine in some fashion to produce the dis-

cordance.
Thus what we search for are similarities

and differences between members of dis-

cordant MZ pairs, it being assumed that the

former represent genotypic and the latter

environmental influences.

A good example of the general method is

afforded by the study of Rosenthal and Van

Dyke (1970) referred to previously. This at-

tempted to follow up the hypothesis put

forward by Essen-Moller (1941) that what

wasinherited in schizophrenia was what he

called a “characterological defect,” which
might or might not develop into clinical
schizophrenia, depending on various circum-
stances. Rosenthal and Van Dyke compared
11 schizophrenic index cases with their non-
schizophrenic co-twins on the Wechsler

Adult Intelligence Scale. They found that co-
twins scored higher than index cases on all
except one (block design) of the eleven

scales. This accords with the general notion

put forward by Bleuler and others that
schizophrenia involves thought disorder.

However, a striking constancy between the

index and co-twins was their profiles across

scales. Thus, as Rosenthal and Van Dyke

state, “the pattern of performance . . . re-

mains essentially the same, despite the im-
pairment of level.” Their results are shown

in Fig. 16-4. Striking as they seem to be,

they are based on a very small sample, one

typically involving a predominanceof female

pairs. Furthermore, there are no control

groups representing either the normal gen-

eral or twin population. Thusit could be that

all people show such profiles, or all twins,

both, or neither. Consequently, the study is
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Fig. 16-4. Scores by index and control twins dis-

cordant for schizophrenia on the eleven WAIS

subscales. (From Rosenthal, D., and J. Van Dyke.

1970. Acta Psychiatr. [Suppl. ] 219:183-189.)



by no meansdefinitive, as the authors them-
selves have recognized. However,it usefully
demonstrates the general research strategy.

In point of fact, it is only recently that in-
tensive work involving adequate control
groups has beeninstituted. Prior to the early
1960s, many individual case histories con-
cerning discordant MZ twins were pub-
lished, but, considered separately at least,
these were notvery illuminating. However,

investigators gradually became aware of
some of the basic methodological problems
involved. Apart from the sampling difficulties
to which we have just alluded, there is a
problem in merely defining what a discor-
dant pair is. Thus a pair of discordant MZ
twins before, at, or shortly after the peak age
of risk may well become concordant. On the
other hand, pairs that are past the age of risk
(e.g., 45 years plus) may not constitute very
appropriate material for study. It is clear that
the discordant MZ twin methodis far from
straightforward. Some of the problems have
been discussed by Kringlen (1964).

In the early 1960s, an intensive program
on discordant MZ twins was initiated by
Pollin and colleagues at the Twin andSibling
Unit of the National Institute of Mental
Health. In one of their earlier reports, Pollin
and Stabenau (1968) gathered information on
100 pairs of discordant MZ pairs located
through published reports from 1929 on and
also through the National Science Founda-
tion Twin Registry. Index cases and controls
were compared on twenty-six life-history fac-
tors. Some ofthe factors discriminating best
were asfollows:

Index twin is:

1. more neurotic as a child

more submissive

. moresensitive

more of a “serious-worrier’

more obedient and gentle
more CNSillnessesas a child

morelikely to have had birth complications
more likely to have suffered asphyxia at
birth

9. more dependent

10. less likely to be married
11. less intelligent
12. worse at school

C
I
O
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b
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The authors concluded that index cases
usually had suffered more stress in child-
hood, this stress relating less to complex
psychological problems and more to prob-
lems involving some central nervous system
deficiency. Other data obtained by Pollin
and colleagues (Pollin, Stabenau, and Tupin,
1965; Pollin et al., 1966) give credenceto this
idea. Thus the index twins (in their sample)
tended consistently to be smaller at birth.
This caused or wasassociated with a lowered
physiological competence, which, in turn,
produced an experience of the world differ-
ent from that of their co-twin and, likewise,
different relationships with their parents. All
these factors would gradually accumulate to
heighten the probability of manifestation of
the schizophrenic genotype.

Again, however, we must emphasize that
their findings are based on a very small sam-
ple and are of a rather clinical character in-
volving no adequate control groups. Neither
has a definite association between birth
weight and schizophrenia been always found
by other investigators. Consequently, we
must consider their theory unconfirmed,
though still highly plausible (Gottesman and
Shields, 1976).

Other work by the same group has focused
on biochemical variables. In one article,
Stabenau et al. (1969), following up some
leads in the literature, studied in 16 pairs of
discordant MZ twins (age range, 16 to 45
years) the following variables: (1) lactate-
pyruvate (L/P ratios), (2) rabbit red cell ag-
glutination titer, (3) serum Sj) macroglobu-
lin urine 3,4-dimethoxyphenylethylamine
(DMPE), and (4) serum protein-bound
iodine (PBI). Evaluations of these variables
were run blind. They found “normalized”
L/P ratios and measuresofantirabbit red cell
hemagglutinin to be significantly higher in
index cases. Unfortunately, at least some of
the latter had been on phenothiazine medica-
tion at various times prior to the present
study. The phenothiazines in fact elevate
both of the two variables. Consequently, the
validity of their findings in respectto theseis
in some doubt. PBI levels were found to be
significantly lower in the index group. How-
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ever, both in this and in a larger NIMH twin

sample, PBI levels were found to correlate

significantly with birth weight, which was

lower in the schizophrenic subjects. The

authors suggest that low birth weight is, in

fact, the cause of the low PBIlevels.

In later article, Pollin (1971) reported on

two other classes of biochemical variables

with particular relevance to coping with

stress: the catecholamines and the adrenal

steroids. More importantly, in this study two

control groups were added: a groupof 4 nor-

mal MZA pairs and a group of 3 MZ pairs

concordantfor schizophrenia. The discordant

group consisted of 11 pairs. Altogether,

seven catecholamines, 17-OH steroids, and

urine volume were measured. However, not

all of them were measuredin all pairs for

various reasons.

Results were as follows: in the first place,

for the whole sample, intraclass correlations

for catecholamine excretion were positive

and significant for all except one of the sub-

stances measured (4-hydroxy-phenyl-glycol).

Steroid levels correlated zero. Among dis-

cordantpairs, however, only four ofthe cate-

Epinephrine
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Dopamine

cholamine levels were significantly corre-

lated, and none in the concordant pairs.

Three catecholamines correlated in the nor-

mal control group. Also, in this group, cu-
riously enough, steroid levels correlated

0.910, p < 0.01. It is difficult to make much

sense out of these data. However, if we fol-

low Pollin and take the findings based onall
18 pairs as being the most robust, we might

conclude that catecholamine levels are under
genetic control, whereas 17-OH steroid lev-

els are not. Further analysis of between-
group means lends some weight to this con-

clusion. The main comparisons achieving

statistical significance (by individual t tests

only, however, rather than F tests) are shown

in Fig. 16-5. At least taken qualitatively, the

results are of some interest. Generally speak-

ing, for the catecholamines wefind that the

individuals having the genotype whether

manifesting or not manifesting the disorder

show elevated levels. This suggests, as Pollin

states, that a high level of catecholaminesis

related to the schizophrenic genotype but

that elevated steroid values are related to the

schizophrenic phenotype. This otherwise in-

17-OH

steroids

Norepinephrine

| Normal cotwin of

 

  
index case

Fig. 16-5. Group meansfor excretion levels of catecholamines and 17-OHsteroids. (Concor-

dant sample not tested for 17-OH steroids.) (Modified from Pollin, W. 1971. Am.J. Psychiatry

128:311-317.)



teresting idea is undercut, unfortunately, by
a numberofdifficulties. One is the fact that,
for norepinephrine, the concordant schizo-
phrenic group is no different from the nor-
mal group. Another is the fact that no real
differences were obtained for the four other
catecholamines measured. Otherdifficulties
are as follows: the ranges within each group
are large, the sample sizes were small, the
statistical analyses left much to be desired,
and thereis little information given concern-
ing possible confounding effects of medica-
tion or treatment administered to the schizo-
phrenic cases at the time. Consequently, we
must view the data of this study with a great
deal of caution. It is to be hoped that future
studies using this important methodology of
studying discordant twins will find ways of
coping with the difficulties inherentin it.

Adoption studies

The basic methodology and types of de-
signs falling under this general heading have
been discussed in some detail by Rosenthal
(1970, 1972). He has identified roughly four
strategies which differ somewhat in detail.
Wewill now discuss some of the attempts to
apply these.
Extended family or adoptee’s family. One

of the first workers to use this method was
Karlsson (1966) in his extensive investigations
of schizophrenic pedigrees in Iceland. He
located 8 cases of schizophrenics who had
been reared in foster homes. Out of the 29
biological sibs of these index cases, 8 became
schizophrenic. Out of the 28 foster sibs with
whomtheindex cases were reared, none was
schizophrenic.
The same approach has been used in a

more systematic way by Kety etal. (1971), a
joint team of Danish and U.S. researchers.
Using the thorough registers maintained in
Denmark, they wereable to obtain a sample
of about 5500 adoptees from which they lo-
cated 33 definitely diagnosed schizophrenic
index cases. Chosen next were 33 nonschizo-
phrenic and normal adoptees to match the
index cases on twentyvariables, for example,
time spent with biological parent, socioeco-
nomic class of adoptive parents, and age. All
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biological and adoptive relatives of index and
control adoptees were located. From the
Psychiatric Register, it was then ascertained
how many in each groupofrelatives had at
any time suffered from “schizophrenia-spec-
trum disorders.” Results are shown in Table
16-8. The most relevant comparisons are
within columns. Significantly more disorders
were found in biological relatives of index
cases than in those of control cases. The
groups were notdifferent in respect to inci-
dences among adoptive relatives. This find-
ing applies somewhat morestrongly for the
smaller subgroup of cases adopted out at a
very early age. The data are clearly in accord
with a genetic hypothesis. It would be dif-
ficult to explain them,granting theirvalidity,
in environmental terms.

_ Adoptees study. This method starts with
parental index cases, diagnosed as schizo-
phrenic, who have given uptheir children for
adoption and then comparesthe incidence of
the disorder in these foster children against
a control group. Thefirst systematic study

Table 16-8. Percent schizophrenia-
spectrum disorders among biological
and adoptive relatives of index and
control adoptees*

   

Relatives

Biological Adoptive

Per-

N cent N

   

 

  
  
Total

Index cases 150 86 74 28
Controls 156 19 #83 3.6

Separated from
biological parents
within one month
of birth

Index cases 93 97 45 4.5
Controls 92 0 51 1.9

_-_

ooo

*Modified from Kety, S. S., D. Rosenthal, P. H. Wen-
der, and F. Schulsinger. 1971. Mental illness in the
biological and adoptive families of adopted schizophren-
ics. Am. J. Psychiatry 128:302-306. Copyright 1971,
the American Psychiatric Association. Reprinted by per-
mission.
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was done by Heston (1966) who single-

handedly undertook a search in fourteen

states and in Canada for relevant cases. This

vielded, finally, 47 experimental children

and 50 control subjects. The latter were

matched in terms of sex, age at placement,

tvpe of home placed in, and length of time

in child-care institutions. Main results are

presented in Table 16-9. All differences

shown are statistically significant. In addi-

tion, the index group had a lower mean IQ

(94 as against 103.7 for controls), had fewer

members married, and had fewer total chil-

dren. Thus it is clear that, on the whole,

there was a good deal more general pathology

in individuals born of schizophrenic mothers

even though their exposure to her had been
only a few days. This does not rule out the

possibility of prenatal factors operating.

A later and rather more elaborate study by

the NIMH-Copenhagen group (Rosenthalet

al., 1968) yielded essentially the same results

as those of Heston. The rate for schizophren-

ic-spectrum disorders in index adoptees was

somewhat over 30%; in controls, only 15%.

This latter figure is surprisingly high and sug-

Table 16-9. Status of adult offspring of

schizophrenic (N = 47) or normal (N = 50)

mothers reared in foster homes from

shortly after birth (3 days)*

    
   

Biological mother

Schizophrenic

mother

 

Variable

 

65.2Meanrating

(Menninger Health-

Sickness Scale)

Schizophrenia 0 5

(age-corrected

risk = 16.6%)
Mental deficiency 0 4

Sociopathic disorder 2 9

Neurotic disorder 7 13

> Oneyear in penal or 2 11

psychiatric institution

Felons 2 7

 

*Modified from Heston, L. L. 1966. Psychiatric disor-

ders in foster home reared children of schizophrenic

mothers. Br. J. Psychiatry 112:819-825.

gests some pathology in the biological or
adoptive families of the so-called normal sub-

jects. Interestingly enough, the two groups
did not differ significantly on anyscale of the
MMPI, including the schizophrenia scale.

Since this initial report, Rosenthal and col-

leagues have added further subjects (Rosen-

thal et al., 1971) to almost double the sample

sizes. The original results have stood up well.

Rates of schizophrenia in both experimental
and control groupsroseslightly to 31.6% and

17.8%, respectively.

A rather interesting variant on the adoptees

method was carried out by Fischer (1971) in

Denmark. She studied the incidence of

schizophrenia in 47 children of MZ schizo-

phrenic index cases. This group was com-

pared with another group of 25 children of

the normal(i.e., discordant) co-twins of the

index cases. Thus both groups of children

would have pathological genes, but thefirst,

in addition, would have pathological rearing

conditions. Age-corrected incidences were

not significantly different between groups:

12.3% for children of index cases and 9.4%

for children of unaffected co-twins. Thus

Fischer concluded that hereditary factors

were more important.

Adoptive parents. A third methodstarts

with adopted schizophrenic index cases and

then looks for pathology in their biological as

compared with adoptive parents. This strat-

egy has been used by Wender, Rosenthal,

and Kety (1968) with three groupsof parents:

20 fathers and mothers whohad adoptedchil-

dren later diagnosed as schizophrenic, 20

fathers and mothers who had reared their

own schizophrenic children, and a_ third

group of 20 parents with adopted nonschizo-

phrenic children. Incidence and severity of

pathology wasfoundto besignificantly higher

in the biological parents rearing their own

schizophrenic children. However, the adop-

tive parents of schizophrenics were rated as

showing significantly more psychopathology

than the adoptive parents of normals. The

authors explored several possible explana-

tions of this last finding. In general, how-

ever, it would seem most likely to suppose

that it would arise simply from the strain and



depression engendered from finding that the
children they adopted becameschizophrenic.

Cross-fostering. The final method entails
the kind of design used as standard practice
in animal studies: that is, the comparison of
offspring of schizophrenics raised by normals
with the offspring ofnormals raised by schizo-
phrenics. Wenderet al. (1973) have reported
a study using this design. Essentially, they
have simply added a new group(the second
listed before) to the two other groupsalready
reported in previous publications. Thus
three groups were compared. An adopted-in-
dex group (N = 69), having schizophrenic
biological parents with (presumably) normal
rearing parents; an adopted-control group
(N = 79) with normal biological parents and
normal foster parents; a cross-foster group
(N = 28) with normal biological parents and
schizophrenic foster parents. Basically, for
the total sample, their results indicated that
the largest percent of severe pathology (“up-
per pathology quartile’) was found in the
adopted-index group (18.8%). The other two
groups were about equal (~ 10%). However,
when the samples were “purified” by elimi-
nating from the cross-fostered group all sub-
jects who had been “deviantinfants, difficult
to place, or whose parents had been psychi-
atrically diagnosed,” incidence in this group
fell to under 5%. Thestatistical significance
of most of the differences is borderline, and
the authors are careful to point out a number
of methodological limitations to their study.
However, on the whole, it does seem that
possession of a nonschizophrenic genotype
(i.e., normal biological parent) is quite a
powertul protection against a schizophreno-
genic rearing environment.

In general, the adoption studies give sup-
port to a genetic hypothesis of the etiology of
schizophrenia. However, we must advise
caution, since the sample sizes in the rele-
vant studies have been small and, in many
ways, atypical. More researchisstill needed.

Postdiction and prediction studies

A strategy more time consuming anddif-
ficult than those we have so far examined is
to try to follow closely the life history of some-
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one who is schizophrenic (Garmezy and
Streitman, 1974; Garmezy, 1974). Thus, we
may either start with an index case and at-
tempt to reconstruct the past, or we may start

with individuals considered to be at “high
risk” and record minutely all events during
the course of their development.
The first of these methods may be called

postdictive or retrospective-clinical. It is an
old strategy that has been usedat least since
the 1920s. Basically, it is no different from
psychoanalytic therapy that attempts to find
the roots of an illness in the patient’s history.
Used in research, however, it obviously be-
comes more complicated. In thefirst place,
suitable controls are necessary. Thus index
cases need to be matched with normal sub-
jects and, preferably, with others having
some organic or nonschizophrenic illness.
Numerous other matching variables should,
of course, also be employed. Even then, we
can never be sure that any conditions which
occur in a patient's history are uniquely
necessary to producing the condition.
A secondcategory ofdifficulty relates to the

reliability of the reconstruction. Reliance on
the memory of the patient or of associatesis
obviously not a good idea. Forgetfulness and
distortion, conscious or unconscious, can and
obviously do occur. The sameapplies to rec-
ords, which may be kept with greater or
lesser completeness by different agencies.
Furthermore, the latter may often be reluc-
tant, for obvious reasons, to give out the in-
formation to researchers. Other problems
have been noted by Garmezy and Streitman
(1974).

In any case, as Anthony points out in a re-
view (1972), most of the studies using this
method have been poorly designed and
planned. Consequently, the conclusions we
can draw from them are limited. Some have
been of better quality, however. Thus Wahl
(1956), studying the early histories of 568
male schizophrenic naval personnel, found
that 41.4% had lost or been separated from a
parent(not confined to the mother) for fairly
extensive periods early in life. This is not an
uncommonfinding and has been found by a
numberof other investigators. Rutter (1966)
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claimed a similar relation between “mental

disorder” in children and early maternal or

paternal bereavement. However, he pointed

out also that such bereavement(e.g., death)

is often itself associated with parental mental

disorder and/or chronic illness. Consequent-

ly, the relation, though plausible, must be a

complex one and, furthermore, is probably

by no meansuniqueto the etiology of schizo-

phrenia.

An extensive study carried out by Watt

(1972) gathered data from the school records

of a schizophrenic sample and matched con-

trols. He was able to identify a number of

psychological variables differentiating the

two groups. Preschizophrenic boys had

scored low on such variables as motivation,

emotional stability, and agreeableness. Girls

were also less emotionally stable and tended

to be more introverted. Again, incidence of

early parental deaths was higher in the

schizophrenic sample (19%) as compared

with controls (8%).

The secondstrategy, the prospective study

of children at risk, has become rather popular

in recent years. There are presently as many

as twenty or more major studies going on in

the United States, Denmark, Sweden, Nor-

way, Israel, and Mauritius. Again, the in-

vestigator must face many problems. The

main one is the sheer amountof time andef-

fort that must be devoted to keeping track of

the original risk and nonrisk individuals over

long periods of time, at least up to the age of

peak risk in the middle or late twenties. An-

other difficulty relates to the definition of risk

and choice of controls. Generally, risk is de-

fined as having a schizophrenic parent. How-

ever, one can subdivide further, as Erlen-

meyer-Kimling (1968) and others have done,

by adding a “high-risk” group of individuals

with two schizophrenic parents. A “low-risk”

group could also be addedbypicking individ-

uals with a second-degree schizophrenic rela-

tive. As for controls, it has been usual to in-

clude, besides individuals from normal fami-

lies, some whose parents have shown some

other psychological or organic disability.

Thus as the researcher plans more carefully,

so the magnitudeof the project increases. In

the actual follow-up, on the other hand, the

opposite happens; as time passes, it is usual

to find the starting N’s gradually eroded

through loss of subjects. Clearly, the pro-

spective methodis not for the fainthearted.

One of the first workers was Fish, who,

since 1952, has been following up, in an in-

tensive clinical way, a few cases considered

vulnerable to schizophrenia. They were

chosen not only on the basis of having hos-

pitalized schizophrenic mothers but also on

the basis of showing abnormally uneven de-

velopment at 1 month of age. In three cases

—Peter, Frank, and Conrad—oneeventually

became schizophrenic, one psychopathic,

and the other a “moderately well-compen-

sated neurotic’(Fish et al., 1966; Fish, 1971).

Fish’s descriptions are very qualitative. Fur-

thermore the erratic environment in which

the boys grew up makes it hard to pinpoint

key variables. Nevertheless, the work as a

whole provides a valuable source of detailed

information for other investigators.

One of the most important programs has

been that carried out by Mednick and Schul-

singer in Copenhagen,starting in 1968. They

began with 207 index cases, the normal-

functioning adolescent (mean 15.7 years)

children of schizophrenic mothers. These

children were paired in diads on the basis of

a numberofvariables. A further group of 104

control subjects was used, each again being

matched to one of the index diads. The use

of the latter was to allow for the possibility

that one memberof a diad might becomesick

and the other not; in which case, there would

be afforded an opportunity to lookforcritical

precipitating factors. Unfortunately, since

matching of membersof diads was imperfect,

they were not able to be used. A large num-

ber of dependent variables were measured.

Somesalient results were as follows:

1. There appearedto besignificantly more

pregnancy and birth complications (PBCs)

associated with risk children. This was based

mostly on midwives’ reports. It is in accord

with the data of Pollin et al. discussed earlier.

2. There was a definite relation between

maternal absencein the first two years oflife

and later pathology.

3. Risk subjects had experienced a greater

amountof conflict in the home.



4. A sizable group of risk subjects showed
clearly deviant behavior, behavior that is
sometimes designated as schizoid.

5. Subjects in the risk group appeared to
react differently on a numberof psychophys-
iological measures, chiefly galvanic skin re-
sistance (GSR)(e.g., shorter latencies, great-
er amplitudes).

6. During the initial five years of the re-
search, about20 of the risk group were either
hospitalized for mental disorder or diagnosed
as alcoholic, delinquent, or schizoid.

Two of the preceding points are worth
elaborating further. Mednick (1970) has at-
tributed major importance to pregnancy and
birth difficulties and has gone on to suggest
that possible anoxia occasioned by these may
produce early hippocampal damage in risk
children. The latter notion has not been
readily accepted (Kessler and Neale, 1974),
since, although it may seem plausible,it goes
rather far beyond the data and, for that mat-
ter, beyond feasible experimentation. How-
ever, Mednick and colleagues (Mednick,
1970; Mednick et al., 1971) did consider the
possible involvement of PBCs important
enoughto pursuefurther. In general, the use
of more exact procedures and methods has
at least partly verified their previous find-
ings. However, it must also be mentioned
that most other studies have not been able
to confirm the conclusions of the Mednick
group (Garmezy, 1974). Consequently, the
matter remains in doubt.

If PBCs are of importance, they may, of
course, predispose to psychiatric illness in a
number of ways. An obvious possibility
stressed by some workers is the effect they
may have on the ensuingsocial interactions
between mother and child. Distress con-
nected with birth and labor could well dis-
pose a mother to behave negatively to her
child. This, in turn, could set off a whole
chain of events offering poor prognosis for
the child. Mednick et al., however, as sug-
gested previously, have preferred to empha-
size a more direct causal route, the effect of
PBCs on the body’s stress-response mech-
anisms. It was this reasoning that led to a
focus on the nature of psychophysiological
responsesin risk and nonrisk cases. Mednick
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(1958) has, in fact, proposed a microtheory
of the etiology of schizophrenia. He has the-
orized that, in coping with a stressful stimu-
lus, preschizophrenics(or schizophrenics) ex-
hibit a higher than normalreactivity, relative
slowness of habituation and poor extinction
of the conditioned GSR response (Mednick,
1970). Although Mednick was able to educe
some supportfor his theory, other investiga-
tors have not, beyond the generality that risk
cases are usually different from normalcases.
However, the particular line of research is a
promising one and certainly deserves more
work. It represents a noteworthy departure
from the quasiliterary manner in which
schizophrenia and other mental disorders are
usually discussed.
A final program wewill discuss briefly is

that initiated by Anthony (1968), a child psy-
chiatrist at the University ofWashington. His
studies involved at least two features of in-
terest: (1) intensive clinical and experimen-
tal investigation of index children and their
families and (2) reliance on a Broadbentian
information-processing modelin dealing with
the etiology of schizophrenia. His data are
still being collected and assessed. However,
preliminary reports (Anthony, 1972) indicate
that high-risk subjects are overresponsive to
stimuli, habituate abnormally slowly, and
show poordiscrimination at the stimulus and
responselevel.
The studies just summarized can be taken

as representative of work using the prospec-
tive strategy. It will be obvious to the reader
that, in spite of enormouscost and labor, the
results, so far, have not been that illuminat-
ing. There are few definitive agreements be-
tween programs (except trivial ones) and
many disagreements. If all that finally
emerges is that children at high risk have
problemsin early childhood, then we cannot
consider the investment to have been very
worthwhile.

Genetic models and schizophrenia

So far, we have merely summarized some
data which appear to indicate that there is
a heritable component in the etiology of
schizophrenia. This represents only thefirst
step. The second step involves attempting to
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fit genetic models to these data. Clearly, it

is rare with behavioral characters that we im-

mediately find a precise fit of one model. In

the case of schizophrenia, depending on how

it is defined, on which types of data are em-

phasized, and on variousstatistical machina-

tions performed on the data, we find that a

number of models can fit the data about

equally well. Each of these hasits adherents,

and each points research in a certain direc-

tion.

In general, there are two types of models

that are not necessarily mutually exclusive:

monogenic models, which invoke the action

of one or a few major genes, and polygenic,

or multifactor, models, which postulate the

action of many genes, each with small effects

but which, in a particular combination, can

produce a dramatic phenotype like schizo-

phrenia. As weshall see, there are a number

of variants of these twoclasses of theory and

some models that involve aspects of both.

Monogenic models are more “optimistic”

in the sense that they reflect a faith that a dis-

ease like schizophrenia will turn out to have

a major, determinate cause, presumably bio-

chemical in nature and possibly correctable.

Multifactor theories, on the other hand, must

necessarily place more reliance on environ-

mental intervention. They have,for the same

reason,at least the political advantage of ap-

pearing morepalatable to environmentalists.

But apart from these considerations, the

models currently being put forward have

somewhatdifferent conceptual starting points

regarding the entity with which they are

dealing.
Perhaps one of the most fundamental prob-

lems to be solved first (it has not yet been

solved) relates to the specificity of schizo-

phrenia. Concretely the question hasat least

three parts: first, is schizophrenia a discrete,

a continuous, or a quasicontinuous charac-

ter? Second, is the schizophrenic genotype a

unit or unitary dimension underlying the di-

verse phenotypic forms the syndrome may

take? Third, does the genotype underlying

schizophrenia also underlie other classified

formsof mentalillness such as manic-depres-

sion, melancholia, neuroticism, or psychop-

athy? These problems have received full

discussion by many workers (Kaplan, 1972)

and have been well reviewed by Rosenthal

(1970) and by Slater and Cowie (1971). Let us

consider each question separately.

Thereis little doubt that there are degrees

of severity of schizophrenia. Many workers

commonly accept this in their use of such

terms as schizoid, schizophreniform, and

schizotaxic. However, it also seems plausible

that below a certain threshold an individual

can be consideredas notill enough to warrant

full hospital treatment, but that beyond this

point he shouldgetit. It is probable that such

a threshold is not a value arbitrarily fixed by

local psychiatric practice. Hence, some

theorists have found it most plausible to treat

schizophrenia as a quasicontinuous vari-

able, that is, a dimension on which the nor-

mal population has a certain threshold ofrisk,

and schizophrenic genotypes a much lower

threshold of risk. This approach has beenfav-

ored by Falconer (1965), Edwards (1969), and

Kidd and Cavalli-Sforza (1973), among

others. Conceptually, however, the differ-

ence between a simple continuity model

Table 16-10. Incidence of type of schizophrenia in probands andaffected children*

  

  
Probands  Hebephrenic

Hebephrenic 34

Catatonic 6

Paranoid 5

TOTAL 45

   
Children

8 14 56

18 10 34

9 1 2
35 31 111

 

* Fyrom Kallman, F. J. 1938. The genetics of schizophrenia. J. J. Augustin, Inc.—Publisher, Locust Valley, N.Y.



(Heston, 1970) and a quasicontinuity model
is not great. Espousal of continuity usually
calls for a major (though not exclusive)role to
be given to polygenes.

Whethercontinuous or not, schizophrenia
shows up in a bewildering variety of forms.
Henceit is sensible to inquire whether these
are fundamentally different. Kallman (1938)
attempted to answerthis question by examin-
ing, in probands andtheir affected children,
the incidence of the four Kraepelinian cate-
gories of schizophrenia. His results are
shown in Table 16-10. As calculated by Slater
and Cowie (1971), the association between
probandsandchildren in respect to subcate-
gory is significant (x? = 15.32, p < 0.01).
Kringlen (1968) has also reported this con-
clusion. At the same time,all types of pro-
band have all types of affected children.
Hence, Kallman concluded in favor of a ma-
jor schizophrenic genotype whoseexpression
could be controlled by minor modifiers. An
additional piece of information Kallman put
forward related to the expectancy rates for
subtypes in children: for hebephrenic,
20.7%; for catatonic, 21.6%; for paranoid,
11.6%; and for simple, 10.4%. It could be
argued from thesedata that the first two were
more closely related to the nuclear genotype
than the last two. This finding has been con-
firmed by Hallgren and Sjogren (1959).
Other workers, however, using somewhat

different taxonomies, have favored a hetero-
geneity model. Leonhard (1936) distin-
guished between what he called “typical”
and “atypical” schizophrenics. By examining
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the incidence of these in probands andtheir
affected children and sibs, he educed support
for the conclusion that typical schizophrenia
was carried by recessive genes with low
penetrance, and the atypical group by domi-
nant genes with muchhigher penetrance.
Similar distinctions have been madeby other
workers: for example, between process and
reactive forms (Abelin, 1972), chronic (pro-
gressive or transient) and relapsing (Inouye,
1961), and a numberofothers to be discussed
later.

Obviously, some confusion still surrounds
the problem of the unity of the schizophrenic
genotype. The problem is not yet solved.
Slater and Cowie (1971) are probably correct
in concluding that, although muchofthe data
collected point to heterogeneity of schizo-
phrenia, this cannot yet be regardedasfirmly
established.
The final question is even more complex.

There is no question that in the relatives of
schizophrenic probands we mayfind a range
of other disorders. In particular, it is quite
common for manic-depression and schizo-
phrenia to show up in the same families.
Someillustrative data, compiled by Rosen-
thal (1970), are shown in Table 16-11. Note,
however, that the ratios of manic-depressive
to schizophrenic children are in the general
order of 5:1. It is likewise true that if the pro-
band is schizophrenic, the first-degree rela-
tives are about five times morelikely to have
schizophrenia as manic-depression (Ode-
gaard, 1963). Thus there is some tendency
for each disorder to “breed true” but not

Table 16-11. Expectancies of manic-depression and schizophrenia in children of a
manic-depressive parent*

 

    

  
  

 

N

Hoffman (1921) 94
Weinberg and Lobstein (1936) 94
Roll and Entres (1936) 82
Slater (1938) 204
Stenstedt (1952) 149

(age corrected)

 

  

  
Percent

Manic-depressive Schizophrenic

13.8 2.5
6.3 0.8
9.7 2.0

12.8 3.1
6.0 3.1

 

* Modified from Rosenthal, D. 1970. Genetic theory and abnormal behavior. McGraw-Hill Book Co., New York.
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completely. No instance has been reported,

according to Rosenthal, of an MZ pair with

one co-twin showing clear-cut schizophrenia,

the other, clear-cut manic-depression.

Thus the relationship between these two

major psychosesis still something of a puz-

zle. Even less well understoodare the rela-

tionships of schizophrenia with such dis-

orders as neurosis, psychopathy, sexual de-

viations, and epilepsy.
At least a partial solution to the preceding

difficulties has been offered by Eysenck

(1972) on empirical and theoretical grounds.

He has argued for dimensions rather than

Kraepelinian categories and has put forward

evidence that any personality, from normal

to abnormal, can be located in a three-dimen-

sional space defined by the three basic fac-

tors: psychoticism, extraversion-introversion,

and neuroticism. These have broad herita-

bilities of 0.53, 0.37, and 0.65, respectively.

The main point, in the present context, is the

notion of a unitary dimension of psychot-

icism. This would underlie all psychotic re-

actions, which might, however,differ in their

expression depending on the part played, in

any particular case, by the two othervari-

ables. In many ways, this is an appealing

model. It is similar conceptually to the rather

old concept in Germanpsychiatry ofEinheit-

ysychosen—unitary psychosis. Eysenck's up-

dated version has the advantages of being

empirically derived through factor-analytic

procedures and also subject to experimental

analysis. Nevertheless, it can hardly be said

to have found universal acceptance (Kaplan,

1972).
Most genetic models, either explicitly or

implicitly, take some position in respect to

the three problemslisted before. Any model

will have to take account of them eventually.

Turning now to the models themselves, we

will first quickly review the kindsof data that

are offered as supportive of different kinds

of genetic transmission. Dominant gene ac-

tion is indicated by the following: approxi-

mately equal incidence in parents, sibs, and

children of probands; about equal likelihood

of collateral and lineal relatives showing the

disorder; parental consanguinity not particu-

larly frequent; often late onset; mild sever-

ity; and variability of clinical expression.

Recessivity, on the other hand, is usually

suggested by much higher incidence in sibs

than in parents or children; collateral in-

heritance; higher than usual consanguinity

rate; early onset, high degree of severity;

and usually clear-cut expression. It is not

easy to define exact tests for a polygenic

model. Some have been suggested by Carter

(1969). One of these has involved examining

the incidence in families of single affected

probands with the incidence in families with

two (usually sibs) or more affected probands.

In the latter case, the loading of unfavorable

polygenes should be greater, and hence the

familial incidence higher. Monogenic theo-

ries, however, would predict no differences

in incidence between the twoclasses of fam-

ily. A related method involves comparing

the symmetry of incidence in ascendant, sec-

ondary relatives of a proband on the mater-

nal and paternal sides. Given certain con-

ditions, polygenic theory would predicta less

unilateral and more bilateral distribution.

The logic of this has been elucidated by

Slater (1966). A second test between mono-

genic and polygenic theories devolves around

the rather high frequency of schizophrenia

that has been maintained, perhaps over the

last century and a half. There is known to be

some selection against schizophrenia. To ex-

plain why frequency has not gone down

sharply is easier for a polygenic theory, from

a purely statistical point of view. Any mono-

genic model, however, must invoke some no-

tion of balanced polymorphism, giving a car-

rier some compensating advantage, to ex-

plain the apparent resistance to selection.

This is more especially true in the case of a

dominance theory (Gottesman and Shields,

1972).
Additional data relevant to genetic trans-

mission may be obtained from twin data and

from data on offspring of dual matings. These,

as we have seen, have to do mostly with

problems of penetrance and manifestation.

Wewill now turn to a discussion of the two

major classes of theory and variants of them.

Anticipating somewhat, we may point out



that due to the imprecision of the tests listed
previously and also to the variability of the
data base, no single modelhas, as yet, found
universal acceptance by workersin thefield.
Monogenic theories. A simple recessivity

hypothesis was originally put forward by
Rudin (1916) and others of the Munich
school, for example, Luxenburger (1928) and
Weinberg and Lobstein (1943). The conclu-
sion was reached mainly on the apparently
greater incidence in collateral than in lineal
relatives. At the same time, it became clear

that the incidence did not reach the approxi-
mately 25% expectancy rate in siblings of
schizophrenic probands. Again, the incidence
in sibs of a proband with one schizophrenic
parent is appreciably higher than in sibs of
a proband of normal parents (Rosenthal,
1970). Furthermore, not all MZ co-twins of
probands are concordant, and not all chil-
dren of two schizophrenics are also schizo-
phrenic. Consanguinity rates have varied
from study to study and,at least according to
Rosenthal (1970), cannot be considered as
being uniformly higher than normal expec-
tation. Thusit is obvious that a simple reces-
sivity theory cannot be madetofit the facts.
This led Rudin to modify his initial model by
adding otherpairs of genes.

Kallman (1938, 1953), on the basis of his
extensive Germanfamily study and American
twin study, also espoused a recessivity the-
ory. He also was impressed by the tendency
for collateral transmission and(at least in his
own data) elevated consanguinity rates. To
accommodate the model to the difficulties
listed before, however, he suggested that
manifestation was determined by a genet-
ically nonspecific constitutional defense
mechanism which was “unquestionably poly-
genic’ in nature. The latter he related to
body type, being weakest in asthenics and
strongest in athletics and, physiologically,
involving the reticuloendothelial system.
This latter notion has not seemedplausible
to somecritics (Slater and Cowie, 1971). But
others, for example, Burch (1964) and Hurst
(1972), have felt that perhaps Kallman was on
the right track. Burch, in fact, has put for-
ward the view that Kallman’s constitutional
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defense mechanismis not polygenic butis, in
fact, carried by a second pair of recessive
genes. His general approach to the etiology
of schizophrenia (and some other psychoses)
is a highly novel one but, to date, has not
commanded muchattention.

It seems clear enough that a recessivity
modelhas problems. The postulate of an ad-
ditional system governing expressivity can
make it credible up to a point. But, in view
of the lack of perfect concordance between
MZ co-twins, one must, at some point, in-

voke within-family environmental influences
as well.

Perhaps the main problem, however,
seems to relate to the choice of data. Thus
using mainly the observations by Kallman
and by Garrone (1962), Hurst has found a
good fit for a simple major recessive gene
with homozygous penetrance of 60% to 70
percent. A reanalysis by Garrone of Book's
(1953) data gathered in northern Sweden
yielded the same conclusions, though they
were not, as we shall see, the same as those
educed by Book himself.
Other exponents of a recessive model are

Elston and Campbell (1970), who reanalyzed
Kallman’s family data by sophisticated math-
ematical methods. Basically, they used four
parameters: the gene frequency (0.066) and
penetrances for the AA genotype of 0%, the
aa genotype of 100%, and the Aa genotype of
5.3%. A slightly different alternative set of
estimates was also chosen but gave about the
same fit to observed data with a maximum
likelihood method. Their main results are
shown in Table 16-12. The only large depar-
ture of expected from observed values in-
volves MZ twins; Kallman’s figures are much
higher. However, it may be recalled that the
most representative value found in all the
twin studies carried out is probably closer to
60%. Allowing for somespecial influence of
prenatal conditions common to MZ twins,
this may not be too far away from the ex-
pected estimates given. Elston and Campbell
therefore conclude that a monogenic reces-
sive model fits the Kallman data very ade-
quately, in fact, much better than a polygenic
model. In

a

later publication, Elston, Kring-
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Table 16-12. Observed and expected incidences of schizophrenia in various family groups*

     

  Relation to

proband

 

M7Z twins 174

DZ twins 517

Sibs 6453

Children 2000

Parents 1191

Half-sibs 259

Grandchildren 1016

Nephewsandnieces 2170

  

 

Expected

incidence (percent)  Observed

incidence

(percent)

  

   

85.8 43.0 40.5

14.7 15.1 15.3

12.7 15.1 15.3

11.9, 16.4 8.2 9.6

9.2 8.2 9.6

7.3 4.6 3.0

4.3 4.6 on)

3.0 4.6 3.0

 

* Based on analysis of Elston, R. C., and M. A. Campbell, 1970. Schizophrenia: evidence for the major gene hypothe-

sis. Behav. Genet. 1:3-10. Based on data from Kallman, F. J. 1938. The genetics of schizophrenia. J. J. Augustin, Inc.

—Publisher, Locust Valley, N.Y.; and 1946. The genetic theory of schizophrenia. Am. J. Psychiatry 103:309-322.

+I and II represent expectations based on twosets of parameter values (see text).

len, and Namboodiri (1973) present data in-

dicating the possibility of a relationship be-

tween general psychosis and the Gc blood

group locus and between schizophrenia and

the Gm and/or Bhesusloci. This is a sugges-

tive finding but, as the authors themselves

point out, one to be treated with caution.

It will be clear from the preceding discus-

sion that the hypothesis of major recessive

genes can by no means bedismissed out of

hand. However, its validity does appear

somewhat to dependonselection of the right

data. Let us now consider the alternative

dominance model.
It is probably fair to say that no workerhas

seriously suggested that the simple operation

of a dominant gene produces schizophrenia.

As with the recessivity model, much weight

must be placed on the parameter of pene-

trance. Oneofthefirst to present a sophisti-

cated dominance model was Book (1953). He

sampled an isolate of about 9000 individuals

in northern Sweden about 100 kilometers

above the Arctic Circle. The population was

relatively homogeneous, had a higher than

usual rate of inbreeding, and existed under

climatic conditions that would haveto bere-

garded as stressful. Slater and Cowie (1971)

have summarized some of his major findings

as follows: (1) the incidence of schizophrenia

was unusually high (2.92 for males and 3.2 for
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Gene frequency

Fig. 16-6. Theoretical expectations of incidenceof

schizophrenia in relatives of schizophrenics (bro-

ken lines), with varying gene frequency and vary-

ing penetrance. 1, Children of two schizophrenics;

2, sibs of schizophrenics; 3, children of one schizo-

phrenic; h, proportion ofall schizophrenics who

are homozygous; m, manifestation rate of gene in

heterozygote. From Slater, E. 1958. Acta Genet.

Stat. Med. 8:50-56. Reprinted by permission of

S. Karger AG, Basel, Switzerland.)



females); (2) the incidence of manic-depres-
sion and other major psychoses was very low:
no male and only four female manic-depres-
sives were located; (3) the predominant form
of schizophrenic illness was catatonia; and (4)
morbidity risks in relatives of probands were
for parents, 12%; for sibs, 9%; and for sibs of
a proband of one schizophrenic parent,
12.7%. Book analyzed his data using sim-
ple applications of the Hardy-Weinberg prin-
ciple for simple recessive, simple dominance,
and intermediate models. He concluded in
favor of a single dominant gene pair with
homozygous penetrance of 100% and hetero-
zygous penetrance of about 20%. Gene fre-
quency in the population was estimated at
around 7%.

Since he felt that B6ok’s method of analyz-
ing his data might be somewhatidiosyncratic,
Slater (1958) undertook a more generaltreat-
ment. Basically, his approach is as follows: if
the frequency of the schizophrenic gene(a)
is p, then the frequency of the normalallele
(A) is q, or 1 — p. Given random mating and
a population at equilibrium, the proportions
of the three genotypes AA, Aa, and aaare:

q?AA + 2pqAa + p?aa = 1

If we hypothesize a manifestation rate, m, in
the heterozygote, then the incidence, s, of
schizophrenia in the population will be:

s = 2mpq + p?

Nowthe value ofs has been estimated em-
pirically to be around 0.8%. Knowingthis,
we can then plot values for m, p, and q that
are, of course, interdependent. Slater has ac-
cordingly taken values of p from 0.089 to
0.004, from which may be derived the values
ofm. The values may then befit to equations
for expected incidence of schizophrenia
among various relatives of probands. Slater
plotted the results of these for eleven values
ofp and m for children of two schizophrenics,
children of one schizophrenic, and sibs of
schizophrenics. The results are shown in Fig.
16-6. At the extremeleft of the diagram, we
have the case of complete recessivity, m be-
ing zero at this point; expectations are for
100% incidence in offspring of dual matings,
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8.9% in offspring of one schizophrenic pro-
band, and 30% in sibs of a proband. At the
extreme right, we have simple dominance;

that is, manifestation is complete in heter-
ozygotes (Aa). Under these conditions, risks
in sibs and in children of one schizophrenic
are equal at 50%. For children of two schizo-
phrenics, the rate is about 75%. Obviously,
the empirical data fit best for some inter-
mediate value of p. This turns out to be, ap-
proximately, p = 0.015. The values yielded
are approximately 14% for children and siks
of probands and 39% for children of two
schizophrenics. Manifestation in heterozy-
gotes is about 26%. Slater matched these
estimates to data from Kallman and Elsas-
ser. In a later publication (Slater and Cowie,
1971), he usedall the family data summarized
by Zerbin-Rudin (1967) and categorized so
as to distinguish between diagnostically cer-
tain cases only and diagnostically certain
plus “probable” cases. The relevant observed
and expected values are set out in Table 16-
13. For the most part, agreementis fairly
good. However, risk in children of dual mat-
ings is higher than expected, andrisk in sec-
ond-degree relatives is about 25% less than
expected. Slater and Cowie (1971) suggest
that these deviations may bea result of the
operation of unknown environmental factors.

It should be noted that Slater and Cowie
omit parents in this table of data. It may be
recalled that the observed incidence given by
Zerbin-Rudin (1967) for fourteen studies was
the low figure of 4.38%. This would suggest
a departure from the parent-sib-children
equality expected by a dominance model.
However, as noted before, Slater and Cowie
regard the parental value as an underesti-
mate dueto lack of suitable age correction.
Taking this into account, they arrive at a risk
“in the neighbourhoodof10 per cent”(p. 16).
It may also be true, as Rosenthal (1970) has
suggested, that, since schizophrenics have a
reproductive disadvantage (about 7%), those
who do marry and havechildren represent
a sample biased toward normality. This con-
sideration would, of course, also raise the
true risk estimate.

Onthebasis of the precedingsets ofdata,
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Table 16-13. Comparison between observed and expected incidences of schizophrenia

in relatives of probands*
  

   
   

   

 

  Relation
Sibs (all) 8505

Sibs (parents normal) 7535

Sibs (one parent schizophrenic) 675

Children 1227

Children of dual matings 134

Second-degree relative

Half-sibs 311

Uncles and aunts 3376

Nephewsand nieces 2315

Grandchildren 713

Certain Certain plus

N cases doubtful

  Observed schizophrenic

(percent)
Theoretical

expectation

(percent)

8.5 10.2 10.2

8.2 9.7 9.4

13.8 17.2 13.5

12.3 13.9 8.8

36.6 46.3 37.1

3.2 3.5 4.7

2.0 3.6 4.7

2.2 2.6 4.7

2.8 3.5 4.7
a

«Modified from Slater, E., and V. Cowie. 1971. The genetics of mental disorders. Oxford University Press, London.

Based on data from Zerbin-Riidin, E. 1967. Endogene Psychosen. In P. E. Becker, ed. Humangenetik, ein kurzes

Handbuch,vol. 2. Georg Thieme Verlag KG, Stuttgart, West Germany.

Slater (1972) concludes in favor of a “major,

partially dominant, gene model.” Somefind-

ings supportive of his general position have

been offered in the extensive work of Karls-

son (1966). He traced the incidence of schizo-

phrenia in the 967 descendantsof the 12 chil-

dren of an Iceland priest born in 1781. The

12 pedigrees were found to include 23 psy-

chotic descendants. However, these were

not distributed normally across the pedigrees

but were clustered into only 6 of them; of

these 6, 5 included 3 or more cases. Slater

and Tsuang (1968) have also reported the

same kind of asymmetry in the pedigrees of

53 schizophrenics in England. Karlsson

(1972) suggests that this pattern is “highly

suggestive of dominant transmission andit is

inconsistent with polygenic inheritance.”

However, the reader should be reminded

that the term “suggestive” is not equivalent

to “scientifically proven.” In fact, in consid-

eration of his own data and those of other

workers, Karlsson concludes in favor of the

operation of two pairs of genes, one major

pair being dominant, and the other pair also

probably dominant but possibly recessive

(Karlsson, 1972). He has found,in fact, that

a two-locus dominant-recessive combination

yields expectations that fit Kallman’s data

well (including MZ twins). On the other hand

his own recently gathered data reported in

1972 fit better with a double-dominant model.

Gregory, in a useful article in 1960, at-

tempted to examine the fit of three hypoth-

eses to some of the main empirical data then

available from Kallman (1938, 1946, 1953),

Elsdsser (1952), Slater (1958), and a number

of others. Specifically, he examined (1) hy-

pothesis A: simple recessivity with incom-

plete manifestation in homozygotes; (2) hy-

pothesis B: partial dominance with complete

manifestation in homozygote but incomplete

manifestation in heterozygote; and (3) hy-

pothesis C: partial dominance with homozy-

gous manifestation rate double that of heter-

ozygous manifestation rate. Only the second

of these hypotheses gave a good fit to the

data. It is significant that Gregory’s statistical

procedures are almost identical to those of

Slater (1958), though their choice of empiri-

cal data differs somewhat.

A final approach which should be men-

tioned is that of Heston (1970). He has sug-

gested that so-called schizoidia and schizo-

phrenia are “alternative expressions of the

same genotype” (p. 252), the latter being,

essentially, a simple dominant gene pair. Un-

like other models, however, this one postu-
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Fig. 16-7. Observed and expected proportion of
schizoids and schizophrenics. (From Heston,
L. L. 1970. Science 167:249-256. Copyright 1970
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of Science. )

lates virtually complete manifestation, but
with a continuum of expression ranging from
mild (schizoid) to extreme (full schizo-
phrenia). The degree of expression is hy-
pothesized by Heston to depend on various
other traits, themselves partly genetic and
partly environmental. Heston’s schematiza-
tion of his model is shown in Fig. 16-7.

All preceding monogenic theories have the
burdenof explaining the high rate of schizo-
phrenia that apparently has been maintained
for many generationsin spite of alleged nega-
tive selection. Weoffer this statement in such
a provisional way because the data bearing
on both the incidence of schizophrenia over
a long time period and onits negative fitness
are not at all strong. Clearly, the criteria by
which schizophrenia has been diagnosed
over the last hundred years have changed;
or, if they have not, there is some onus of
proof on those who take this position. Like-
wise, the claim that schizophrenics have a
lowered reproductive advantage may or may
not be true. Data on these two points are

hardly incontrovertible. However, if we
grant that schizophrenia (if not psychosis in
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general) has perhaps remained at a rather
high constant level over many years, we may
look at some data bearing on the second
point. One of the first to suggest that a
schizophrenic gene in heterozygous form
may give its bearer some advantage was Cas-
pari (1961) in a review of our previous text
(1960). Since then, other workers have put
forward data relating to this. Thus Heston
(1966) reported in his adoption study that
about 50% of offspring born of schizophrenic
mothers and adopted out were more “color-
ful” and “held more creative jobs” than nor-
mal control subjects. This generalfinding has
been confirmedby otherinvestigators. Karls-
son (1972), for example, has offered data in-
dicating that in Iceland the likelihood of be-
ing listed in the Who’s Whoin Icelandis twice
as high for relatives of psychotics as it is for
members of the general population. Juda
(1949), Schaffner, Lane, and Albee, (1967),
and McConaghy and Clancy (1968), among
others, have reported similar findings. Of
course, being colorful or creative does not
necessarily confer a reproductive advantage,
which is the point at issue. Empirical data
bearing on this are slender. However, Erlen-
meyer-Kimling and Paradowski (1966) found
that, over a twenty-year period (between
1934 to 1936 and 1954 to 1956), not only did
schizophrenics show considerable reproduc-
tive gains, but also their normal siblings,
who, by the end of this period, were repro-
ducing at a rate 140% higherthan therate of
the general population (Erlenmeyer-Kimling
et al., 1969). This evidence has much more
direct bearing on the point at issue. Again,
Kay and Lindelius (1970) have reported low-
ered mortality rates (birth to 15 years) in
nieces and nephewsof schizophrenics, but
this finding was not verified by Buck, Simp-
son, and Wanklin (1977), who corrected for
misreporting of deaths.

It has been suggested by Osmond and
Hotter (1966) that schizophrenics themselves,
though perhaps disadvantagedin their capac-
ity to get along in society, do actually derive
someside benefits from their genotype. Thus
they claim that schizophrenics are moretol-
erant of such drugs as insulin, thyroxine, and
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epinephrine (Adrenalin), less liable to rheu-

matoid arthritis, more resistant to surgical

shock, have more stable blood pressure, have

reducedincidence of allergies, and show,as a

group, a lower death rate from pneumonia.

These epidemiological data must be treated

with caution. However,if they are valid, one

might suppose that the possession of such

physiological advantages but without the

schizophrenic symptomatology—a combina-

tion most likely in normalrelatives of schizo-

phrenics—would confer considerable fitness.

In general, the problem must be regarded

as a real one, but the data bearing on it are

weak andprovisional. Biological fitnessis dif-

ficult to measure and, in the case of human

beings, is heavily overlaid with variables of

custom and culture. Obviously, many in-

dividuals might be capable of having 20 or

more children but choose to have only 1. If

the question is to be properly pursued, it

will be necessary to obtain much moreaccu-

rate estimates than we have nowofreproduc-

tive patterns in schizophrenics and their nor-

mal relatives.

Polygenic theories. Some current pro-

ponents of some form of polygenic, or di-

athesis-stress, mode are Falconer (1965),

Gottesman and Shields (1967), Rosenthal

(1970), Eysenck (1972), and Odegaard (1972).

Basically, the theory assumes that a large

number of genes, each with small individual

effects, contribute to a disposition, or di-

athesis, to schizophrenia. Actual clinical

manifestation is triggered by some environ-

mentalstress.

As indicated already, there are really two

main classes of this model, one postulating

a continuous variation for the phenotype,

the other a quasicontinuousvariation. A pos-

sible third (as suggested by Gottesman and

Shields, 1972) is one in which the action of

many genes with very unequal effect is pos-

ited. An example is afforded by bristle num-

ber in Drosophila. This is a continuouschar-

acter (or can be treated so) under polygenic

control, but 87.5% of the variation is con-

trolled by only about five loci (Thoday, 1967).

The model put forward by Esysenck (1972)

is basically a polygenic one. Its novel feature

lies not so much on the genetic but rather on

the taxonomic side. As previously indicated,

his own and his colleagues’ work over a pe-

riod of years, using various psychometric and

experimental tests, has indicated the pres-

ence of three orthogonal dimensions of per-

sonality: psychoticism, neuroticism, and in-

troversion-extraversion. From this analysis,

Eysenck has constructed the so-called PEN

inventory, which we discussed briefly in

Chapter 15. The main point to be stressed

here, however, is that Eysenck argues for a

unitary dimension of psychosis (as against

heterogeneity theories), which is inherited

polygenically. A twin study by himself and

Eaves (1974) shows, in fact, high concor-

dance for the psychoticism scale in MZ twins

living together (r = 0.56). The similarity is

only slightly reduced for MZ twins living

apart (r = 0.52). This updated version of

Einheitpsychosen theory is considered by

some to be a retrograde step (Gottesman

Table 16-14. Morbidity risk in siblings of probands according to the number of

psychotic relatives registered in the parent generation (parents, uncles, and aunts)*

psyonosessssSsseoese"e:ee

——_L

Numberofpsychotic Numberof Percent

relatives in parental Numberof psychotic psychotic

generation siblings siblings siblings

a

0 990 67 8.27 + 0.97

1 521 55 14.88 + 1.85

2 or more 284 45 20.92 + 2.77

TOTAL 1795 167 11.97 + 0.87
I

_

* From Odegaard, O. 1972. The multifactorial theory of inheritance in predisposition to schizophrenia. In A. R. Kap-

lan, ed. Genetic factors in “schizophrenia.” Charles C Thomas, Publisher, Springfield, Il.



and Shields, 1972). However, Eysenck is

certainly correct in stressing the fact that
different forms of psychoticism are often
found in the same family pedigrees. As we
have suggested already, these facts require
explanation. Furthermore, the extensive use
of objective test batteries followed by the ap-
plication of factor analysis does seem a sen-
sible procedure. Ofcourse, history has shown
that general factors often turn out themselves
to have factorial complexity. The same may
turn out to be the case with Eysenck’s psy-
choticism factor.

Odegaard, a proponent of a simple poly-
genic model, has put forward two main argu-
ments. One relates to the “heterogeneous
diagnostic pattern which is generally ob-
served in the families of schizophrenic pro-
bands” (1972, p. 274). We have discussed
this problem already. A second argumentre-
lates to the increasing incidence of psychosis
in families having a greater load of schizo-
phrenia. This is illustrated by his own ma-
terial from the Gaustad Psychiatric Hospital
in Norway, the data from which are sum-
marized in Table 16-14. They indicate that
the morbidity risk increases steadily with the
number affected in the parental generation.
However, as Odegaard admits, the differ-
ences are not statistically significant and
hence can only be regarded as “suggestive.”
Additional data at least are consonant with
the preceding. Furthermore, a comparison of
risk in sibs of probands with either psychotic
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inheritance (two or more) on one side only
or on both paternal and maternal sides indi-
cated no difference. This seems more in
agreement with a polygenic than a mono-
genic model. However, these data may be
atypical (as suggested by Slater and Cowie)
and, in fact, seem not to be in accord with
the findings of Slater and Tsuang (1968) re-
ferred to previously.

Gottesman and Shields (1972) have at-
tempted to supply a similar test of the poly-
genic model, using the Zerbin-Riidin data.
They compare(1) risk to sibs of a proband,
depending on whetherneither or one parent
is schizophrenic, and (2) risk to children, de-
pending on whetherone or both parents are
schizophrenic. A simple monogenic theory
predicts no increase in the case of sibs and a
90% to 75% increasein the case of children.
Polygenic theory predicts a rise in both in-
stances. The empirical data are set out in
Table 16-15. Clearly, a simple monogenic
model cannot explain these data. However,
the expectations generated by the modified
monogenic theory put forward by Slater are
about as much in accord with the data as
those of a polygenic theory. Certainly, if any-
thing, the latter fits rather better, though this
would bedifficult if not impossible to demon-
strate statistically.
The model put forward by Gottesman and

Shields (1967, 1972) is somewhat more so-
phisticated. It assumes that schizophrenia is
a quasicontinuousor threshold character and

Table 16-15. Schizophrenicrisk as a function of parental status: empirical values and
values expected from monogenic and polygenic theories*

Probands’ sibs

 

Neither

parent

affected

Predicted, polygenic 6.5
Predicted, monogenic (modified) 9.4
Observed (Zerbin-Rtidin) 9.7

   

Risk (percent)

Probands’ children

  

    

    

   
  

    

  

Oneparent One parent Two parents

  
affected affected affected

18.5 8.3 40.9
13.5 8.8 37.1
17.2 13.9 46.3eee

*From Gottesman,I. I., and J. Shields. 1972. Schizophrenia and genetics: a twin vantage point. AcademicPress, Inc.,
New York.
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is based on the derivations of Falconer (1965)

and Edwards (1969) discussed in Chapter 12.

Basically, a dimension ofliability is assumed

to be inherited. The threshold for schizo-

phrenics, however, is much lower and will

be shared by their relatives to a degree de-

pending on closeness of relationship. Ignor-

ing the details of statistical methodology, we

may simply state that, depending on the pa-

rameter of population risk, estimates of her-

itabilities for various types of genetic rela-

tion to a proband may be predicted. Gottes-

0.6 -

0.5

0.4

He
ri
ta
bi
li
ty

0.3

0.2 - 
0.1

0.5 0851.0 1.5

man and Shields have proceeded to dothis,

assuming six population risk values over a

range of 0.85% to 3%. The results of this

analysis are shown in Fig. 16-8. The empiri-

cal data are taken from the Veterans Admin-

istration records of all white males who

served in the United States armedforces be-

tween 1941 and 1955 andalso from Zerbin-

Rudin’s pooled data. Values are as follows:

MZ twins, 50%; DZ twins, 9%; sib risk,

10.2%; offspring of dual matings, 46%; sec-

ond-degreerelatives, 3.3%.

     MZ

—— @ Dual mating

2.0 2.9 3.0

Percent population risk of schizophrenia

Fig. 16-8. Heritabilities (Smith) of the liability to schizophrenia as a function of varying popula-

tion risks, estimated from risksin different classes of probandsrelatives. (From Gottesman,I.,

and J. Shields. 1972. Schizophrenia and genetics: a twin study vantage point. Academic Press,

Inc. [London] Ltd., London. )



It is clear from the graph that heritability
estimated from MZ concordanceis relatively
insensitive to changes in population risk.
Heritabilities estimated from second-degree
relatives, sibs, and DZ twins are much more
sensitive. The major point, however, is that

at one level of population risk, all groups
yield about the sameheritability value. This
is about 85%, with population risk at between
0.85% and 1%. Thelatter is, in fact, the most
likely value for population risk from all em-
pirical studies available. The consistency
achieved between groups sharing quite dif-
ferent kinds and amounts of environmental
communality is remarkable. As such, it rep-
resents strong evidence for the operation of
multiple genes controlling liability for a
threshold trait. However, whether the re-
sults of the Gottesman-Shields analysis are
incompatible with all simple or monogenic
theories is by no means certain. For that
matter, these authors themselves speculate
that in the polygenic system they hypothe-
size, there are a few genesoflarge effect. It
may bethat, in time, rapprochementwill be
achieved between the two major classes of
theories.

Mixed models. Besides the models we
have discussed, we maybriefly discuss a few
others that do notfit quite as readily into the
two majorclasses.
A clinical breakdown was made by Leon-

hard (1936) between “typical” and “atypical”
schizophrenics. On the basis of examination
of family pedigrees of these, he concluded
that the “typical” phenotype was an expres-
sion of recessive genes with low penetrance
and that the “atypical” was carried by domi-
nant genes with high penetrance. This theory
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has not, however, been accepted by most

workers, since the distinction is difficult to

make in practice, and, furthermore, when

the types are distinguished by somecriteria,
they are often found to occur in the same
families (Rosenthal, 1970).

Mitsuda (1967, 1972) has taken an ap-
proach that has used the typical-atypical dis-
tinction and extended it in some interesting
ways. He has argued strongly for the avoid-
ance, at this stage, of the complicated mathe-
matical treatment of huge massesofdata and,
instead, for whathecalls a clinicogenetic ap-
proach. This involves simply the detailed
clinical and genetic analysis of individual
cases. His work has led him to distinguish
three forms of schizophrenia: typical, atypi-
cal, and intermediate, the latter two, how-
ever, probably beinga single category. Pedi-
gree studies indicate both monogenic and
polygenic patterns of inheritance occurring

for all three forms, but with typical most
commonly being recessive. The relevant data
are shown in Table 16-16. Mitsudaalso re-
ported finding no casesof typical and atypi-
cal schizophrenias occurring in a single pair
of MZ twins, a result consonant with Inouye
(1961). Significantly, however, he did find
cases of schizophrenia and neurosis in co-
twins. Going further, Mitsuda carried out a
factor analysis of a battery of 53 items relat-
ing to objective and subjective features of
schizophrenia. They were administered to
211 psychotic subjects. Four factors emerged,
of which the first appeared to reflect the
typical-atypical distinction. A few items with
high loadings are shown in Table 16-17. It
will be clear from the descriptive items that
the typical-atypical distinction is not too dif-

Table 16-16. Modesof inheritance in three forms of schizophrenia*

   

Proband

Typical 182
Intermediate 32
Atypical 102

N Dominant Recessive

8.2%

37.5%

42.2%

  Modeof inheritance

   

  
Intermediate

  

72.5% 19.3%
34.4% 28.1%
42.2% 15.6%

 

* Based on pedigree data from Mitsuda, H. 1972. Heterogeneity of schizophrenia. In A.R. Kaplan, ed. Geneticfactors
in “schizophrenia.” Charles C Thomas, Publisher, Springfield, Il.
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Table 16-17. Examples of items loading on atypical and typical poles of factor I*

 

Item number Atypical pole Item number Typical pole

 

12 Incoherence 48 Gradual onset

40 Amnesiasas to pathological experience 14 Emotional blunting

52 Episodic, periodic course 53 Personality deterioration

45 Insight into illness at recovery stage 50 Chronic-progressive course

17 Disturbed orientation 3 Rigid, cold countenance

35 Delusional perception 2 Disturbed rapport

ol Chronic-propulsive course

 

*From Mitusda, H. 1972. Heterogeneity of schizophrenia. In A. R. Kaplan, ed. Genetic factors in “schizophrenia.”

Charles C Thomas, Publisher, Springfield, Ill.

ferent from the reactive-process categoriza-

tion used by other workers.

Mitsuda’s final step has been to extend the

so-called two-entities principle of Kraepelin

(schizophrenia and manic-depression) to a

three-entities principle by the addition of

epilepsy. He hasfelt that this inclusionis de-

mandedby therelatively high incidence of

epilepsy in pedigrees with atypical schizo-

phrenia. His final modelis shown in Fig. 16-

9. It depicts, essentially, a three-dimensional

system for psychosis, with the apices of the

triangle representing nuclear or typical

schizophrenia, epilepsy, and manic-depres-

sion, and the sides representing peripheral

forms that merge into each other.

Mitsuda’s approach is an interesting one,

but its heavy reliance on clinical methods

makes it very hard to evaluate scientifically.

Most certainly, he does not really commit

himself to a definitive genetic model that is

really testable. However, he is hardly unique

in this respect in this difficult field.

We havealreadyreferred to the distinction

made by many workers between process and

reactive schizophrenia. A strong case for the

usefulness of this particular categorization

has been madeby Abelin (1972). On the basis

of family data from a variety of sources in Eu-

rope and the United States, he has concluded

that so-called process schizophrenia, a psy-

chosis with slow onset, chronicity, and low

recovery rate, is carried by recessive genes

with a high penetrance (20.9% in children),

whereas reactive schizophrenia, an illness

usually with acute onset but good prognosis,

        

    
  

Manic-depressive

psychosis,

nuclear type

  

  

 

   

   

/Epilepsy,

nuclear

type

Schizophrenia,

nuclear or

typical

  

 

Oneirophrenia
   

Fig. 16-9. Schematic representation of relation-

ships between typical or nuclear major psychoses.

(Modified from Mitsuda, H. 1972. Heterogeneity

of schizophrenia. In A. R. Kaplan, ed. Geneticfac-

tors in “schizophrenia.” Charles C Thomas, Pub-

lisher, Springfield, III.)

is manifested at a fairly low rate in heterozy-

gotes (10.4% in children of probands). This

modelis clearly a variant of those of Kallman,

Hurst, and others.

Finally, we may refer again to the model of

Meehl presented earlier (Meehl, 1962). In a

sense, this model is very much like Kall-

man’s, though Meehlarrivedat it seemingly

on more intuitive grounds than Kallman,

who, over the years, gradually modified his

simple monogenic theory on the basis of data

accumulated.



Comparison between models. At present,

it seems hardly possible to rank the models
presented in some kindof priority. Each one
is largely based on a qualitative estimate of
often highly selected data. Polygenic theories

have been criticized by some (e.g., Moran,
1972) as deficient because they are notfalsi-
fiable in Popper's sense. This may betrue.
On the other hand, the samecriticism may
well be leveled at monogenic models, since
all but the most simple (which cannotfit the
data anyway) must invoke the risky concept

of manifestation rate or penetrance. Thelat-
ter is undoubtedly necessary andalso valid.
However, it can be used so loosely as to per-
mit the fit of almost any modelto anyset of
data.
The data are, in fact, very heterogeneous.

Kidd and Cavalli-Sforza (1973) have applied
chi-square tests to the estimates provided by
Zerbin-Rudin for various familial risks. They
showed that for almostall such groups, chi-
square values were significant, indicating
that, at least from statistical point of view,
there is a real question as to whether the
data from different studies should reasonably
be lumped together. Nevertheless, Kidd and
Cavalli-Sforza proceeded to analyze the data
in terms of four parameter values: €? = en-
vironmental variance, g = gene frequency,
T =threshold on scale at which schizo-
phrenic phenotype is manifested, and h’ =
position of heterozygoterelative to that of the
two homozygotes. Four sets of values were
adopted for these parameters, most espe-
cially in reference to h', for which the range
from complete recessivity to complete domi-
nance was used. Results are summarized in
Table 16-18. The best fit was yielded bya re-
cessivity model with 50% penetrance in the
homozygote. However, both heterozygotes
and “normal” homozygotes would be ex-
pected to show some manifestation, the lat-
ter presumably for exclusively environmental
reasons. Their conclusions are essentially in
agreement with those of Elston and Camp-
bell (1970) discussed earlier. At the same
time, Kidd and Cavalli-Sforza also found that

a polygenic threshold model can befit to the
data about equally well. Thus their results
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Table 16-18. Incidence of schizophrenia
in different genotypes under the
assumption of a single-gene model*

 

  

 

Percent of each

genotypic class

affected

    

Parameter sett: values

pettf
2.0 0

  

A 0.14 0.49 , 0.2 0.2 50.0

B 0.10 036 16 0.25 0.4 1.2 74.8

C 0.12 049 20 0.25 0.6 0.6 50.0

D 0.09 0.36 1.8 0.50 O01 1.5 63.1

*From Kidd, K. K., and L. L. Cavalli-Sforza. 1973. An

analysis of the genetics of schizophrenia. Soc. Biol.

20:254-265.

tSee text.

are inconclusive. Not only are the available
data highly variable between studies but
even when pooled do not fit any one model
much better than another. The two models
yield very different heritabilities, however,
with h? from the single gene analysis on
the order of 15% and from the polygenic
model, about 80% or higher. Thus it would
appear that if a single gene is controlling
some critical biochemical pathway, the na-
ture of the latter will be difficult to discover.
On the other hand, under polygenic theory
we would haveto assumethat, although such
pathways might, in principle, be more read-
ily discoverable (h? being very high), their
sheer number may defeat attempts to do so.
As weshall see, however, the problemsin-

volved in the genetic analysis of schizophre-
nia are no greater than those involved in the
study of other forms of mental illness. We
have discussed schizophrenia in some detail
because it represents perhaps the greatest
social problem and therefore the greatest
challenge. We will now turn to the category
of affective psychoses and then consider in
Chapter 17 some of the other deviations of
personality.

AFFECTIVE PSYCHOSES

The syndrome of manic-depressive psy-
chosis was designated in 1896 by Kraepelin.
He suggested that its two main symptoms,
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depression and mania, were merely different

phases in a single disease entity that de-

pended primarily on some common organic

pathology. Morerecently it has been usualto

consider together a large number of severe

mental disorders that involve mainly affec-

tive disturbances. Thus the American Psy-

chiatric Association (Sahakian, 1970) lists a

category of “affective reactions,’ within

which are included “manic-depressive reac-

tions, characterized by severe mood swings;

“manic-depressive reactions, manic type;

“manic-depressive reactions, depressed

type’; “manic-depressive reactions, other’;

and “psychotic depressive reaction.” The

World Health Organization nomenclature is

slightly different and includes “involutional

melancholia. ”
In general, it seemsto be true that the dis-

order with which we are dealing encom-

passes a very wide range of symptomatology.

According to Winokur, Clayton, and Reich

(1969), little improvement has been achieved

since the description given by Kraepelin in

his 1921 monograph. He distinguished four

types of mania: hypomania, acute mania, de-

lusional mania, and delerious mania. These

are specified in rather literary and imprecise

ways but represent, roughly, a continuum

from mild to severe. Likewise, depression

mayalso be gradedin stepsas follows: melan-

cholia simplex, stupor, melancholia gravis,

paranoid melancholia, fantastic melancholia,

and delerious melancholia. Often, manic and

depressive periods follow one another cy-

clically. However, in some patients only one

phase appears. Thus many workers (e.g.,

Leonhard, Korff, and Schulz, 1962) havefelt

it useful to make a distinction between bi-

polar forms of affective disorder and mono-

polar or unipolar forms, the latter involving,

almost exclusively, bouts of depression

rather than of mania. Weshall discuss this

distinction in more detail shortly.

However, the central featureof all kinds of

illnesses we are considering is that they

have a primary affective component which

appears to arise from endogeneous causes.

They are thus to be distinguished from so-

called secondary affective disorders that may

involve episodes of extreme excitation or

melancholia triggered by some other causal
factors such as alcoholism and family prob-
lems. Many attempts have been made, by

means of personality tests, to separate the

two classes, but it cannot be said that these

have so far been very successful. Some of

them have been reviewed by Winokur, Clay-

ton, and Reich (1969). We will be mostly

concerned with studies that have used ge-

netic criteria.

Distribution

The incidence of manic-depressive psy-

chosis appears to be somewhatvariable be-

tween different populations. Some sample

estimates are shown in Table 16-19. As Ro-

senthal (1970) has pointed out, the highest

estimate is many times greater than the low-

est. In Book’s sample, schizophrenia was

very common, manic-depression very low.

The highest—those of Essen-Moller in Swe-

den—are undoubtedly inflated by the inclu-

sion of mild cases of affective disturbance.

The same may havebeen true for von Tomas-

son’s sample. On the other hand, there are

probably manyreal differences, both genetic

and environmental, betweendifferent popu-

lations. The median risk acrossall studies is

probably somewhat below 1%, a figure usu-

ally accepted by most investigators.

Twoother points in Table 16-19 are worth

noting. First, manic-depressive illnesses ap-

pear to be less common in males than fe-

males, the ratio being about 0.69 (Slater and

Cowie, 1971). This fact has led a number of

investigators to postulate genetic models in-

volving dominant sex-linked genes. Second,

over the time period covered,the risk of this

type of mental illness does not appear to have

increased. This contrasts with schizophrenia.

For the latter, between 1922 and 1946, num-

ber of first admissions doubled, probably re-

flecting, however, a growing interest on the

part of psychiatrists rather than an actually

elevated prevalence (Rosenthal, 1970). On

the other hand, this may be changing. In

England and Wales between 1960 and 1966,

first-admission rates for manic-depression

have increased markedly (46% to 49%), par-
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Table 16-19. Incidence of manic-depressive psychosis*

395

  

Study Country Percentrisk

Early studies (Luxenburger, Germany <0.4

1927-1936, and others)

von Tomasson (1938) Iceland 7.0

Mayer-Gross(1948) Scotland 0.35

Sjogren (1948) Sweden 0.6-0.8

Fremming (1951) Denmark 1.2-1.6

Stenstedt (1952) Sweden ~1.0

Bodk (1953) North Sweden 0.07
Slater (1953) England 0.5-0.8

Larsson and Sjégren (1954) Sweden Males 0.9

Females 1.2

Essen-Moller (1956) Sweden Males 1.7
Females 2.8

Crombie (1957) England 0.5-1.0

Kallman (1959) United States 0.4

Norris (1959) England Males 0.8
Females 1.4

Essen-Moller and Hagnell (1961) Sweden Males 8.5¢
Females _—__17.7t

Odegaard (1961) Norway Males 0.4
Females 0.6

Primrose (1962) England 0.35

Helgason (1964) Iceland Males 1.8-2.18t
Females 2.46-3.23t

Watts (1966)} England 0.6

* Modified from Rosenthal, D. 1970. Genetic theory and abnormal behavior. McGraw-Hill Book Co., New York.

t Mild cases included.
{Cited by Rawnsley (1968).

ticularly in females (Slater and Cowie, 1971).

But again, this more likely reflects changes
in culture and in psychiatric practice rather
than changes in gene frequency.
The age distribution is somewhatdifferent

between sexes. The peak for first admissions
for men occursrather late, around 55 years;
for women, however, it peaks around 35 to
45, probably about a good ten years earlier.
Data relevant to this point were first pre-
sented by Landis and Page (1938) in the
United States almost three decades ago.
Their sex-by-age curves are shown in Fig.

16-10. Judging from British statistics gath-
ered for 1960 and 1966, the general picture
still holds true. Note that it is almost the re-

verse of the sex-by-age distribution for
schizophrenia. Forthe latter, age of onsetis a

20
”
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Fig. 16-10. Age and sex distributionsfor first ad-
missions to mental hospitals for manic-depressive
psychosis during 1933. (From Rosenthal, D. 1970.
Genetic theory and abnormal behavior. McGraw-
Hill Book Co., New York; based on data from

Landis, C., and J. D. Page. 1938. Modern society
and mental disease. Farrar & Rinehart, Inc.,

New York.)
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Table 16-20. Risk in first-degree relatives of manic-depressive probands*

 

Incidence of deviations
of manic-depressive type
eS

Age-adjusted sample size
Manic-depressive, certain cases

Manic-depressive certain, probable,

and suicides
Cycloid personalities
Schizophrenia

Parents Sibs Children

1772 2770 821

7.7% 8.7% 11.8%

1L.7& 12.3% 16.0%

7.39% 7.8% 9.3%

0.4% 0.8% 2.3%

 

*Based on data from Zerbin-Rudin, E. 1967. Endogene Psychosen. In P. E. Becker, ed. Humangenetik, ein kurzes
handbuch,vol. 2. Georg Thieme Verlag KG, Stuttgart, West Germany; and Slater, E., and V. Cowie. 1971. The ge-
netics of mental disorders. Oxford University Press, London.

good deal earlier for men than for women.
No compelling explanations have been of-
fered in either case, though some imagina-
tive speculations have been offered (Burch,
1964). A further feature of the sex-by-agedis-
tributions appears to be that when the curves
are corrected for the age structure of the base
population, they both show a distinct bi-
modality. This is not obvious from the Landis
and Page data, but is clearly evident in ma-
terial gathered by Slater (1938) in Bavaria
and corrected by the Stro6mgren method.
Thus women show peaksat approximately 38
and 48, men at 36 and 54 years of age. Sla-
ters curves also showed a narrower mainrisk
period, extending mainly from 30 to 60 years
for both sexes.

Family studies

The twelve main studies of risk in rela-
tives of probands have again been collated
by Zerbin-Rudin (1967). Slater and Cowie

(1971) have provided a convenient summa-
tion of the individual results as shown in Ta-
ble 16-20. It should be mentioned that meth-
ods used vary fairly widely from study to
study, and hence the rangesof risk for each
category of relative are in excess of 20%.
However, in terms of averages, parents and

sibs do not differ markedly, but children are
unaccountably high. This may reflect an
underestimate of risk in parents (as appeared
to be the case in parents of schizophrenic
index cases) or an overestimate for children.

In general, most workers appear to take the
view that the risk in first-degree relatives is
roughly constant and somewhere around
10%. This suggests the action of a dominant
gene with rather low penetrance.

Anotherinteresting feature of the data in
Table 16-20 is that the risk of schizophrenia
in parents andsibs is at a level below expec-
tation in the general population. In children,
however, it is markedly elevated. This is the
general picture. There are, however, more
detailed aspects of the work done that should
now bediscussed.
Some work has been done on second-

degree relatives of probands. From thefig-
ures summarized by Rosenthal (1970) for
half-sibs, uncles, aunts, nieces, nephews,

and grandchildren, the medianrisk is slightly
over 2%. Thus morbidity risk goes down with
decreasing consanguinity but is still above
that in the general population. This is in ac-
cord with genetic theory.

In late onset cases of affective disorders
(mostly involutional melancholia) the family

risk seems appreciably greater than that in
families of early onset cases. The work done
on this dimension is somewhat ambiguous,
particularly since there are groundsfor sup-
posing we may be dealing with different en-
tities at different age levels. However, Hop-
kinson and Ley (1969) have reported risks in
first-degree relatives of probands below and
above 40 years. Risks found were, respec-
tively, 28.9% and 12.5% (age corrected). The
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Table 16-21. Morbidity risk in families of bipolar and unipolar probands:

results of several investigations*
a

Percent risk in

Study Proband first-degree relatives

Leonhard, Korff, and Schulz (1962) Unipolar 27.7

Bipolar 39.9

Asano (1967) Unipolar 34.5

Bipolar 39.3

Bipolar Unipolar

Angst (in Angst and Perris, 1968)t Unipolar 0.29 9.10

Bipolar 3.70 11.20

Perris (in Angst and Perris, 1968) Unipolar 0.35 7.40

Bipolar 10.80 0.58

 

*Modified from Winokur, G., P. J. Clayton, and T. Reich. 1969. Manic-depressive illness. The C. V. Mosby Co.,

St. Louis.

t Independentstudies.

notion of two typesofaffective illnesses, each

peaking at a certain age, generally fits with

the bimodal character of the age-risk func-

tion. However, other workers have not

agreed with the Hopkinson-Ley results

(Price, 1968; Slater and Cowie, 1971).

As might be expected, if psychological or

somatic precipitating factors are found to be

present in the proband’s history, risk in his

family is commensurately less. Stenstedt

(1952) found the reduction to be on the order

of 50%.
Oneof the most significant lines of investi-

gation has been that concerned with break-

ing down the global syndrome of manic-de-

pression into more precise subcategories.

Leonhard (1957) has been a pioneerin this

respect in suggesting a distinction between

bipolar, or classical manic-depressive psy-

chosis, and unipolar or monopolar disorders

involving predominantly episodes either of

depression or of mania. The dichotomyis by

no means an absolute one, as shown by fam-

ily studies. However, it does seem to be use-

ful. Some relevant data are summarized in

Table 16-21. The data of Leonhard, Korff,

and Schulz (1962) show, in the first place, a

tendency for the families of bipolar patients

to be at considerably higher risk. This was

confirmed by Asano (1967). However, in

both studies, the numbers were small. Wino-

kur and Clayton (1967) used a reverse ap-

proach by examining the kind of affective

disturbance in families with a generally poor

history and in those with a goodhistory. Bi-

polar psychoses occurred more frequently in

the former.
Second, taking the lowerhalf of the table,

we can see that the data of both Perris and

Angst confirm the preceding. In addition,

the findings of Perris (reported by Perris in

1966 and then jointly with Angst in 1968)

tend to show that polarity runs in families.

Bipolar probands have a high percentage of

bipolar psychotic relatives and a low propor-

tion of unipolar relatives. The findings of

Angst, however, are not quite consonant. As

shown in Table 16-21, his data show that

unipolar psychosis is more commonthan bi-

polar in relatives of both unipolar and bipolar

probands. Price (1968) has examined some

earlier data of Stenstedt (1952) and has con-

cluded that these also do not fully support

the Leonhard-Perris dichotomy. Conse-

quently, the matter is still in some doubt.

Clearly, unipolar and bipolar psychoses must

overlap to a considerable degree, and thefa-

milial risk figures any worker obtains for

either will depend greatly on the initial diag-

nostic criteria used (Price, 1968; Winokur,

Clayton, and Reich, 1969).
Adding sex differences to the polarity cat-

egory makes the whole problem even more

complex. We have already notedthat females
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Table 16-22. Concordance rates for manic-depressive and affective disorders in
MZ and DZ twins*

   
Luxenburger (1930b) 4
Rosanoff, Handy, and 23

Plesset (1935)
Kallman (1954) 27
Slater (1953) 8
Da Fonseca (1959) 21
Harvald and Hauge (1965) 10

Percent con-

cordant (rounded)

   

 

Percent con-

cordant (rounded)
   

75 13 0
70 67 16

93; 100¢ 5o 24
50} 30 23
79 39 38
50 39 3

 

*From Genetic theory and abnormal behavior by David Rosenthal. Copyright © 1970 by McGraw-Hill, Inc. Used
with permission of McGraw Hill Book Co.
t Age-correctedrate.
{Slater's estimate is higher (80%) when only strict manic-depressive psychoses are included and rates are age
corrected.

show a higher incidence of affective dis-
orders. On the whole, this general differ-
ence does not appearto interact in anyreli-

able manner with subtypes of manic-depres-
sive disorder.

Twins

Only about six studies deal with twin con-
cordance for affective disorders. These have
been summarized by Zerbin-Rtidin (1969),
Rosenthal (1970), and Slater and Cowie
(1971). Major findings are shown in Table
16-22. Again, studies vary according to type
of sampling method,diagnosis, and statistical
procedures. Consequently, the range of MZ
and DZ concordancesis fairly large. Another
point, emphasized by Rosenthal (1970), is
that the number of MZ proband cases is
much smaller than we might expect, given
the population incidence of affective ill-
nesses. The most probable answertothis is
that prognosis for such disordersis relatively
good compared to that for schizophrenia.
Thusif sampling of resident hospital popula-
tions is carried out, many twinsare liable to
be missed, having been discharged back into
the community.
Winokur, Clayton, and Reich (1969) have

analyzed the details of the data summarized

in Table 16-22 and have shown thefollowing:
(1) for 34 MZ pairs involving a co-twin who
had had a manicattack at least once, concor-

dance for affective disorder was 82%; (2) 7 of
these 28 concordant pairs showed dissimilar
symptoms, 1 twin showing mania, the other
depression; (3) for 19 manic DZ probands,
concordance was 37%; and (4) of these 7, 5
showed dissimilar types of affective illness.
A somewhat simpler summation procedure

has been carried out by Slater and Cowie
(1971), who educe a 72% MZ and 19%
DZ same-sexed concordance rate. However,
in view of the heterogeneity of the studies,
they suggest caution in accepting this.
A final question relates to twin concor-

dance in respect to polarity of symptoms.
Zerbin-Riidin (1969) has attempted to assess
studies in which such information is avail-
able. Table 16-23 summarizes the main re-
sults of this analysis. It seemsclear that there
is fairly high concordancefor polarity. In fact,
the relatively few cases where there is dis-
parity may beso classified only because of
once-in-a-lifetime episodes. The twin data
are thus in line with the family data in
pointing to a genetic distinctiveness in dis-
positions to unipolar or bipolar affective ill-

ness. A later study by Bertelsen, Harvald,



Table 16-23. Distribution of affective illness in twins according to clinical subtypes*

Subtypes

Both unipolar depressive
Both bipolar
Both manic
One manic, one manic-depressive

One unipolar, one bipolar

One manic, one depressive
Incompletely concordant

Discordant (co-twin normal)

TOTAL

Mentalillness: major psychoses 399

Twin pairs

MZ DZ

22 26.5 8 14.3

16 19.5 0 0

o 6.0 0 0

0 0 1 1.8

5 6.0 3 5.4

2 2.4 ] 1.8

9 10.8 7 12.5

24 28.9 36 64.3
83 56

*From Slater, E., and V. Cowie. 1971. The genetics of mental disorders. Oxford University Press, London; based on

data from Zerbin-Rudin, E. 1969. Zur Genetik der depressiven Erkrankungen. In H. Hippius and H. Selbach, eds.

Das depressive Syndrom. Verlag Urban Schwarzenberg, Berlin.

and Hauge (1977) has confirmedthis using 55
MZ and 52 same-sexed DZ twin pairs. In the
32 concordant(strict criteria) MZ pairs, 11
were concordant unipolar (all females), and
14 bipolar. In the remaining 7, one co-twin
was unipolar, the other bipolar. In the 9 con-
cordant DZ pairs, in 2 female pairs both
members were bipolar, and in another 2 fe-
male pairs both were unipolar. Of the con-
cordant DZ pairs, 5 were discordantwith re-
spect to polarity.

GENETICS OF AFFECTIVE

DISORDERS

The matter of mode of inheritance of the
affective illnesses is still an open question
(Gershonet al., 1976). Many workersprior to
1960 (e.g., Slater, 1938; Merrell, 1951; Sten-
stedt, 1952; Kallman, 1954) were disposed to

favor a major autosomal dominant with low
penetrance. This view is supported fairly
well by (1) the near equality of risk in par-
ents, sibs, and children of probands; (2) the

apparent absence of consanguinous mating;
and (3) the relative risks in first-, second-,
and third-degree relatives of probands.

Aside from the perennial problem of pene-
trance, anotherdifficulty involves the fairly
appreciable sex differences. This has been
explained in different ways by different writ-

ers. Slater, Merrell, and Kallman, for ex-

ample, suggested simply that penetrance
varied between the sexes or, possibly, that

there was a higher incidence of suicide
among males, thereby removing them from a
sample. Sainsbury (1968) has shownthat, in
fact, suicide rate is much higher in males
than females, particularly in older age
groups. More specifically, Pitts and Winokur
(1966) estimated that among manic-depres-
sives, suicide risk is four times greater for
males. However, Perris and dElia (1966)
found no difference between sexes in their
sample of manic-depressive patients. An-
other possibility is sex limitation. Female
hormones, especially those relating to the
menstrual cycle, might dispose to affective
disorders. Again, there appear to be no hard
data for this suggestion, either.
An interesting variant on the autosomal

dominant model was put forward by Rosan-
off, Handy, and Plesset (1935). On the basis
of their data (though going considerably be-
yond them) they postulated the operation of
two genetic factors. The first, an autosomal
dominant, is a gene for cyclothymia, labeled
C. This is assumed to have a wide distribu-
tion in the population and to function in all
phases of emotional disturbance as well as in
severely pathological conditions. It does not
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Table 16-24. Distribution by sex of affected relatives of bipolar and unipolar
probands: empirical risks and risks expected by sex-linked dominant gene action*

  Group
Bipolar male probands

Sibs 10

Children 6

Bipolar female probands

Sibs 18

Children 1

Unipolar male probands

Sibs 14

Children 1

Unipolar female probands

Sibs ll

Children 3

Numberof affected

relatives   Theoretical male: female ratio

  

17 1:1

7 0:1

19 1:3

2 1:1

ll 1:1

9 0:1

16 1:3

2 1:1

*Based on data from Perris, C. 1968. The course of depressive psychoses. Acta Psychiatr. Scand. 44:238-248; and

Slater, E., and V. Cowie. 1971. The genetics of mental disorders. Oxford University Press, London.

give rise to psychosis, however, unless the

second gene is also present. This is a sex-

linked activation gene, A, also dominant,

which may also relate to normal emotional
life. By itself it cannot give rise to affective

illness. Only the combination of the two

genes doesthis in the model. Thusthere are

two possible male genotypes in which psy-

chotic manifestation can occur: CCAY and

CcAY. In females, correspondingly, there

are four vulnerable genotypes: CCAA,

CcAA, CCAa, and CcAa. This theory is an

interesting one but, not being very easily

_testable, has not won muchfavor amongpsy-

chiatric geneticists.

Similar models have been put forward by

other workers. Hoffman (1921) favored the

operation of three major dominant genes:

Rudin (1923) argued for two recessive and

one dominant gene. Clearly, there are many

alternatives. At present, the main ones are

between major gene and polygene models

and betweensex-linked as against autosomal

transmission.

Datarelating to the first point are ambigu-

ous. Slater and Tsuang (1968) showednodif-

ference in the distribution of ascendant sec-

ondary cases, thus suggesting polygenic in-

heritance. However, as Slater and Cowie

(1971) emphasize, the question is still an

open one.
The matter of sex-linkage is just as uncer-

tain. Perris (1968) has put forward data bro-

ken down by polarity and by sexes. These

may give us some test of dominant sex-

linkage and are summarized in Table 16-24.

It is clear that the approximation of empirical

to expected values is poor if not nonexistent

in the bipolar groupsat least. Thefit is some-

whatbetter for the unipolar groups.

On the other hand, Winokur, Clayton, and

Reich (1969) have presented data that they

feel are fully consonant with a sex-linked

dominant model, applying, however, only to

unipolar affective illness. Their study sam-

pled a series of consecutive admissions at a

hospital in the United States. The final sam-

ple was made upof 35 females and 26 males

all diagnosed as manic depressives. They

were manic at the time of admission, but

most had also had depressive attacks. Infor-

mation on 56 of these 61 probandswasavail-

able. Age-corrected rates are shown in Table

16-25. Winokuret al. note from the table the

following points: (1) of the female probands,

about twice as manyhadill mothersasill fa-
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Table 16-25. Age-corrected morbidity rates for risks of affective disorder
in first-degree relatives of manic probands*

——

eee

Group Number Percent risk for affective disorder SEeee

Relatives of female probands
(N = 31)

Fathers 31 23 +7.7
Mothers 31 50 +9]
Brothers 33 23 +9.0
Sisters 39 46 +94

Relatives of male probands
(N = 25)

Fathers 25 0 —
Mothers 25 63 +9.9
Brothers 29 30 +9.5
Sisters 24 39 +11.5

Relatives of male and female
probands combined (N = 56)
Fathers 56 13 +4.6
Mothers 56 56 +6.8
Brothers 62 27 +6.6
Sisters 63 44 +7.3

All parents 112 34 +4.6
All sibs 125 35 +5.0nr

*From Winokur, G., P. J. Clayton, and F. Reich. 1969. Manic-depressive illness. The C. V. Mosby Co., St. Louis.

thers; (2) however, 63% of mothers of male
probands showed some affective disorder:
(3) female probands had fewerill brothers
thanill sisters (though this difference is prob-
ably not statistically significant); (4) about
35% of parents and 35% of sibs of probands
had some affective disorder; and (5) ofall
first-degree relatives, females of probands
had

a

significantly greaterrisk.
From these data, Winokuret al. rule out

autosomal and sex-linked recessive transmis-
sion. In fact, neither of these possibilities
has been seriously put forward by any au-
thority. Second, they rule out a simple domi-
nance model (though not a dominanttype of
inheritance) on the grounds of clearly re-
duced penetrance in sibs and parents and on
the grounds of the sex differences found.
They conclude, therefore, in favor of a model
of sex-linked dominance with incomplete
penetrance. The model clearly seems to fit
their data well. However, it is by no means
certain that their data base is typicalof all

data (it does not seem to be); noris it clear
whether their model uniquely fits their data
(Rosenthal, 1970; Slater and Cowie, 1971).
However, as additional supportive evidence,
Winokur, Clayton, and Reich (1969) present
data from a single pedigree (the “Alger” fam-
ily) in which are manifesteda variety ofaffec-
tive disorders together with protan color
blindness. These appear to be linked genet-
ically. The authors estimate that such a link-
age could occur by chanceonly at the 0.004
level. They therefore conclude that the
dominant gene for manic-depression is lo-
cated on the short arm of the X chromosome.
It is to be hoped that more work will be
done on this interesting model by inde-
pendentresearchers. It may well be wrong.
Butit still represents a quite definitive posi-
tion that deserves to be examined further.
The preceding data on affective illness and

the various genetic models fit to them bydif-
ferent investigators have received a thorough
review by Gershonetal. (1976). We urge the
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interested reader to consult this valuable ar-

ticle.

SUMMARY

The survey we have presented on schizo-

phrenia and the affective psychoses is by no

means complete. However,it is perhapssuf-

ficient to supply to the reader most of the

types of strategies used in psychiatric ge-

netics, some of the kinds of problems en-

countered, and some of the major conclu-

sions that may be educed. It must be ad-

mitted that the latter are, at best, rather

general and tentative and derive from a data

base that most experimental scientists in psy-

chology or biology might regard as shaky.

Nonetheless, the problem of the etiology of

psychosis is obviously one of great impor-

tance. We cannotignore it simply becauseit

is not easy to study with precision. In fact,

much progress has been made duringthe last

two decades, as will be clear from a compari-

son of this chapter with the corresponding

treatment in our first book (Fuller and

Thompson, 1960). Specifically, we may note

significant advances in (1) statistical meth-

odology, particularly in respect to estima-

tions of risk from prevalence data; (2) diag-

nostic procedures, which appearto beresult-

ing in more uniformity in hospitals and

across national boundaries; (3) development

of controlled designs, such as in adoption

studies; (4) biochemical and cytological analy-

ses; (5) fitting of genetic models to data; and

(6) developmentof large-scale team research

programs.
It is difficult to know what the future will

bring. Really major breakthroughs have not

so far occurred in the study of severe men-

tal disorders. If we were to predict what

approach might be most likely to produce

one, we would perhapsbe inclined to opt for

biochemical or pharmacological genetics.

However, a breakthrough may be sometime

in coming.
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Mental illness: other forms of

mental disorder

NEUROTIC DISORDERS

In the early days of psychoanalysis, many
considered the psychoses and the neurosesto
be on a continuum. Today, however, they
are classified separately. The World Health
Organization lists ten categories under the
general heading of “Neuroses, Personality
Disorders and other Nonpsychotic Mental
Disorders (300-309).” The most important
category, neurosis, includes anxiety neuro-

sis, hysterical neurosis, phobic neurosis, ob-
sessive compulsive neurosis, and depressive
neurosis. Other categories are personality
disorders, sexual deviations, alcoholism,
drug dependence, physical disorders of pre-
sumably psychogenic origin, special symp-
toms not elsewhereclassified, transient situ-
ational disturbances, behavior disorders in
childhood, mental disorders not specified as
psychotic associated with physical condi-
tions (World Health Organization, 1965).
Theclassification used by the American Psy-
chiatric Association is essentially similar if
perhapsless explicit (Sahakian, 1970).

In this section, we will not be able to deal
adequately with all of the separate entities
falling under the general heading. However,
at the outset, it may be well to examinebrief-
ly the basis for separating the general neu-
rotic disorders from the psychoses.

In the first place, the distinction between
the two appears to haveatleast a face valid-
ity. On the average, at least, they appear as
different to most psychiatrists (and perhaps
to the layman) as a bee appearsdifferent from
a wasp to an entomologist. This does not
mean, of course, that they may not merge
into each other.

Second, we have the factor-analytic work

of Eysenck and colleagues (Eysenck, 1971)
demonstrating a fairly clear separation be-
tween a psychoticism factor and a neuroti-
cism factor.

Third, Cowie (1961) has gathered data on
the incidence of neurosis in children of psy-
chotics compared with the incidence of neu-
roses in relatives of nonpsychotic control pa-
tients also attending hospitals (general and
neurological). The children were of the same
mean age. The major result was that there
was nodifference in incidence of neuroticism
in children of psychotic as against control
probands.In fact, as judged by both the neu-
roticism scale of the Maudsley Personality
Inventory and by a Teacher’s Report Form,
children of psychotic probands showed
slightly less neuroticism than children ofnor-
mals. Since Cowie wasnotable to interview
her subjects personally and since the match-
ing procedures may not have been very ex-
act, we should treat these results with cau-
tion. Slater and Cowie (1971) may exaggerate
in concluding that such data “go flatly against
the hypothesis of any genetical connexion
between psychosis and neurosis” (Slater and
Cowie, 1971, p. 93). However, Cowie’s re-
sults taken at face value do tend to support
the independence of psychosis and neurosis.
This is not to say that they cannot occur in
the same families. Not only do MZ schizo-
phrenic index cases often have neurotic co-
twins (Kringlen, 1967), but, in addition, ac-
cording to Gardner (1967), preschizophrenic
males were significantly more prone to show
obsessive-compulsive symptoms than con-
trols. Phobias were also much more com-
mon. Preschizophrenic females, on the other
hand, were not very different from controls

403
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in respect to neurotic traits, although the

largest difference was found for obsessive-

compulsive traits. Mitsuda, Sakai, and Ko-

bayashi (1967) have reported fairly high in-

cidence of schizophrenia in the families and

sibs of some categories of neurotic probands.

Again, obsessional states appear to be most

implicated, as well as anxiety reactions and

“depersonalization.” This led Mitsuda etal.

to postulate a genetic relation between

schizophrenia and neurosis.

Thus the picture is still somewhat con-
fused. On the whole, the authors would tend

to support a genetic distinction between psy-
chosis and neurosis. The incidence ofthelat-

ter is not well established, but it must be

very common;therefore thereis little reason
why it cannot occur with fairly high fre-

quency in the families of any probandcase,

psychotic or normal. Furthermore,if the in-

cidence of neurosis is really higher in fam-

ilies with psychoses, this elevation may well

be purely for environmental reasons. In-

deed, stress surely plays a large part in the

development of neurosis. The extensive war-

time studies of Slater (1943) on 2000 soldiers

in England have showna clear relationship

between stress encountered and neurotic

breakdown and also between numberof ab-
normalpersonality markers (e.g., poor home

life, poor school record, poor intelligence)

and amountof stress needed to produce dis-

order. Furthermore, some high correlations

were found between typeof personality and

type of symptoms manifested. Some of these

data are shown in Table 17-1. Since the

assessments of personality were taken post

hoc, the data may involve a certain amount

Table 17-1. Correlations (tetrachoric) between personality traits and neurotic

symptomsin a sample of 400 neurotic soldiers*
  

  

Caution

Orderliness

Rigidity

Obsessional

Hysterical Egocentricity

Excitability
Emotional dependence

Vanity

Resentment

Suspiciousness
Paranoid

Inferiority feelings

Self-distrust

Timidity

Anxious

Ready pessimism

Moodiness
Depressive

Preoccupation with

bodily health

Interest in get-fit

schemes

Fondness for patent

medicines

Hypochondriacal

Examples of

  

   
Correlation

0.76Compulsive thoughts or

actions

0.51Conversion symptoms

Suspicion 0.50

Hostility

Ideas of reference

0.40Somatic anxiety

Tremor

Sweating

Moodof fear

Observed mood

changes of consider-

able duration

0.39

Somatic localization of 0.19

illness and preoccu-

pation with physical

aspectofillness

I

*From Slater, E. 1943. The neurotic constitution:a statistical study of two thousand neurotic soldiers. J. Neurol. Psy-

chiatry 6:1-16.
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of confounding. However, the results are
hardly counterintuitive and broadly suggest
constitutional dispositions towards neurotic
breakdown in general and the manifestation
of specific types of symptoms.

Incidence and distribution

It is obviously very difficult to put forward
any firm figures in respect to incidence and
distribution of neuroses in the general popu-
lation. Undoubtedly, most neurotics, or a

large proportion, never seek help and hence
go officially unnoticed. An early survey by
Fremming (1947) gave 2% as the population
risk. Later, Bille and Juel-Nielsen (1963) car-
ried out a fairly complete survey of the popu-
lation in a Danish county in Jutland, defining
incidence of neurosis as numberof individu-
als requiring contact with a public medical or
psychiatric service over a 12-month period
and receiving a diagnosis of neurosis. In the
total population of more than 161,000 per-
sons over age 15 years, 0.7% were so diag-
nosed, with about three times as manyfe-
males as males. Peak risk for females was
around 30, for males, between 40 and 50
years. Another Danish study by Nielsen,
Wilsnack, and Stromgren (1965) found a gen-
eral rate of 2.63% with again an excess (4:1)
of females over males. Still higher figures
were found by Hagnell (1966) in southern
Sweden. He reported lifetime prevalence
rates for males over age 10 of between
7.8% and 10%; his estimate for females was
between 16.5% and 20.4%. The peak ages
of risk and the sex differences found in
these studies are generally consonant with
statistics gathered in the United States by
the National Institute of Mental Health (Sa-
hakian, 1970).
The preceding figures are probably lower

bounds. Hence we can probably be sure that
neurotic disorders are very commonindeed.
It also seems that they are more commonin
women, although this difference may be due
mostly to environmental and cultural factors.

Family studies

There have been around twenty or more
family studies of the neurotic disorders.
Someof the earlier attempts focused largely

on obsessive-compulsive symptoms, perhaps
because these are more clear-cut and dra-
matic. Luxenburger (1930a) reported the fol-
lowing incidences in relatives of obsessional
probands: fathers, 15%; mothers, 6%; and

sibs, 14%. It is not clear why the maternal
risk figure is so low (perhaps only at popula-
tion risk), especially in view of some of the
work we reviewed in Chapter 15 on maternal
influences in personality. It seems highly
likely that Luxenburger’s figure is an under-
estimate, possibly due to the cultural mores
in the population he studied. Lewis (1935)
found much higher risk figures for obses-
sional traits: 37% for parents and 21% for
sibs.
One of the more thorough family studies

in the early literature was carried out by
Brown (1942). His main findings are sum-
marized in Table 17-2. It will be noted that
he attempted to study someof the main sub-
categories of neurosis: anxiety states, hys-
teria, obsessional states, and anxious person-
ality. The first fairly compelling point is that
the family risk (16.4% to 33.2%) is, in gen-
eral, considerably elevated above population
risk, even assuming the figures we pre-
sented for the latter are lower bounds. Thus
between 36% and 41% offirst-degree rela-
tives of neurotic probands also have a dis-
order of some sort. Second, however, the
risk in second-degreerelatives is very low—
if anything, a good deal lower than popula-
tion risk. This is a rather surprising find-
ing and hardly predictable from any simple
genetic model. Third, there is a tendency
(perhaps overestimated by Brown and
others) toward a consonance between pro-
bands andrelatives in respect to category of
disorder. This is quite marked for probands
with anxiety states, particularly if we lump
together, for relatives, the diagnoses of anxi-
ety states and anxious personality. Somewhat
the sameis true for hysteria. However, such
an association seems lacking in the case of
relatives of obsessional probands. Most of
those who were neurotic suffered from anx-
ious personality (24.8%). Only 6.9% were ob-
sessional. Fourth, we may note the finding,
not recorded in Table 17-2, that some psy-
chosis was also found in relatives of pro-
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bands. Fifth, data for first-degree relatives

taken for parents and sibs separately do not

make a great deal of sense. Thus, generally,

risks are higher in parents thanin sibs, a find-

ing that does not support any kind of simple

genetic model. Brown's study, though of

interest, must therefore be judged to be

rather inconclusive.
Rudin (1953) focused on obsessive ill-

nesses and found risks in parents, sibs, and

children of probands of 5%, about 2%, and

1%, respectively. These rates are clearly

lower than somerates we noted before.

At least three other studies besides that of

Brown havefound fairly high risk of anxiety

neurosesin first-degree relatives of probands

with this diagnosis (McInnes, 1937; Cohen et

al., 1951; Coppen, Cowie, and Slater, 1965).

This runs around 15% for parents andsibs

together, although generally, as in Brown's

study, parents of probands show higherinci-

dences than do sibs. In at least two studies

(Cohen et al., 1951; Coppen et al., 1965)

there was found to be an unusually high

rate of anxiety neurosis in mothers of chronic

anxiety patients.

Brown (1942) showed that there was some

tendency for hysteria to be transmitted as

an entity. Later, Ljungberg (1957) studied

hysteria specifically, starting with a proband

sample of 381 cases with such symptomsas

difficulties in walking, fits, paralyses, and

other problems commonly associated with

hysteria. A number of these, however, had

suffered brain damage. In first-degree rela-

tives, risks for hysteria were 2.4% for males

and 6.4% for females. Rates for parents, sibs,

and children (sexes combined) were not ap-

preciably different (4% to 5%), suggesting

dominant gene action with low penetrance.

Ljunberg himself, however, favored a poly-

genic model. However, it should also be

noted that progeny of two unaffected parents

were hysteric as often as offspring of one un-

affected and one affected parent. This ob-

servation, to the extent it is valid and gen-

eral, does not fit easily with any simple ge-

netic model.
Hysteria was also studied by Guze and

colleagues in a series of investigations (Arko-

nac and Guze, 1963; Guze, 1967). They at-

tempted to develop a more precise defini-

tion of the disorder, abandoning the usual

reference to conversion symptoms. Diagno-

sis was based mainly on an adjective checklist

involving such signs as early onset, various

somatic complaints (e.g., to do with men-

strual cycle or headaches), anxiety, and re-

peated hospital admissions. In several publi-

cations, Guze and others (Arkonac and Guze,

1963: Guze, 1967; Woerner and Guze, 1968)

have shown anincreased prevalence of hys-

teria in first-degree relatives of female hys-

teria probands (about 24%). In a comparison

Table 17-2. Risks in first- (NV = 573) and second-degree (N = 1247) relatives

of probands with different categories of neurotic disorders*

Percent incidence in relativest

Anxiety state Obsessive state

Anxious

personality
Normal

First Second First Second First Second First Second first

Type of proband

|

degree

|

degree

|

degree

|

degree degree

|

degree

|

degree

|

degree

|

degree

0.4 0Anxiety state 15.1} 2.7 2.2 , 0.3 16.7 11.83 57.0

Hysteria 6.5 1.9 11.23 1.5 0 0 9.3 9.2 64.5

Obsessional state 3.0 0.4 0 0.8 6.94 0.8 24.8} 16.8} 59.4

 

*From Brown, F. W. 1942. Heredity in the psychoneuroses. Proc. R. Soc. Med. 35:785-788.

+ Underfirst-degree relatives, the remaining percentages are accounted for by the category “other conditions.” This

is omitted here. Much the sameapplies in the case of incidence figures for second-degree relatives.

{Significantly different from control figures.



Mentalillness: other forms of mental disorder 407

group of 167 womenin a maternity hospital,

only 3, or 1.8%, were found to be hysteric.

Male relatives of probands were found to

show an increased prevalence of alcoholism

and sociopathy. Guze has concluded, like

Brown, that hysteria, as he definesit, is in-

herited as an entity. However, the numbers

in his studies were small and his definition

perhaps somewhatarbitrary.
We saw before that some attention has

been given to obsessive-compulsive neuro-
sis by earlier workers. Sakai (1967) found that
in 26 out of a total of 65 families of obsessive-

compulsive probands, at least one member
showed this disorder. However, the families

also contained schizophrenics, depressives,

psychopaths, epileptics, and mental defec-
tives. Rosenberg (1967) also found a similar
picture in the first-degree relatives of his 144
obsessional probands; this is approximately a
10% incidence of someform of psychiatricill-
ness. However, they included only two cases
of obsessional neurosis. Consequently, the
information we have aboutthis form ofillness
is ambiguous.

So-called reactive depression has been
studied by Stenstedt (1966). He sampled
1242 first-degree relatives of 176 proband
cases (54 male and 122 female). Incidence in
the relatives for affective disorders was set by
him at 2% and 7.5% for males and females,

respectively. He felt that these figures were
appreciably higher than population risk. This
may or may not be so. Furthermore, it

should be noted that muchof his information
on relatives was obtained second-hand.
Two miscellaneous family studies mayalso

be mentioned. Oki (1967) studied the par-

ents and sibs of probands with the diagnosis
of “early childhood neurosis.” Ofthe parents,
45% manifested neurosis or “nervousness. |
The corresponding figure for sibs was 33%.
Rates in parents and sibs of a group of con-
trols matched for age, sex, IQ, parental occu-
pation, and physical state were 4% and 0%,
respectively. A fairly high incidence was also
found in second-degree relatives of pro-
bands, but none in those of controls. Tsuda

(1967) has reported elevated rates of various
illnesses in families of probands diagnosedas
having “depersonalization neurosis.” Dis-
orders included neurosis, psychopathy, and
schizophrenia. Some depressions occurred
but at a low rate (3.7%).
A numberofworkers havecollected family

data on enuresis. Perhaps the most important
of these is Hallgren (1957), who hasalso pro-
vided an excellent review ofliterature on this
topic from the beginning of the century. He
examined 423 parents and 262 sibs of enu-
retic probands. His major results are shown
in Table 17-3. It is clear, in the first place,
that risks are higher in males than in females.
The differences are, in fact, statistically sig-
nificant. Second, expectancies are about

equal (~25%) in parent and sib groups. Ex-
cluding families in which determination ap-
pearedto be clearly nongenetic, Hallgren ar-
rived at the following estimates: 38.5% for
fathers, 23.4% for mothers, and 38.5% for

male and 20.5% for female sibs. Rates for
uncles and aunts were around 8%, and for
grandparents, 2%. These last two values
were no higher than the population risk,
placed by Hallgren at 9.5%. He went on to
test eight different genetic hypotheses, but,

Table 17-3. Incidence of enuresis in relatives of 215 probands*

  
   

   

Siblings

 

   
Affected Not affected Affected Not affected
N N N N

Male 64 144 40 89

Female 38 177 25 108
TOTAL 102 32] 65 197

 

*From Hallgren, B. 1957. Enuresis, a clinical and genetic study. Acta Psychiatr. Scand. [Suppl.] 114:1-159.
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because of the complexity of his data, he was
unable to arrive at any definite conclusion.
However,either of the two following models
seemed to him most plausible: determination
by a single dominant major gene whose ex-
pression was determined by environment
and/or polygenes or determination solely by
the interaction of polygenes and environ-
ment.It is of interest that in spite ofapparent
sex differences for enuresis, genetic analysis
failed to support either complete or partial
sex-linkage, although they did not definitely
disprove these possibilities.

Virtually all of the studies just reviewed
have beenclinical in orientation and carried
out in a psychiatric setting usually with pa-
tient samples. However, in Chapter 15 we

reviewed the work of a numberof research-
ers who have used objective psychometric
tests. These studies have treated neuroticism
as a graded and measurable character. The
reader may wish to refer back to theseatthis
point. However, we may mention that at

least some of these (e.g., Coppen, Cowie,
and Slater, 1965; Insel, 1974) demonstrated
significant familial effects for neuroticism as
measured by personality inventories. They
also indicated fairly strong maternal effects,
a trend that is supported by at least some of

the data on neuroticism discussed in this

chapter. It would seem advantageous if, in
the future, those working on neurotic and
personality disorders would use not only the

clinical methods of psychiatry but the more

objective instruments of the psychologist.
Progress would perhaps be more rapid than
it has been up to now.

Twin studies

Not a great deal of work has been done on
the neuroses using twins, and muchofit is of
dubious scientific value. A reasonably com-
plete sample of the studies done on general
neurosis is shown in Table 17-4. Again, as
with other summaries we have presented,
the reader should be warned that the studies
vary considerably in quality of diagnostic pro-
cedures, zygosity determination, and sam-
pling. In addition, the range for relative con-
cordancerates is fairly wide. The study by
Idha (1961), for example, suggests that he-
redity is relatively unimportant. On the
other hand, perhaps the most well-executed
study of the group by Shields (1954) yielded
a concordance rate in MZ twins about six

times that found in DZ twins. Evenif partial
concordance rates are included, theratio is

still about 3:1 in favor of MZ twins. For the
whole table, in fact, the MZ:DZ concor-

dance ratio is about 3:1 to 4:1. Consequent-
ly, the data in Table 17-4, taken as a whole,

suggest fairly strong hereditary influences.
This conclusion is supported by a widely

cited study by Eysenck and Prell (1951). It
will be recalled that Eysenck has argued
strongly for a unitary dimension of neuroti-
cism that is definable in terms of various in-
ventory items and experimental tests. With

Table 17-4. Concordance rates for neurosis in MZ and DZ twins: some

representative findings

  
Kent (1949) 6

Slater (1953) 8

Shields (1954) 36

Idha (1961) 20
Tienari (1963) 21

Parker (1966) 9

TOTAL 100

   

Concordant  

6 9 2
2 43 5

25 (30)* 26 3 (8)*
10 5 2
12 — —
6 ll 4

61 (66)* 94 16 (21)*

 

*Cases including “partial concordance.”



Mental illness: other forms of mental disorder 409

Prell, he administered these tests to 20 MZ,
24 DZ, and 6 pairs of twins whose zygosity
was doubtful. His results are summarized
in Table 17-5. On the basis of Holzinger’s
heritability statistic, neuroticism proved to
be strongly dependenton hereditaryfactors.
Hereditary loadings for particular tests are
also includedin the table. It should be noted,
however, that of the tests listed, only three
have loadings over 0.4 for the neuroticism
factor. These are static ataxia, body-sway sug-
gestibility, and autokinetic movement. These
also (apart from intelligence) have the high-
est hereditary determination. Finally, the
heritability of the neuroticism factor as a unit
is in excess of 80%. This is higher than most
corresponding estimates given for intelli-
gence. According to Rosenthal (1970), how-
ever, an attempt by Blewett to replicate the
Eysenck-Prell study was not successful.
Two studies somewhat along the same

lines, except using separated MZ twins as
well as MZ twins reared together and DZ
twins, were carried out by Newman, Free-
man, and Holzinger (1937) and by Shields
(1962). The major thrust of both had to do
with intelligence, and they have been re-
viewedin an earlier chapter. However, the
authors also administered to their twin sam-
ples a questionnaire designed to measure
neuroticism. The main results ofboth studies
are shown in Table 17-6. It is obvious that
heritability as measured by the Bernreuteris
not high. However, in the Newmanetal.
study, there is little difference between
MZAs and MZTs. In the Shields study, on
the other hand, MZAs are more alike than
MZTsand in both of these samples the co-
twins are more alike than members of DZ
pairs.

Jinks and Fulker (1970) have carried out a
biometric genetic analysis of Shields’ data.

Table 17-5. The hereditary determination of neuroticism: MZ and DZ twin
pair correlations on individual tests and on a neuroticism factor*

  

  
  

      

   

     

  

    
     

 

   

     
  

  

 

     

 

   

Correlation Correlation Hereditary
Raw corrected Raw corrected determination,

Trait correlation for age correlation for age H't

 

  

1. Intelligence 0.905 0.890 0.670 .0.660 0.676
2. Tapping area 0.193 0.164 —0.148 —0.144 0.269
3. Tapping speed 0.557 0.552 0.266 0.011 0.547
4. Level of aspiration 0.320 0.272 0.084 0.038 0.243
3. Motor-speed test 0.700 0.643 0.296 0.243 0.528
6. Speed of decision 0.340 0.339 —0.122 —0.122 0.193
7. Static ataxia 0.857 0.856 0.537 0.532 0.692
8. Body-sway suggestibility 0.737 0.734 0.128 0.110 0.701
9. Strength of grip 0.850 0.774 0.468 0.392 0.628

10. Word dislikes 0.512 0.510 0.394 0.380 0.210
11. Personality inventory 0.369 0.365 0.273 0.257 0.145
12. Lie scale 0.485 0.481 0.167 0.109 0.418
13. Flicker fusion 0.709 0.705 0.229 0.209 0.627
14. Autokinetic movement 0.734 0.722 0.228 0.210 0.64815. Autokinetic suggestibility 0.534 0.534 0.141 0.135 0.461
16. Backward “S” 0.711 0.708 0.491 0.477 0.423
17. Fluency 0.357 0.353 0.118 0.114 0.270
NEUROTICISM FACTOR 0.851 0.217 0.810eee

“From Eysenck, H. J., and D. B. Prell. 1951. The inheritance of neuroticism: an experimental study. J. Ment. Sci.
97:441-465.

tHolzinger’s heritability statistic.
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Table 17-6. Results of two studies of correlations for neuroticism in MZ twins

reared together and apart and in DZ twins

    

Newman, Freeman, and Holzinger

(1937)

Shields (1962)

Bernreuter neuroticism

scale

Neuroticism questionnaire

Correlations

0.58 0.56 0.37

0.53 0.38 0.11

 

Using several estimation procedures, they

arrived at heritability estimates ranging from

0.37 to 1. The figure they put forward as the

most likely is 54% + 7% for both broad and

narrow heritability of neuroticism. Shields

sample of twins was such as to allow some

control over environmental sources of vari-

ance, unlike samples used in most other

studies. It also involved larger samples than

found in almost any other study. Conse-

quently, the conclusion of Jinks and Fulker

must be taken seriously.

Various twin studies have focused on par-

ticular types of neurotic disorders. Marks et

al. (1969) have reviewed work on obsessive-

compulsive disorders. Overall, they esti-

mate MZ concordance to be around 75%.

Such a result is typified by the study of

Inouye (1965), who used samples of 21 MZ

and 5 DZ pairs. Out of six categories of

neurosis, concordance differences were

found only for obsessive-compulsive reac-

tions. Concordance rates were 80% and 50%

for MZ and DZ pairs, respectively. Inouye's

review of the literature up to 1960 suggested

even morestriking differences. On the other

hand, Slater and Cowie (1971) report a lower

figure of 50%, but based on only 6 MZpairs.

However, the general picture appears tofit

reasonably well with the results of family

studies.
Hysteria has been examined by Stumpil

(1937) using 9 MZ and 9 same-sexed DZ

pairs. Concordance rates were around 55%

and 0%, respectively. Slater (1961) studied

12 MZ and 12 DZ probands with the diagno-

sis of “hysteria 311,” defined by the World

Health Organization as “hysterical reaction

without mention of anxiety reaction.” By this

strict definition, concordance was 0% for MZ

and 8% for DZ pairs. With the broadercate-

gory of “neurosis, 3 MZ and 2 DZ pairs

could be regarded as concordant. Slater's

negative conclusion was supportedin his fol-

low-up study (1965) and that of Slater and

Glithero (1965). It is not in agreementwith at

least some of the work discussed before, es-

pecially that of Guze and co-workers.

Finally, anxiety states were studied by

Slater and Shields (1969) in a series of 20

MZ and 40 DZ twins. Concordance rates

were 65% and 13%, respectively. Accord-

ing to the authors, the various psychiat-

ric deviations found to occur in MZ co-

twins occurred only along the anxiety axis.

In the same study, Slater and Shields re-

ported large differences in MZ-DZ concor-

dance rates for personality disorders but no

differences for “other” neuroses, mainly re-

active depressions.

The authors conclude in favor of a consti-

tutional predisposition for becoming anxious

that is basically adaptive and normally dis-

tributed in the population. Given a certain

genotype andsufficient stress, however, mal-

adaptive anxiety may occur and be mani-

fested in a variety of forms. This simple

model would seem to have considerable

heuristic value.

To close this section, we may refer back to

the twin work by a numberof researchersus-

ing the MMPI(Chapter 15). This had to do,

of course, mostly with a presumably normal

population in which only propensities toward

different kinds of disorder might be present.

For the combined data, the scales showing

significant MZ-DZ differences were depres-

sion, psychopathic deviate, psychasthenia,
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schizophrenia, and social introversion. The
applicability of these results to psychiatric
samplesis not altogether clear, as Slater and
Cowie (1971) suggest.

Genetics

Little information is available about the
modeof genetic transmission of neurotic dis-
orders. Most authorities would probably fa-
vor a polygenic model. Indeed, about the
only formal analysis that has been carried out
—that by Jinks and Fulker (1970) on Shields’
data—has concludedthat a “very simple ge-
netical model is adequate to explain the
data.” Only additive gene action appeared to
be operating, indicating that intermediate
expression of neuroticism has been favored
by natural selection. This seems consonant
with the implied suggestion of Slater and
Cowie (1971) that a moderate amountof neu-
rosis (or, morestrictly, anxiety) is adaptive
and valuable for coping with the environ-
mental stresses that typically occur during
the lifetime ofan individual. Too much or too
little is maladaptive.

OTHER FORMS OF DEVIANT
BEHAVIOR

Criminality

It was popular in the eighteenth and nine-
teenth centuries to attribute criminal behav-
ior to some defective or perhaps atavistic
biological constitution. Men like Lombroso
in Italy, for example, gathered large amounts
of data to back up this claim for a “criminal
type’ or genotype. The sameorientation was

Galton in England. It is at least implicit in
the pedigree studies carried out by Dugdale
and Goddard on the Jukes and Kallikak fam-
ilies. More recently, Glueck and Glueck
(1956) attempted to establish relationships
between somatotypic characteristics as de-
rived from anthropometric measurements
and criminal or delinquent behavior. It is
safe to say that today the weight of opinion
favors the importance of environmental fac-
tors. Undoubtedly these play a majorrole.
However,thereis still a considerable bodyof
data accumulated over the last half-century
that implicates genetic predispositions. Such

data fall into two categories, which we will
discuss separately. The first encompasses
twin studies; the second, of more recent vin-
tage, relates to the involvement of aneu-
ploidies, particularly the 47, XYY karyotype,
in criminal behavior.
Twin studies. The major results of the twin

studies of criminal behavior are summarized
in Table 17-7. Five countries are sampled
with totals of 260 MZ and 487 DZ twin
pairs. If the studies are lumped together, we
find that, on the average, criminality and de-
linquency occur in both members of an MZ
pair about three timesasoften as in only one
member. Almost exactly the opposite holds
true for DZ pairs. Taken at face value, such
findings are certainly compatible with a he-
reditarian model. They are not, of course,
incompatible with an environmental model
either, though the difficulties of such an ex-
planation are perhaps much greater than in
the case of personality and intelligence.
Criminal behavior and delinquency are much
more explicitly defined by legal and moral
systems and therefore should entail much
more explicit teaching (by instruction or ex-
ample) than variables of personality or intel-
lect. Stealing, for example, is a fairly clearly
delineated behavior. Introverted or intelli-
gent behavior is not. It is difficult, then, to
suppose that parents would instruct one fam-
ily memberthat stealing is permissible but
not another memberoflike age and sex un-
less he or she has an identical genotype.
Thus one can hardly avoid the conclusion
that genetic factors play somerole. Let us ex-
amine a few of the studies listed in more de-
tail.

Thefirst study by Lange (1929, 1931) is of
considerable historical interest. It appeared
as a monograph, entitled Crime as Destiny,
and attracted quite a large amountof atten-
tion. His operational definition of criminal-
ity was actual conviction and incarceration
rather than psychopathic personality. How-
ever, it is clear from his clinical descriptions
that many subjects suffered from a variety of
physical and mental disorders. His zygosity
determinations were largely based on ap-
pearance and fingerprints. Sampling was, of
course, far from systematic, and it may be,
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Table 17-7. Summary of twin studies of criminal and delinquent behavior*

     Condition

Con- Dis- Con-

Country cordant

|

cordant

|

cordant

   

 

   

 

Adult crime Lange (1931) Germany 10 3 2 15

Adult crime Legras (1933) Holland 4 0 0 5

Adult crime Rosanoff, Handy, and United States 25 12 6 54

Rosanoff (1934)

Juvenile delinquency _Rosanoff, Handy, and United States 39 3 28 37

Rosanoff (1934)

Childhood behavior Rosanoff, Handy, and United States Al 6 34 55

disorders Rosanoff (1934)

Adult crime Kranz (1936) Germany 20 11 30 63

Adult crime Kranz (1937) Germany ll 5 13 9

Adult crime Stumpfl (1936) Germany 11 7 9 38

Adult crime Borgstrom (1939) Finland 3 1 4 11

Psychopathy and Slater (1953) England 2 6 5 38

neurosis

Adult crime Yoshimasu (1965) Japan 14 14 0) 26

Juvenile crime Hayashi (1967) Japan 11 4 3 2

TOTAL 19] 69 134 303

Percent concordance or discordance 74 26 28 72

a

«Modified from Shields, J. 1954. Personality differences and neurotic traits in normal twin school children. Eugen.

Rev. 45:213-246; Fuller, J. L., and W. R. Thompson. 1960. Behavior genetics. John Wiley & Sons, Inc., New York;

Rosenthal, D. 1970. Genetic theory and abnormal behavior. McGraw-Hill Book Co., New York; and Slater, E.,

and V. Cowie. 1971. The genetics of mental disorders. Oxford University Press, London.

mainly for this reason, that subsequent stud-

ies failed to yield results quite as dramatic

as Lange's.
Kranz’s two studies (1936, 1937) were a

good deal moresatisfactory, involving better

sampling techniques and the use of blood

typing for zygosity determination. In fact, his

MZ and DZ concordance rates were not dif-

ferent at an acceptablelevel ofstatistical sig-

nificance. However, there wasa large differ-

ence between same- and unlike-sexed DZ

pairs. The former showed a concordance rate

of 54%: the latter, only 14%. This argued,

Kranz felt, for a stronger environmental than

genetic determination of criminality. In his

later article, he attempted to divide his cases

into endogenous and exogenous categories.

The former included cases in which various

mental or physical disorders appeared with-

out unfavorable home environments; the lat-

ter included cases coming from homesthat

were clearly poor. For the former category,

MZ concordance was about 63% (7 out of 11

cases); for DZ twins, concordance was only

about 18% (2 cases out of 11). Rates were

about the same for MZ and DZ twinsin the

exogenous category. However, as Rosenthal

(1970) points out, concordancerates for MZ

and DZ twins together were higher, over-

all, for those in the exogenous than for those

in the endogenous category. Kranz also at-

tempted to examine the degree of similarity

between members of concordant pairs for

five dimensions of criminal behavior: fre-

quency, severity, type, age at first convic-

tion, and “global crime pattern.” Three

gradesof similarity rating were used: “very,

“somewhat,” and “scarcely” similar. The

scale is somewhat arbitrary. However, if the

MZ, twins are compared with DZs, we find

differences at or approaching significance

level for all except the category “type of
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Table 17-8. MZ and DZ concordancerates for adult crime, juvenile delinquency,
and childhood behavior problems*

Percent concordant

MZ(N = 126) DZ(N = 214) Ratio MZ: DZ

Childhood behavior problems 87 40 2.3:1
Juvenile delinquency 93 44 2.1:1
Adult crime 70 10 7:1

  

*Modified from Rosenthal, D. 1971. Genetic theory and abnormal behavior. McGraw-Hill Book Co., New York;
based on data from Rosanoff, A. J., L. M. Handy, and I. A. Rosanoff. 1934. Criminality and delinquencyin twins.
J. Crim. Law Criminol. 24:923-934.

crime.” For the four other categories, MZ
pairs tend to be disproportionately repre-
sented toward the “very similar” end of the
scale. These are interesting findings. Unfor-
tunately, since Kranz did not make blind
assessments, his results must be viewed with
some skepticism.
The study by Rosanoff, Handy, and Rosan-

off (1934) is useful in providing concordance
data on the developmentof criminal behav-
ior. They used a concrete operational defini-
tion of the behavior in question, but their
sampling procedures and zygosity deter-
minations may not have been adequate. The
comparison between MZ and DZ concor-
danceratesfor adult crime as against juvenile
delinquency or early behavior disorders is
made in Table 17-8. As indicated, MZ con-
cordance relative to DZ concordanceis very
much higher for adult crime than for child-
hood behavior problems or juvenile delin-
quency. This suggests the interesting possi-
bility that whatever genetic factors predis-
pose to criminal activity, they may emerge
only later in life, and that the criminal prob-
lems of childhood and adolescence may have
a much more strongly environmental eti-
ology.

Stumpfl’s (1937) main contribution lies in
his attemptto get at basic personality charac-
teristics underlying criminal activity. His
general concordancerates were about 61% in
MZ and 37% in DZ twins, a difference that
does not exceed chance expectation. How-
ever, in respect to “social orientation” and
“essential personality traits,” concordance
was high in MZ buttotally absent in DZ

twins. It is very likely, however, that this dif-
ference may have been due to bias, since
assessments were apparently not carried out
blind.
The other studies listed in Table 17-7 do

not add a great deal to the points we have al-
ready discussed.
We may summarize as follows:
1. The evidence taken as a whole does not

invalidate a genetic liability of some kind to
criminal activities.

2. At the same time,it is very clear that
environment mustplay a very important part
in crime. The case reports in the various
studies suggest a pattern of chaotic home in-
fluencesthat could hardlyfail to leave some
mark.

3. Almost all studies carried out have
found a much higher incidence of crime in
males than in females. It is not clear whether
this means lowered disposition to crime or
simply less likelihood of incarceration in fe-
males. The former possibility appears the
morelikely.

4. Adult and juvenile crime probably in-
volve different etiologies. However,itis like-
ly (as suggested especially by the work of
Yoshimasu [1965]) that an unfavorable record
in early childhood and adolescence may well
increase the probability of adult crime.

5. If genetic factors are implicated, they
mustact very indirectly. That is to say, genes
may produceall kinds of mental or physical
disorders which so handicap an individual
emotionally that he turns to crime. It is not
clear how this happens, particularly in view
of the fact that mental and physical problems
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are not reliably associated with criminal be-

havior.

Thelast point brings us to the second ma-

jor part of our discussion, thatis, the consid-

eration of the association between criminal-

ity and clear-cut chromosomal damage.

Chromosomal anomalies. There is now a

large literature on the possible involvement

of chromosomal anomalies in criminal behav-

ior. It has been well reviewed by Borgaonkar

(1969), Kessler and Moos (1970), Owen

(1972), Hook (1973), and Jarvik, Klodin, and

Matsuyama (1973). We will attempt to pro-

vide only the basic essentials in this present

section.

The association between the XYY geno-

type with tall stature, possible mental re-

tardation, and aggressive behavior was first

suggested in a report by Jacobset al. (1965).

This study involved 197 mentally retarded

criminals. Among these, 7 XYY cases (3.6%)

were found, an incidence considered well

above that found in the normal population.

Several famous individual murderers had

previously been found to have the XYY com-

plement, these including Robert Tait in Aus-

tralia, Daniel Hugan in France, and John

Farley in the United States. Consequently,

the study of Jacobs and associates attracted

considerable attention.

It will be clear that if such an associationis

to be firmly established, several require-

ments must be met:in thefirst place, it must

be shown that the incidence of this karyo-

type is higher in populations considered to

be deviantly aggressive than in normal popu-

lations: second, it must be shown that the ex-

tra Y chromosome produces behavior that

other aneuploidies do not (e.g., XXY); and

third, it should be shownthat the deviant be-

havior is a direct rather than an indirect re-

sult of the extra Y. So far, most of the avail-

able data do not permit very firm conclu-

sions in respect to these points. Let us con-

sider each of them in turn.

Many estimates of incidence of the XYY

karyotype have been made. Using normal

adult males only, data from ten studies give

a pooled rate of 8 casesfor a total sample size

of 6148, that is, 0.13%. Range was from 0%

to about 0.2%. Surveys on newborn males

have also been carried out in the United

States, England, Scotland, Canada, and Ger-

many. Out of a pooled total N of 28,346, 29

XYY and 29 XXY cases were located. Thus

the rate for both karyotypes in normal male

populations appears to be about 1 to 2 per

1000 (Hook, 1973; Jarvik, Klodin, and Matsu-

yama, 1973), and the incidence of an extra Y

seems to be about the sameas the incidence

of an extra X chromosome.

The next question concerns the incidence

of the XYY in institutional settings, for ex-

ample, mental hospitals. In about fourteen

surveys carried out in a numberof different

studies involving a pooled total of close to

3000 cases, 13 cases of XYY and 14cases of

XXY were found. This represents an inci-

dence in each case of about 4.6 cases per

1000, or 0.46%. The range is again consider-

able. In any case, it seems that in mental in-

stitutions, both aneuploidies show about the

same elevation in rate.

Turning next to exclusively penal institu-

tions, twenty or more studies have yielded

98 cases of XYY genotypes in a pooledtotal

of approximately 5000 cases, or almost 20 per

1000 (1.9%). In the sametotal sample, how-

ever, the incidence of XXY was 0.9%, only

half as frequent. Jarvik et al. (1973) conclude

from these statistics that “criminals are the

only group in which an extra Y chromosome

occurs significantly more often than an extra

X chromosome.” Such a relation was also

found by Witkin et al. (1976) as discussed

later.

The previous data, then, suggest a statis-

tical association between criminality and the

extra Y chromosomespecifically. In a sense,

this association is unremarkable becauseit is

derived from a comparison between rates

that are very small indeed; 98 cases in 5000

can hardly be considered to be of great sig-

nificance from the standpoint of the crimi-

nologist. However, from another point of

view, we may rightly wonderif a study of

these relatively rare cases may shed some

light on the relation between maleness (con-

ferred by the Y chromosome) and violence

and aggression.

At least three general hypotheses may be

put forward about the nature of the associa-
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tion (Hook, 1973). They apply in the case of
any association alleged between two charac-
ters and are as follows:

1. The associative hypothesis focuses on
the possibility that criminality and the extra

related to some common factor. Thus they
could be associated if it were shown, for ex-
ample, that some segments of the population
in which the crimerate was high also yielded
higher rates for the XYY genotypes. So far,
no data support this hypothesis, but it is al-
most impossible to disprove.

2. The social hypothesis contendsthat cer-
tain outcomes of the extra Y produce diffi-
culties in the social presentation ofits pos-
sessor, this, in turn, leading to antisocial be-
havior. Specifically, XYY individuals tend to
be exceptionally tall and often suffer from
severe acne. It is not implausible that two
such physical features might, in somecases,
produce socially deviant behavior. At the
same time, such a causal chain cannot be ex-
clusive, since, obviously, there are manyin-
dividuals of normal karyotype who have great
stature and acne and yetare not criminals.
In fact, Witkin et al. (1976), from chromo-
some analyses of over 4000 tall men (<184
cm) reported incidences of 0.29% for XYY
and 0.39% for XXY. These seem within the
normal range. However, within both these
groups there was an elevation of criminality
rate, though it was significant only for the
XYY subjects.

3. The biological hypothesis postulates
some direct but unknown hormonal phys-
iological or neural effects of the aneu-
ploidy, which, in turn, produce deviant
behavior. Data relevant to this hypothesis
have been thoroughly reviewed by Owen
(1972).

It is fair to say, by way of summary, that
there are very few biological sequelae of the
XYY genotype that can be considered as
definitively established. Some that have
been examined include abnormalities of ex-
ternal genitalia, bone and joint abnormal-
ities, dental irregularities, skin disorders,
hormone levels, and cardiac anomalies.
Owen'scareful analysis of the data onstature
shows that even the classical association be-

tween XYYandtallness is in fact, rather un-
certain. It does appearto be true that aggres-
sion is stronger in males than in females, This
suggests some involvementof the Y chromo-
some in aggressive behavior, but the biology
of this involvementis very far from clear, A
closer study ofit in the various combinations
of X and Y that occur should prove worth-
while.

Homosexuality

A variety of behaviorsrelating to sexuality
are commonly considered to be deviant. The
most important is perhaps homosexuality.
The World Health Organization also lists
undersexual deviationfetishism, pedophilia,
transvestism, and exhibitionism, plus a vari-
ety of other more specialized abnormalities.
Whether many of these so-called disorders
are abnormal in the samesense as, say,
schizophreniais a mootpoint. Certainly with-
in the last 10 to 15 years, there has been a
fairly striking change in the orientation of
psychiatrists and society in general to such
sexual deviations. In fact, the American Psy-
chiatric Association no longerclassifies ho-
mosexuality as abnormal. Be this as it may,
we maystill consider the etiology of homo-
sexuality to be of someinterest, if not from a
psychiatric, then from a purely biological
point of view.

1941) attempted to adapt Gold-
schmidt’s theory of intersexes to human male
homosexuality. If some homosexuals are, in
fact, transformed females, the sex ratio in
their sibs should deviate from the usual 106
males to 100 females. Lang gained access to
the confidential records of the police depart-
ments of Munich and Hamburg and reported
initially that the sex ratio in the sibs of 1015
cases of known homosexual probands was
121.1:100 (x? = 13.54, p < 0.001). Among
sibs of married homosexual males, who were
less likely in Lang’s opinion to be biological
intersexes, the sex ratio was more nearly nor-
mal. Jensch (1941), a colleague of Lang's, also
worked on the problem in Breslau and Leip-
zig. A summary by Lang (1960) ofthe re-
sults of their researches is shown in Table



416 Human behavior genetics

Table 17-9. Sex ratios in sibs of male homosexuals as compared with sibs of

normal controls*   
Lang Control 1296

Homosexual
<25 yearst 825

>25 yearst 952

Jensch Homosexual
<25 yearst 683

>25 yearst 1389

Sibs (N) sexes

3571 3349 106.6

1166 1006 115.9

1712 1281 133.6

961 984 97.7

2833 2349 120.7

 

Based on data from Lang, T. 1960. Die Homosexualitat als genetisches Problem. Acta Genet. Med. Gemellol. 9:370-

381: and Slater, E., and V. Cowie. 1971. The genetics of mental disorders. Oxford University Press, London.

+ Age at time of ascertainment.

17-9. The data mostly seem to support Langs

prediction. However, the sex ratio for

Jensch’s under-25 group is in the opposite di-

rection. In fact, if we pool these data with

those of Lang, the sex ratio for sibs of 1508

homosexuals under 25 turns out to be 106.9,

whichis not different from the control group.

Pooled results for the over-25 age group

gives a sex ratio of 125.2, which is certainly

different from normal expectation. This is a

peculiar result for which no obvious explana-

tion offers itself. One possibility is that, in

the younger age group, families were not yet

complete, but since homosexuals would

hardly appear in police files much below 18

years of age, this does not seem plausible.

Another possible explanation is that police

assessmentofwhat constitutes homosexuality

may have become broader over a period of

time. In this case, the older group might be

more “feminine” than the younger group.

This notion has some credibility in view of

the fact that Jensch found that in the sibs of

244 homosexuals judged by their behavior

to be more “feminine,” the sex ratio was

157: 100. A final possibility is that the results

are quite spurious and are due to some kind

of bias in ascertainment. This has some cred-

ibility in view of the fact that later workers

have failed to confirm the Lang-Jensch data.

Thus Darke (1948) analyzed the sex ratios in

sibs of 100 known homosexuals in an Ameri-

can federal prison. He found evidencefor a

predominance of males mainly among sibs of

younger rather than older probands. Like-

wise, Kallman (1952c) found no departure

from normal sex ratios in the sibs of 145

homosexual index cases. These findings do

not necessarily contradict those of Lang and

Jensch but do place somelimitation on their

research are worth noting. First, Lang (1960)

presents data on sibs of female homosexuals

reported to him from the Payne-Whitney

Clinic in New York. Amongthe sibs of 150

women seeking help for homosexuality at

that institution, the male-to-female sex ratio

was 75.7. This is, of course, the inverse of

the male case. Second, both Lang and Jensch

obtained sex ratios for paternal and maternal

half-sibs of someof their index cases. The sex

ratio for paternal half-sibs (pooled data) was

128.9. For maternal half-sibs, it was 86.8.

The difference between the two figures is

highly significant. Again, these data are not

easily accountedfor by either environmental

or genetic models. However, a more socio-

logical explanation has been put forward by

James (1971), who suggests, in essence, that

such sex ratios could occur in half-sibs if

(1) the index case is a child of the first union;

(2) parents separated or divorced tend to

keep their like-sexed children, thatis, fathers
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keep sons, mothers keep daughters. This is
an interesting theory but has not been con-
firmed by careful examination of relevant
data.

Considering the Lang modelbroadly,it is
true, as Slater and Cowie (1971) point out,
that male homosexuals clearly do not have a
46,XX karyotype. In this simple form, the
model is wrong. Nevertheless, it is still pos-
sible that the condition of homosexuality
might be brought about by some anomalies
in the chromosomesor in the complex set of
pathways between them and behavior. Slater
(1962) has obtained some data that bear in-
directly on this possibility. He computed, for
a sample of 401 male homosexuals, mean
ordinal birth position and maternal age at
birth. These are usually directly correlated.
The former is expressed by the index

m-— 1

n-l
 

where
m = ordinal position in sibship
n = numberofchildren in family

The expression has a range of value from 0 to
1 and a mean, for a random sample, ap-
proaching 0.5. For the homosexual sample,
the index value was 0.58, indicating that
homosexuals tend to be later in position of
birth. It is of interest, parenthetically, that
Slater found the opposite to be true for ex-
hibitionists and transvestites. Mean maternal
age for the general population was found to
be 28.5 years (NV = 632,408). For male ho-
mosexuals, it was 31.3 years. The maternal
age distribution curves for these two cate-
gories and for Down syndrome cases are
shown in Fig. 17-1. Not only is the curvefor
homosexuals displaced to the right, but it
also has a significantly higher variance than
the normal group. Slater concluded that
these data suggested a “heterogeneous” eti-
ology for homosexuality with a “chromosomal
anomaly, such as might be associated with
late maternal age”as a possible causative fac-
tor. As Slater and Cowie (1971) have pointed
out, however, psychological explanations of
these results are also feasible.
A re-analysis of Slater’s cases by Abe and

Moran (1969) added another interesting
piece of information: an even greatershift in
paternal age. Meanage offathers of homo-
sexuals was 34.9 years, as compared with
around 31.6 for a normal population. The
authors suggested that possibly homosexual
tendencies were transmitted from fathers. In
the latter, such deviance was manifested in a
“tendency to marriage at a later age than the
norm. Thereis clearly an interesting though
difficult area for further exploration here.
A number of twin studies have also been

carried out in the study of homosexuality.
Main results are shown in Table 17-10. For
59 MZ co-twins, pooled concordance was
around 86%. For 39 DZ twins, it was be-
tween 13% and 30%, the rather wide range a
result mainly of the mannerofclassification
used in Kallman’s study. All studies except
Kallman’s have involved very small samples
from prison or hospital populations. Kall-
man’s cases were perhaps more representa-
tive and were gathered by extensive search-
ing in homosexual meeting places. They
were evaluated as to degree of homosexuality
(scale 0 to 6) on the Kinsey index system
(Kinsey, Pomeroy, and Martin, 1948). Un-
like DZ twins, Kallman’s MZ

_

co-twins
tended to show fairly strong concordance as
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Fig. 17-1. Maternal age distributions for the gen-
eral population, for a sample of homosexual pa-
tients, and for a sample of Down syndromecases.
(From Slater, E. 1962. Lancet 1:69-71.)
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Table 17-10. Twin studies of male homosexuality*

  
Lange (1931) 2

Sanders(1934) 6

Habel (1950) 5

Kallman (1952c) 37

Heston and Shields (1968) 5

 

  Concordant

  

l _ __

5 1 0

3 5 0

37 26 4-11

2-3 7 1

 

“Based on data from Heston, L. L., and J. Shields. 1968. Homosexuality in twins: a family study and a registry study.

Arch, Gen. Psychiatry 18:149-160.

to gradation of overt homosexuality. Inter-

estingly, after a detailed study of individual

case histories, Kallman commentedthat “in-

dex pairs have developed sexual tendencies

independently and often far apart from each

other. All deny anyhistory of mutuality in

sex relations.”

Kallman’s rather dramatic results need not

be interpreted as final proof that homosexu-

ality has a specific hereditary basis. Of his

MZ pairs, 6 were concordant for schizophre-

nia as well as for homosexuality. Diagnoses

for 22 additional cases were schizoid person-

ality, obsessive-compulsive, or excessively

alcoholic. Thus, given a commonfamily envi-

ronment during youth and assuming that

some aspects of personality are heritable, the

concordance of MZ twins in sexual orienta-

tion may be attributable to a similar pattern

of experiences operating on similar sub-

strates. Certainly, the appearance of other

forms of mental disorders is commonin the

families of homosexuals. This was clearly

shown earlier by Lang (1941), who carried

out an intensive analysis of the families of 33

of his index cases. Mental illness, in some

form or other, was found in all of them with-

out exception. A homosexualorientation may

be one kind of correlate of such an unfavor-

able combination of genotype and environ-

ment.

In conclusion of this section, we should

emphasize, first, that whatever posture soci-

ety may take toward homosexuality, it cannot

be regarded as a biologically normal kind of

behavior. Simply put, if heterosexuality were

not the norm, the humanspecies would face

extinction. Thus, in humans,as in otherani-

mal forms, there has been very strong selec-

tion for attraction between rather than within

the sexes. Second, there must undoubtedly

be fairly strong environmental causation in

the etiology of homosexuality. But it seems

likely that genetic factors are also operating,

albeit by pathways as yet unknown.

Alcoholism

Except in acute cases where there is evi-

dent brain damage, it is difficult to define

alcoholism exactly. The World Health Orga-

nization lists a spectrum from “acute alco-
ee

holic psychosis” to “other and unspecified

alcoholism.” Jellinek (1960) has distinguished

forms of continuous drinking from what he

calls “bout” drinking, but which forms, if

any, have the greatest genetic loading is

presently unknown.

It is clear that incidence andtype of use of

alcohol varies widely between races, coun-

tries, social classes, and probably between

sexes. Individuals of Jewish and Chinese ex-

traction are generally considered to usealco-

hol rather sparingly. The Irish, on the other

hand, are traditionally considered to show a

high level of alcohol intake. However, firm

estimates are not readily available. One

figure, put forward by Rosenthal (1970), for

the United States is around 5% for chronic

alcoholism. This may well be rather high.

Goodwin and Guze (1974), on the basis of

five surveys in various countries, put forward

life-expectancy rates of 3% to 5% for males
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Table 17-11. Incidence of chronic alcoholism in parents and siblings of

alcoholic and normal probands*

   
Alcoholic probands

Brugger (1934) 70 24 72
Lemereet al. (1943) 500 11 500

Amark (1951) 186 26 200
Bleuler (1955) 50 22 50

United States

Bleuler (1955) 49 33 49

Switzerland

Nagao (1967) N = 281

Nonalcoholic probands

(Bleuler, 1964)
100 schizophrenics 100 3 100

200 surgical patients 200 13 200

13%

 

Sisters

 

3.0 83 28 107 3

0.4 14%

2.0 349 22 365 <Ift

6.0 27 22 29 10

8.0 AQ 12 61 3

TN

N = 238 9%

1.0 o4 4 39 2

3.0 192 13 185 3

*From Genetic theory and abnormal behavior by David Rosenthal. Copyright © 1970 by McGraw-Hill, Inc. Used

with permission of McGraw-Hill Book Co.

+No alcoholics, only three cases of alcohol abuse.

and 0.1% to 1% for females. On the other

hand, there is no doubt that the excessive

use of alcohol is very common in virtually

every part of the world and hence consti-

tutes a problem of major importance. How-

ever, although there is now a sizeable and

growing literature on the genetic factors in

alcohol consumption in animals, relatively

little has been accomplished with human

subjects.
The main family studies carried out have

been summarized by Rosenthal (1970) as

shown in Table 17-11. It is clear that in most

cases, rates in relatives of alcoholic probands

are considerably elevated, this being a good
deal more marked in males than in females, a

fairly consistent finding in most work done on
alcoholism in general populations. Amark

(1951) has provided some additional useful
information. In a sample of 517 sibs of alco-
holic probands with neither parentalcoholic,
incidence was 17%. In a sample of 197 sibs

of probands with one alcoholic parent, how-
ever, incidence was almost doubled—33%.

There was also a marked incidence of psy-
chopathy but not of the various forms of

psychosis. It is also evident from the family

studies that the environmentprovided by an

alcoholic memberof a family is not the best.

Consequently, the results are suggestive but

indeterminate.

One attemptto separate the twoclasses of

causative factors was made by Roe (1944)

with the adoption study method. She located

a group of 36 subjects over 21 years old

whose biological fathers had been classified

as “heavy drinkers” with such accompanying

problemsas loss of job, disorganization, ag-

gressiveness, and general disorderly con-

duct. These had been placed out for adoption

at an early age (average of 5.6 years) with

parents who showed nosigns of inadequacy

or alcoholism. These adoptees were then

compared with a roughly matched control

group of adoptees whose biological parents

had shown no drinking problems. There
were nosignificant differences in respect to
use of alcohol by the two groups. For ex-
ample, 63% of the index subjects used alco-
hol “occasionally,” as did 55% of the control
group. Of the index group, 7% was found to
drink on a “regular basis’; of the control
group, 9%. The main results, in other words,

appeared to support an environmentaletiol-
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Table 17-12. Percentage of alcoholism
in half siblings of alcoholic probands
with different conditions of biological
and adopting parentage*
  

Half-sib  
      Alcoholic

(percent)

Nonalcoholic

(percent)    
Biological parent alcoholic
Rearing parentfigure

Alcoholic (NV = 24) 46 54
Nonalcoholic 50 50

(N = 22)

Biological parent nonalcoholic
Rearing parent figure

Alcoholic (NV = 14) 14 86
Nonalcoholic 8 92

(V = 104)

 

*From Schuckit, M. A., D. W. Goodwin, and G. Wino-
kur. 1972. A study ofalcoholism in half-siblings. Am.J.
Psychiatry 128:122-126. Copyright 1972, the American
Psychiatric Association. Reprinted by permission.

ogy of alcoholism. However, there are prob-
lems with the study. The control group was
placed at a significantly earlier age, fewer of
them were placed in rural homes, fewer of
them were married, and they had fewerchil-
dren as a group. Thusthe possibilities of gen-
eral stress may have been greater among the
control subjects, and this may have increased
disposition to drinking.
A rather more sophisticated approach, us-

ing a similar methodology, was made later
by Schuckit, Goodwin, and Winokur (1972).
They examinedthe half-siblings of alcoholic
proband cases. Some of these shared the
same environment; some shared partly the
same heredity. It will be obvious that many
different designs can be incorporated under
the half-sib method. In the Schuckit studies,

however, mostof the half-sibs studied shared

a commonbiological mother rather than fa-
ther. In general, the authors found that of
half-sibs of alcoholic probands who had at
least one alcoholic parent, 62% were alco-
holic. Of those who were nonalcoholic, only

20% had an alcoholic biological parent.
Strangely enough, amongthealcoholic half-
sibs, 0% had lived with an alcoholic foster
parent, whereas among nonalcoholic half-
sibs 5% had lived with an alcoholic parent
surrogate.

Perhaps the results of major importance
are those summarized in Table 17-12. These
data separate outfairly clearly the effects of
nurture and nature on alcoholism in _half-
sibs of alcoholic probands. Thusit is clear
thatif half-sibs share an alcoholic parent with
their proband, about half of them turn outto
be alcoholic regardless of whether raised by
an alcoholic parent (biological or adopting)
or a nonalcoholic parent. On the other hand,
if biological parents are not alcoholic, then
few half-sibs are alcoholic, though almost
twice as many in this group are alcoholic if
the rearing parentis alcoholic. Thus Schuckit
et al. conclude that “the only consistent
predictor of alcoholism in half-siblings was
the presence of an alcoholic biological par-
ent. They interpret these findings in terms
of “genetic load.” This term, as used here,
seems to imply a polygenic or liability-
threshold mode of inheritance. In general,
the design used by Schuckit et al. seems a
promising onethatis especially well suited to
cultures in which illegitimate births (and
hence adoptions) have become less common
but divorces and remarriages (and hence
half-sib relations) have become much more
common.
Another adoption study wascarried out by

Goodwinetal. (1973). They studied adoptees
with at least one alcoholic biological parent
and adoptees with nonalcoholic biological
parents. Among 55 cases in the former
group, 10 were diagnosed as alcoholic. Of
these 10, 9 had, in fact, been treated for

alcoholism. Amongthe 78 controls, however,
only 4 were alcoholic, and none of these had
received psychiatric treatment. Diagnosis
was done blind, and social class was con-

trolled.
Two later adoption studies have been re-

ported by Goodwin et al. (1977a,b). They
found elevated rates of alcoholism (~4%) in

adopted-out females of both alcoholic and
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nonalcoholic biological fathers. Three of the

four cases, however, had an alcoholic foster

parent. Rates for female adoptees were far

smaller than that for adopted-out sons ofal-

coholics, which was about 18%, as compared

with a prevalence rate for Danish males of

3% to 4%. Thus the etiology and course of

alcoholism may well be quite different be-

tween the sexes.

Several twin studies on alcoholism have

been carried out, most of these of relatively

recent vintage. A major contribution was

made by Kaij (1960), who drew 174 pairs

from two County Temperance Board regis-

ters in southern Sweden.Since in somepairs

both members were used as probands, the

final numbers were 58 MZ and 138 DZpairs.

Kaij used a 5-point scale to measure degree

of alcoholism. This ranged from total absten-

tion (0) to chronic alcoholism (4) involving

pathological desire for alcohol, regular black-

outs during intoxication, and withdrawal

symptoms. Kaij then examined concordances

in his twins for each degree of alcoholism.

Several psychiatrists besides himselfwerein-

volved in rating each individual. Interrater

agreement washigh. In general, 31 MZ pairs

(53%) showed perfect concordance in re-

spect to severity. The corresponding figure

for DZ twins was 70 pairs (28%). Further-

more, with MZ twins, concordance appeared

to increase as severity in the proband was

higher. This was not the case with DZpairs,

however. Such a finding is reminiscentof the

positive relationship between concordance
and chronicity established for schizophrenia.

A second major twin study was carried out
in Finland by Partanen, Bruun, and Mark-

kanen (1966). They employed a series of 172
MZ and 557 same-sexed male DZ pairs from

birth registries during the decade of 1920 to
1929. Thirteen drinking variables were mea-
sured. Analysis of the correlations between
these yielded three identifiable factors:

“density(roughly, frequency of drinking per
unit time), “amount,and “lack of control.”

Heritabilities of these factors were estimated

as 0.39, 0.36, and 0.14, respectively. For the
last factor, heritability was actually fairly high
in younger twins but low in older. No such

age differences were found for “density” and

“amount.” To someextent, the general find-

ings of Partanen et al. are consonant with

those of Kaij in the sense that both “density”

and “amount” must be factors that reflect

severity of alcoholism.

Further evidence for this point has been

provided by questionnaire data obtained by

Loehlin (1972) as part of the National Merit

Twin Study. Approximately 490 MZ and 317

DZ pairs responded to a large number of

items, thirteen ofwhich had to do either with

drinking habits, drinking customs, or atti-

tudes about drinking. Loehlin calculated

heritability estimates for each of these items.

They ranged from 0.62 for “had a hangover”

to —0.36 for “women should not be allowed

to drink in cocktail bars.” The most signifi-

cant finding wasthatfive of the six items in-

dicative of heavy drinking yielded the high-

est heritabilities. Curiously, the one of these

six that did not was “become intoxicated”

(h? = 0.16). It is odd that this “habit” should

have virtually no genetic loading, whereas

the items “had a hangover, “have never
done any heavy drinking,” and “haveusedal-

cohol excessively” should have high genetic

loadings. We have noted in a previous chap-

ter this kind of apparent paradox in connec-

tion with personality questionnaire items.

Drinking customs(e.g., wine or beer) had

low heritabilities; drinking attitudes (e.g.,

“disapprove of womendrinking in bars’) had

zero heritabilities. Loehlin is careful in inter-

preting these data to weigh environmental

factors fairly heavily. Nevertheless, they are

in accord with the Swedish and Finnish twin
studies.
The final twin study to be reviewed here

is of particular interest because it used a

methodology not often found in human be-
havior genetic work. Vesell, Page, and Pas-

santi (1971) measured rates of ethanol me-

tabolism in 7 MZ and 7 DZ twin pairs. All

were white, over 21 years of age, in good
health, and members ofpairs lived apart in
fairly diverse environments. Each individual
was given a single oral dose of 1 ml/kg
of 95% ethanol diluted with ice water, follow-
ing which five to six blood samples were
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Fig. 17-2. Rates of ethanol removal in three pairs of MZ and three pairs of DZ twins. (From
Vesell, E. S., J. G. Page, and G. T. Passanti. 1971. Clin. Pharmacol. Ther. 12:192-201.)
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taken at half-hour intervals. Plasma waslater

assayed for ethanol. For overall rates of etha-

nol metabolism the mean intrapair difference

for MZ twins was found to be 0.004 mg/ml/

hour; for DZ twins, the mean intrapair differ-

ence was 0.05 mg/ml/hour. The values differ

by a factor of more than 12. Of the MZ twin

pairs, 5 showed a zero difference. Vesell et

al. computed heritability of ethanol metabo-

lism to be 0.98, suggesting almost exclusive

genetic control. Some sample data for 3 MZ

and 3 DZ pairs are shownin Fig. 17-2. This

is clearly quite a remarkable effect. It is still

not certain, however, whether the high sim-

ilarity of identicals is a direct result of genes

or of various intermediate physical commu-

nalities possibly shared by them more than

by fraternals, perhaps for environmental rea-

sons. Convincing evidence on this point may

be difficult to obtain. Nevertheless, the study

is a most important and interesting one, not

only by virtue of its dramatic results but also

by virtue of the experimental methodology it

involves. The latter is too rarely used in twin

work.
A final point should be made. We know

little about the relation between rate of me-

tabolism of ethanol and alcoholism. Further-

more, as discussed in Chapter8, thereare re-

liable differences between mousestrains in

alcohol preference and in alcohol dehy-

drogenase activity; there are no well-estab-

lished differences between them in rate of

alcohol metabolism. Consequently, the Ves-

sel et al. data have only indirect bearing on

the problem of alcoholism itself.

Little is known about the modeof genetic

transmission of alcoholism. One seemingly

significant fact, however, is the large difter-

ence in incidence between the sexes. Amark

(1951) found rates of 3.4% for males and

0.11% for females. Likewise, Marconiet al.

(1955) reported incidences in Santiago,

Chile, to be 8.3% for males and 0.6% for fe-

males. The South American figures are ob-
viously much higher than the Scandinavian.
However, as Cruz-Coke and Varela (1966,

1970) have noted, the female frequencyisal-
most exactly the square of the male fre-

quency. Thus 0.034? = 0.00116; likewise,

0.0832 = 0.0069. Under appropriate equilib-

rium conditions, this relation is exactly what

we would expect under recessive sex-linked

transmission. Thus, if gene frequencyis q,

then incidence for males is also gq, whereas,

for females, it will be g?, since both X chro-

mosomesare present. Sucha fit, for two sets

of data in very different parts of the world,is

impressive. Cruz-Coke and Varela have fur-

ther claimed an association between cirrho-

sis of the liver, alcoholism, and defective

color vision, the latter knownto be carried by

a sex-linked gene. Some relevant data are

shown in Table 17-13. The comparison is

between number of errors on the Farns-

worth-Munsell 100-Hue Test in the sons and

daughters of nonalcoholic versus alcoholic

parent probands.It is clear that the two sets

of parents are very different in the first

place. In the secondplace, thereis a signifi-

cantly elevated rate in the daughters, though

not the sons, of probands. These latter data

agree with a sex-linkage model if we assume

that defective color vision showsup in female

carriers. Cruz-Coke and Varela conclude that

alcoholism is a genetic polymorphism main-

tained at a high frequency in the population

by a high fertility level among heterozygote

females. Their data on fitness in the general

Santiago population, of cirrhosis cases, and of
alcoholic females appear to give some sup-

port to this notion. Smart (1963) has also

Table 17-13. Numberof errors on the

Farnsworth-Munsell 100-Hue Test

in children of alcoholic and

nonalcoholic male probands*

Mean number

N of errors

Nonalcoholic probands 35 58.0 + 5.3

Sons 21 45.9 + 9.0

Daughters 21 36.3 + 6.0

Alcoholic probands 21 152.2 + 23.6

Sons 14 83.8 + 21.8

Daughters 21 116.8 + 17.5

*From Cruz-Coke, R., and A. Varela. 1970. Genetic fac-

tors in alcoholism. In R. E. Popham, ed. Alcohol and

alcoholism: papers presented at the International Sym-

posium in Memory of E. M. Jellinek, Santiago, Chile.

University of Toronto Press, Toronto.
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demonstrated that, in a Canadian population,
an unusually high percentage of alcoholics
come from large families. Under the given
fertility conditions in Chile, equilibrium
would be established at a frequency for the
mutant gene of 0.243, much higher than the
empirical estimate found by Cruz-Coke and
Varela. Thus the authors suggest that this
polymorphism is still in a state of transition
in association with a cultural evolution from
a nomadic to an industrial society. A survey
of three types of populations in northern
Chile, a seminomadic, several rural, and
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several urban, showed an increasing inci-
dence of color vision defects and alcoholism
as extent of urbanization increased. This sug-
gests a commensurate relaxation of selection
pressures against both genes and an approach
to equilibrium.
The preceding modelis a very interesting

one. However, it cannot at present be ac-

cepted without reservation. In thefirst place,
a relation between alcoholism and color vi-
sion defects has not been foundinall popula-
tions (Thuline, 1967). It has also been
thought that the deficiencies found by Cruz-
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Fig. 17-3. The “two-group’ approach to mental retardation. Curve A represents polygenic dis-
tribution of IQ and includes primary retardates. In B distribution for secondary retardates is
added. Whenall retardates are lumpedtogether, the IQ distribution is asymmetrical as shown
in C. (Modified from Zigler, E. 1967. Science 155:292-298. Copyright 1967 by the American
Association for the Advancement of Science.)
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Coke may, in fact, have been caused byal-

coholism rather than correlated with it. Sec-

ond, as Winokur (1967) has pointed out,

under the sex-linkage model one would ex-

pect a very low risk for sons of alcoholic fa-

thers, since the latter can transmit only the

Y chromosome to their male offspring. Gen-

erally speaking, this relation does not seem

to hold. Consequently, some modifications of

the model would have to be made.Itis also

possible, of course, that it holds only for

some populationsor only for certain types of

alcoholism. There is a need for much more

work in this important area. For a useful

summary of most of the data and theories

bearing on alcoholism, the readeris referred

to the volume by Goodwin(1976).

Mental retardation

Generally speaking, individuals with an IQ

less than 70 are considered to be mentally

retarded. The category includes “border-

line,” “morons,” “imbeciles,” and “idiots.”

Whatever causes their defect, such people

usually find it difficult to get along in society

and need specialized help and, in many

cases, institutionalization. Precise classifica-

tion is difficult because etiology is very di-

verse. However, it has been usual to divide

the mentally retardedinto two major groups.

The first, sometimes labeled “primary,”

takes in perhaps as much as 75% ofall re-
tardates. Usually, no obvious major cause is

discernible and we must therefore invoke the

action of polygenes, unidentified environ-

mental causes, or both. The secondcategory,

labeled “secondary” or “familial,” includes
cases involving some major neurological in-

sult, whether caused by major genes, chro-
mosomal damage, or serious environmental

traumata.

Reed and Reed(1965) in their classic study

of mental retardation have used a somewhat

different classification according to presumed

etiology. They divide retardates into the fol-
lowing groups: primarily genetic, probably
genetic, primarily environmental, and “of

unknown etiology.” This is perhaps an over-
cautious taxonomy and somewhat blurs the
distinction we have just made betweenpri-

mary and secondary mental deficiency. Let

us look at this a little more closely.

It appears to be a fact that the lowertail

of the distribution for intelligence departs

significantly from a normal curve. This is

shown in Fig. 17-3. This departure has usu-

ally been explained by the hypothesis illus-

trated in graph B. This postulates simply that

individuals belonging to the primary group

may be accommodated within the normal

curve generated by the action of polygenes

and, second, that the existence of a second

group of individuals whose defects result

from major causes is responsible for the

skewness of the empirical distribution of IQ.

Data bearing directly on this hypothesis are

rather scarce. Many cases of secondary de-

fect are, of course, readily identifiable and

appear to occur in families of high, low,

or average intelligence. Down syndromeis

an obvious example, as is phenylketonuria.

Also, the IQs of the affected individuals

themselves may vary over a wide range,

sometimes reaching normal levels. Conse-
quently, it is not feasible simply to use a
particular cut-off point on the IQ scale to dif-

ferentiate the categories. However, Roberts

(1952) has found that the fit of the empirical

IQ distribution to normality is reasonably

good down to about IQ 45. Below this, the
numbers obtained by him in one survey of
3361 children were about eighteen timesas
many as expected (12.5 cases as against 0.7,

respectively). Other workers, for example,

Akesson (1961) have set the cut-off point

higher, in the 60-IQ point range. Thus it

cannot be considered as absolute.
One way of exploring the two-category

hypothesis has involved examining the IQ
distribution of sibs in the respective groups
and the probandsib correlations. Data using
these methods have been somewhat ambigu-
ous. Penrose (1939) found that the mean IQs
of sibs of defective subjects of IQ below 30
was over 90, a figure higher than the mean
IQ of sibs of cases between 70 and 100.
Roberts (1940), in a survey in Bath, esti-
mated that the mean IQ of 367 sibs of re-
tarded subjects (IQs averaging 77.4) was
88.1, giving a regression of 0.53. For 17 sibs
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Table 17-14. IQs (adjusted for age)
of two proband groups*

       
   

Feebleminded

group

Imbecile

IQ group

<53 66 21
53-60 40 o4
>60 _16 _7T4

122 149

*From Roberts, J. A. F. 1952. The genetics of mental
deficiency. Eugen. Rev. 44:71-83.

of 13 idiots and imbeciles, the mean IQ was
100. A larger-scale study carried outat Bristol
and Colchester on 271 defective children (IQ
35 to 60) with 562 sibs yielded rather inde-
terminate results, however, mostly because
of the author's handling of the data. Initial
separation of the probandsinto high and low-
IQ groups apparently did not produce two
distinctive sib distributions, contrary to hy-
pothesis. Faced with this problem, Roberts
proceeded as follows: he arranged the pro-
bandsin a table in order of IQ with their sibs
alongside of each. Then, inspecting this ta-
ble, he “divided the families by brute force
into groups, doing the job quickly and ruth-
lessly with as little juggling as possible”
(Roberts, 1952, p. 78). The resulting two pro-
band groups were distributed as shown in
Table 17-14. Next he plotted the IQ distribu-
tions of the sibs of these two groups. These
are shown in Fig. 17-4. Roberts labels the
distributions as representing “families.” This
might be thought to imply that they include
the proband cases as well. However, in the
text of his paper (p. 79) he specifies that
they refer to “the sibs of the two arbitrary
groups. Further comparison of the two
groups showedthat the imbecile families had
fathers in considerably higher occupational
levels than those of feebleminded families,

and the quality of home was higher in the
former group. Families of the feebleminded
group were more fertile. Such differences

were minimal for subject groups divided only
according to IQ (60 IQ cutoff).

Roberts felt that his arbitrary separation
corresponded to some “underlying reality,”
and his results are widely cited in leading
textbooks. However, the criteria for catego-
rizing individual probands as “imbecile” or
“feebleminded” are not made clear. In re-
sponse to a question on this point by Sir God-
frey Thomson in an ensuing discussion, he
stated simply that his “brute force” division
entailed “giving weight to two things simul-
taneously—namely, the subject’s IQ and the
distribution of the IQ’s of its sibs” (p. 83).
Such a procedure hardly seems objective
enough to permit independent replication.

In summary, although there are some
grounds for separating the two classes of
mental retardation, the evidenceis far from
being impeccable. Whether both should be
called “defective,” however, is a related
point. Zigler (1967) has argued strongly that
a “defect” orientation should not be applied
to individuals in the primary group, sinceit
suggests a program of remediation, which is
probably not applicable and maydopositive
harm. There is some cogency to his sugges-
tions.

We will now review briefly some of the
major forms of secondary mental defect. We
will confine our discussion to the severe
forms, since not a great deal can be said
about the class falling within the normal
range of intellectual variation.

Metabolic disorders. These may mainly be
divided into three main categories: disorders
of amino acid metabolism, disorders of car-

bohydrate metabolism, and disorders of lipid
metabolism. We will consider an example of
each.
Phenylketonuria (PKU). Perhaps the best

known example of the first category, PKU,

wasfirst identified by Folling in Norway in
1934. He originally labeled the syndrome
phenylpyruvic oligophrenia, since the severe
mental retardation he found in two sibs was
associated with a high level of phenylpy-
ruvic acid in their urine. Specifically, the bio-
chemistry of the disorderis as follows: there
is a basic deficiency in the liver enzyme L-
phenylalanine oxidase, which normally hy-
droxylates the benzene ring of phenylalanine
to form tyrosine. As a result, an alternative
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Fig. 17-4. Distribution of IQ in families (sibs) of “imbecile” and “feeble-minded” proband

cases. (From Roberts, J. A. F. 1952. Eugen. Rev. 44:71-83.)

metabolic pathway is used, involving the
breakdown of phenylalanine into phenylpy-

ruvic, phenyllactic, and phenylacetic acid.

Since the renal threshold for these sub-

stances is low, they are excreted in large
amounts in the urine. Use of this subsidiary

pathway allows large amounts of phenylala-
nine to accumulate in the blood with various

consequences. Oneis an inhibition of the hy-
droxylation of tryptophan and a decreased
level of 5-hydroxytryptamine (serotonin) in
the blood (Hsai, 1967). Another consequence

is an interference with the normal metabo-
lism of tyrosine causing a decreased melanin

production. The observable effect of this is
the characteristically light pigmentation of

skin and hair found in phenylketonurics.
In general, the following symptomatology

identifies the PKU syndrome:
1. High phenylalanine blood and pheny!l-

pyruvic acid urine levels.
2. Lack of pigmentation: subjects are usu-

ally blond and blue eyed with pale com-
plexion and often a dry, rough eczematous
skin.

3. Peculiar, musty odor resulting from
high phenylacetic acid level.

4. Irritability, vomiting, and often epi-
lepsy in earlylife.

5. Pithecoid (monkeylike) stance.

6. Reduction in brain weight with defects
in myelination.

7. EEG abnormalities; spike or wave com-
plexes of the petit mal type, even in absence
of seizures.

8. Intellectual retardation.

The first seven of the list are physical or
physiological characters. The last one is per-
haps the most interesting from the stand-
point of behavior genetics.
Most phenylketonurics have IQs below

50, possibly averaging around 25. The deficit
is typically small at first, becoming more ob-
vious with increasing age. In spite of this,
there are thought to be somecases with IQs
in the normal range despite strongly positive
phenylalanine serum levels (Hsia, 1967). The
deficit may beat least partly treated by keep-
ing the PKU infant on a low-phenylalanine
diet (e.g., Lofenolac or Ketonil). However,
for children 6 years or older, this kind of diet
appears to have no effect on the symptoms.

Curiously, Fuller and Shuman (1974) have
shown that the correlation between normal
sibs of PKU indexcasesis significantly below
that found in the general population (r =
0.13, N = 32). This discordance is appar-
ently attributable to a higher than usualinci-
dence of high-IQ children in these families.
A plot of the 78 sibs involved (252 PKU fam-
ilies) turned out to be significantly different
from the empirical distribution for a normal
sample as put forward by Terman and Mer-
rill. Sibs of PKU casesfall in an IQ range of
78 to 148, with a mean of 112.7 and stan-
dard deviation of 16.5. The explanation
offered by Fuller and Shumanfor their find-
ings is rather complex. Roughly, they suggest
that the PKU gene may“trigger mechanisms
by which superior IQ’s are produced.” This
will not occur, of course, in the double-re-
cessive state but in at least a proportion of



428 Human behavior genetics

heterozygotes. The proportion in which such
compensation does not occur will show only
marginal intelligence and tend to be elim-
inated from the gene pool. The hypothesisis
an interesting one but difficult to test, espe-
cially in view of the difficulty with carrier
tests. However, a first step should be simply
a large-scale replication of the Fuller-Shu-
man data to establish their generality and
possibly to extend them to other kinship cat-
egories.

If relatives of PKU cases are unusual for
intelligence, one can ask whether they are
also unusual in respect to other characters.
Numerous investigations have been under-
taken to examine the incidence of psychosis
and other psychiatric disorders. Some have
obtained positive results, but on the whole
the bulk of the evidence is negative. Slater
and Cowie (1971) have provided an excellent
review ofthis literature.

Thefinal aspect of PKU to concernusis its
genetic basis. Incidence has been found to
vary fairly widely between different popula-
tions. Estimates range between 1 and 10 in
100,000. About 0.64% ofall institutionalized

mentally defective patients are phenylke-
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tonuric (Menkes and Migeon, 1966; Hsia,

1967; Rosenthal, 1970; Slater and Cowie,

1971). It is rather rarely found amongblacks
and Jews, but elevated rates occur in popu-
lations with ancestral origins in Ireland and
west Scotland (Carter and Woolf, 1961).
The most definitive study of the genetics

of phenylketonuria was carried out by Jervis
(1954) on 266 sibships. Since he found an
equal sex distribution and a ratio of affected
to normals of close to 25%, he concluded in

favor of a single autosomal recessive gene.
This hypothesis is generally accepted. There
are two other points that should be men-
tioned. Oneis that there appears to be some
impairment of phenylalanine metabolism in
heterozygotes. Hsia et al. (1956) compared a
sample of nonaffected parents of phenylke-
tonurics (therefore presumably carrying the
gene) with normalcontrols in respect to rate
of uptake of phenylalanine after an overload
of this substance. Results are shown in Fig.
17-5. It is very clear from these data that
heterozygotes are somewhat abnormal me-
tabolically even though not showing any
other symptoms. Obviously, such carrier de-
tection can be put to very useful purposesin

Controls

2 4

Hours after dose

Fig. 17-5. Plasma L-phenylalanine levels after ingestion of 0.1 gram of L-phenylalanine per

kilogram of body weight (micromoles per milliliter of plasma). (Heterozygotes showvalues
that are significantly higher than controls at all postdosage hours.) (Based on data from Hsia,

D. Y.-Y., K. W. Driscoll, W. Troll, and W. E. Knox. 1956. Nature 178:1239-1240.)
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genetic counseling. However, some reserva-

tions are in order, since not all workers have

been convinced of the efficacy of presently

available carrier tests (e.g., Bremer and

Neumann, 1966).

A second point of interest arises from the
study of children born of phenylketonuric

mothers. Hsia (1970) reviewed a sample of

94 cases of such children. Of these, 8 were

phenylketonuric, 79 were nonphenylketon-

uric, and 7 were classified as uncertain.

Those in the first group were presumably

homozygousfor the recessive gene. Those in

the second group were, in all probability,

heterozygotes and hence should have been
normal. Yet, 7 of them died very young, and

at least 61 others showed mental retardation.
Although data on the remaining 11 were in-

complete, Hsia concluded that virtually all
heterozygote offspring of phenylketonuric

mothers are defective. Obviously, the uter-

ine environment provided by the affected
mother must have a large effect. However, a
high phenylalanine levelin fetal life is appar-
ently not sufficient by itself, since offspring
born of mothers who are hyperphenylalane-

mic only (i.e., do not carry the PKU gene)

are apparently normal. Thus the presence of
the gene in the child must presumably es-
calate the effects of high phenylalanine levels
in utero. This is an interesting example of
gene-environment-developmentinteraction.

In general, we still have much to learn
about phenylketonuria. However, since it
has probably been moreclosely studied than
any other biochemical error, the work done
on it can serve as a very useful model for
studying the large number of other com-
parable disorders.

Galactosemia. This is a disorder illustrat-
ing errors in carbohydrate metabolism. An
autosomal recessive gene causes a defect in
the enzyme galactose-l-phosphate uridyl
transferase (Isselbacher, 1957). The symp-
toms have early onset involving vomiting,
diarrhea, jaundice, and often anemia and
death. Mental defect again is a symptom,
although the deficit does not appear to be as
great as in phenylketonuria. In one study,
Hsia and Walker (1961) found a range of 40

to 100+ IQ in 45 patients, with 60% border-
line or retarded but educable. Some homo-
zygotes are apparently asymptomatic for rea-
sons unknown, and the disorder responds
well to dietary treatment. The latter involves
chiefly the avoidance of milk, of which galac-

tose is the main carbohydrate constituent.

Incidence of galactosemia is estimated as 1 in

18,000 births (5.6 x 107°). Heterozygotes

(parents of probands), as is the case with

PKU, show a decreasedability to metabolize
galactose after a loading dose, indicating a

partial enzyme defect. However, they over-

lap a good deal with normal controls (Slater

and Cowie, 1971).
Tay-Sachs disease. Infantile amaurotic idi-

ocy, or Tay-Sachs disease, provides an ex-

ample of lipid metabolism defect. The broad
category of amaurotic idiocy takes in at least
four types, distinguished according to age of

onset. It is not yet clear whether these have a
commonpathogenesis or not. Tay-Sachs dis-
ease is thought by many workers to be caused
by a recessive autosomal gene producing a
defect in a componentof the enzyme B-D-N-
acetylhexosaminidase. However, the genet-

ics of the disorder has not been definitively
established (Slater and Cowie, 1971). The
major symptoms include blindness, mental
defect, and progressive muscular weakness.

Perhaps the critical physiological cause be-
hind many of the surface symptomsis the
accumulation of abnormal amountsof lipoid
substancesin nervecells.
There are an enormous numberof gene-

controlled biochemical defects besides these
we have just discussed. On the whole, most
of them are probably of more interest to
physicians and biochemists than to behavior
geneticists. At the same time,the study ofat
least some of them mayoffer basic insights
about the physiological pathways between
genes and behavior and, to this extent, are
well worth some attention. The interested
readeris referred to the excellent reviews by
Slater and Cowie (1971) and by Omenn
(1976) and to the comprehensive catalogue

prepared by McKusick (1975).
Chromosomal anomalies. Changes in

chromosomestructure, morphology, or num-
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ber occur fairly regularly in human beings
and lower animals. Most of these produce
death or drastic physical, physiological, and
psychological abnormalities. Although they
had been studied muchearlier in such spe-
cies as Drosophila, it was not until the late
1950s that their importancein the etiology of
various disorders was fully appreciated. Two
major types of chromosome anomaly may
occur:

1. Aneuploidy, in which the number of
chromosomesin cells is not an exact multiple
of the haploid number (n). This occurs as a
result of an irregularity of the normal meiotic
process. Thus either at the first or second
reduction division, members of a homolo-
gous pair of chromosomes mayfail to seg-
regate into separate daughter cells. The re-
sult will be some zygotes with one too
many chromosomes—trisomics (2n + 1)—
and some with one too few—monosomics
(2n — 1). The latter are usually not viable.

2. Chromosomal structure aberrations may
also occur. According to this type of change
that takes place, these are usually classified
according to the nature of the structural
change. Thus deletions involve loss of part of
a chromosome; duplications describe the
addition of an extra segment of chromosome;
inversions are produced by the looping and
breaking of a chromosomein such a waythat
the normal sequence of genesonit is altered;
and translocations involve the transfer of a
piece of one chromosome to another non-
homologous chromosome. Most of these
changes haveserious and often lethal effects.

Aneuploidies and structural changes may
occur in respect to either the autosomes or

sex chromosomes. Wewill consider a few ex-
amples of each.
Down syndrome. One of the best known

aneuploidies is Down syndrome or mongo-

lism. This accounts for between 5% and 10%
of all institutionalized mental defectives and
has an incidence somewhere around 1 in 600
live births, probably on a worldwide basis.
The syndromeis characterized by a number
of physical abnormalities, in particular,
slanted palpebral tissues with epicanthic
folds, slanting eyes, and flatness of face, all

of which produce a superficial resemblance
to members of the Mongolian race. How-
ever, apart from its pejorative quality, the
term mongolism is perhaps not suitable be-
cause Mongolians(e.g., Chinese) with “mon-
golism” do not show anyaccentuation of their
racial features. Furthermore, according to
Slater and Cowie (1971), Japanese appear to
think that patients with mongolism “look
strikingly European.”

For many years, Down syndrome was a
puzzle to geneticists. On the one hand, there
was abundant evidence that some kinds of
prenatal agents were involved. This relates
mostly to two facts. One is that there is a
striking relation between incidence and ma-
ternal age. The ratio of percent Down to
percent normal births rises from 0.39 for
mothers 19 yearsor less to 14.33 for mothers
45 years and over, a thirty-sixfold increase
(Penrose and Smith, 1966). This general pat-
tern has been confirmed in a numberof ma-
jor, independentstudies.

Again, birth rank is important. Data on
this dimension with maternal age removed
are shown in Table 17-15. The elevated inci-
dence for primiparous infants is highly sig-
nificant. However, the relationship may not
be general; many workers have believed inci-
denceto be higherin later births. If the latter
were true, it would be consonant with the

Table 17-15. Observed and expected
incidence of Down syndromeas a
function of birth rank*   

   

    
Difference

1 61 42.7 +18.3

2 50 58.1 —8.1

3 34 34.0 0

4 26 27.9 —1.9

5+ _46 04.3 —8.3

> 217 217.0

*From Slater, E., and V. Cowie. 1971. The genetics of

mental disorders. Oxford University Press, London;

based on data from Smith, A., and R. G. Record. 1955.

Maternal age and birth rank in the aetiology of mongo-

lism. Br. J. Prev. Med. 9:51-55.
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maternal age effect in pointing to some kind

of “mother-exhaustion” hypothesis. In any

event, such data suggest environmental fac-
tors at work.

Emphasis had been placed on genetic fac-

tors by other workers, notably Kallman

(1953) and Allen (1958), who observed sev-

eral facts. In the first place, Down cases
show strong physical similarity. Such uni-
formity could be taken to argue for a gene-

controlled metabolic defect rather than for an

exogenous cause, which would be expected

to produce more variable effects. Second,

according to some workers (e.g., Book and

Reed, 1950), there appears to be a moder-
ately increased incidence amongsibs of pro-
band cases; third, the mothers of subjects

have been found to show an elevated inci-

dence of spontaneous abortions. If it were

assumed that these aborted children were

potential Down cases, this would suggest a
familial incidence higher than generally
computed. Fourth, Allen and Baroff (1955)

showed that MZ twins are always concordant
with respect to the syndrome, but DZ twins

rarely so. This suggests either someheritable

factors or else an environmental agent oper-

ating prior to fertilization.
Many of these seemingly discordant find-

ings fell into place as a result of the rapid ad-
vancesin cytogenetics taking placein the late
1950s. In 1959, Lejeune, Gautier, and Tur-

pin analyzed the chromosome complementof
three boys with Down syndrome and found
the presence of a small extra chromosome

associated with pair No. 21 (Denverclassifi-
cation). Hence the individuals concerned are

usually designated as 21-trisomics. However,

other findings have suggested that No. 22 of
the same G group may be sometimesimpli-
cated (Slater and Cowie, 1971). In either

case, the anomaly is produced by nondis-
junction during either oogenesis or sperma-

togenesis, that is, the failure of the members

of the chromosomepair to separate during
meiosis and go to different daughter cells or
polar bodies. This may occur either at the
first or second reduction division. In the for-
mer case, two gameteswill lack the chromo-
some. Fertilization will then yield 50% tri-

somics and 50% monosomics. In the latter

case, 50% of the gametes will be mono-

ploid, yielding normal zygotes; 25% will have

No. 21 absent, yielding monosomic zygotes;

and 25% will be diploid, leading to trisomic

zygotes. The different possibilities are shown

in Fig. 17-6.

Over 90% of Downcases have the preced-

ing etiology. A few, however, involve a

somewhat different underlying anomaly.
These are the cases of so-called translocation

monogolism. This involves an exchange of
material between an arm of chromosome 21

with a part of a chromosome from group D

(13 to 15) or group G (21 and 22). These are

usually referred to as D/G or G/G transloca-

tions. A schematization of the zygotes pro-

duced in a translocation is shown in Fig.
17-7. Several points of interest may be men-

tioned. First, not all zygotes are abnormal.
Besides the 25% who have a normal comple-
ment and no structural anomalies, another

25% are phenotypically normal, even though

they carry the translocation. Both the G/G
and D/G arrangements can apparently be

present in some families for several genera-
tions before a Down case appears(Slater and

Cowie, 1971). Second, data of Hamerton et
al. (1961) suggest that carriers may actually

have some biological advantage over non-
carriers in the same family. Although such
cases show somekind of “genic balance’ (as
shown in Fig. 17-7), it is not clear how this

could convey additional fitness. In anycase,
the familial character of the translocation

syndrome sharply separates it from thetri-
somic forms. Third, incidence of transloca-

tion mongolism is independent of maternal
age. However, if a mother of 25 years or less
has already had one Down child, her risk of
having a second is fifty times the random
risk. If she is 24 to 34 years old, the risk is
five times random andis at random over 35
years (Carter and Evans, 1961). These figures
are not based solely on translocation cases,
but perhapsthe latter constitutes a majority.
Fourth, translocation and trisomy have been
found to occur in the samefamilies. Finally,
translocation cases appear to have higher in-
telligence, on the average, than standardtri-
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ring at second reduction division (chromosomepair 21).
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somics and to be moreactive and aggressive.

They also manifest more “behavior prob-

lems” than do the usually rather placid and

gentle trisomics (Johnson and Abelson,

1969).
Other disorders. Besides Down syn-

drome,there are quite a numberofotherdis-

orders caused by chromosome aberrations.

Patau syndrome (Patau et al., 1960) involves

cleft palate, hand and finger abnormalities,

and, again, severe mental retardation. Life

expectancy is only about 4 months.It is pro-

duced by trisomy of chromosome13 in the D

group andis thus sometimescalled trisomy D

syndrome. Another autosomal trisomy is Ed-

wards syndrome involving chromosome 18.

It is also characterized by severe physical ab-

normality and very shortlife expectancy. Fi-

nally, Lejeune et al. (1963) reported a case

involving a deletion of part of the short arm of

a chromosomein the B group. Because in-

fants suffering from this defect characteris-

tically utter a peculiar weak cry like the mew-

ing of a cat, it has been called cri du chat syn-

drome. Again, severe mental retardation is a

central feature.
Anomalies of sex chromosomes, unlike

those of the autosomes, do not always pro-
duce marked physical or mental abnor-

malities. There may be mild retardation,

however, and, characteristically, defects as-

sociated with sex organs. Personality prob-
lems and sexually deviant behaviors may
arise as secondary outcomes. The generalin-
cidence of sex chromosome anomaliesis esti-

mated as about 2.1 per 1000 for males and 1.6
per 1000 for females. The rate is somewhat
higher in mental institutions (8.1 per 1000),

though this reflects mostly the prevalence of

XYY karyotypes (Menkes and Migeon, 1966).

One of the best known chromosomal

anomalies is Turner syndrome. This involves
an XO constitution, that is, an absence of the

second X. Sometimesthepatientis a mosaic,
having one stem line of normal cells (XO/XX
constitution), which is thought to attenuate
the abnormality of the phenotype (Ferguson-
Smith, 1965). Incidence is about 1 per 3000

female live births. A variety of physical
symptoms are involved, although most of

these do not appear until puberty, when nor-

mal secondary sexual characteristics fail to

appear. Such individuals are usually raised as

girls and are recognizably female. However,

the primary pathology relates to the ovaries,

which are only streaks of connective tissue.

Sometimes the karyotype may also involve

isochrome X. This occurs as a result of divi-

sion of the X chromosome perpendicular to

its long axis rather than parallel to it. The end

productis thus an imbalancedpair with each

member having duplicate arms but the two
members not duplicating each other.

Turner cases are chromatin negative in
that they lack the presence of Barr bodies in

cell nuclei. Sometimes, however, we find

karyotypes with two, three, or even four Barr

bodies, indicating a superabundance of X
chromosomes. Such individuals are some-
times referred to as superfemales. Contrary
to what this name suggests, such individuals

have poorly developed secondary sexual

characteristics and are usually infertile. Men-
tal retardation is common.

Klinefelter syndrome is caused by an XXY
constitution. Sometimes additional X or Y
chromosomes may also be present, for ex-
ample, XXXY or XXYY. The incidence is

about 1 in 400 live male births. Most of the
typically male characteristics are reduced,

with some feminine characteristics present.

Thus patients may show sparse pubic hair,

absenceofsperm, and exaggeratedbreast de-

velopment. Mental retardation is common.

The final syndrome we may mentionis the

XYY constitution. However, we have dis-

cussed this earlier in connection with the
topic of criminality.

This survey of chromosomal anomalies is
very incomplete. However,it is hoped thatit
will give the reader at least a general famil-
iarity with some of the most common dis-
orders in this vast field. In respect to all of
them, the major point of interest is, of

course, their etiology. Little is known defin-
itively. However, Thompson and Thompson
(1967) have suggested that the following fac-
tors are implicated: late maternal age, genes
predisposing to nondisjunction, autoimmune
disease, radiation, and viruses. The chal-
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lenge here is perhaps greater for the cyto-
geneticist or biochemist than for the psy-
chologist or the behavior geneticist. Never-
theless, a better understanding of the kinds
of disorders just discussed may eventually
sned light on the more general problem of
the manner in which genic makeup deter-
mines behavior. In addition, a second gen-
eral question relates to the modifiability of
the behaviors characterizing these gross
formsof retardation. This represents a useful
point of contact between the hereditarian
and the environmentalist.

SUMMARY

In this chapter, we have reviewed some of
the behavior genetic work done on various
forms of deviant behavior other than the two
major psychoses. Thereis a fairly extensive
literature on the etiology of the various forms
of neurotic disorder with a good deal of data
suggesting a genetic etiology. As with many
psychiatric syndromes, however, precise fig-
ures on prevalence andrisk are not available.
Likewise, the taxonomy of this broad cate-
gory is not very well worked out even with
the help of psychometric evaluation. Conse-
quently, there are, and will continue to be,

serious difficulties standing in the way of ge-
netic model fitting.

Somewhat the same applies to the other
forms of deviant behavior with which we
have dealt, for example, alcoholism and crim-
inality. Studies of homosexuality were in-
cluded here on the grounds that this sexual
orientation, whether it be considered “ab-
normal” or simply “different,” represents a
departure from the biological norm and is,
hence,a legitimate subject for genetic study.
However, we would also reject the notion
that homosexuality represents a psychologi-
cal aberration in the same sense as does,

say, schizophrenia. Clearly, many of the per-
sonality problems associated with this sex-
ual orientation flow more from society's reac-
tion to it rather than from the orientation
itself.

Weconcludedthe chapterwith a brief sur-
vey of some of the more common forms of
mental retardation, some of these arising
from the biochemical action of single genetic
loci, and others from various aneuploidies.
As will be clear, both from this and the

preceding chapter, the general problem of
psychological abnormality is one of great im-
portance. Unfortunately, as we have con-
tinued to emphasize, in spite of the vast
amount of time and money that have been
devoted to its study, we still seem rather
far away from arriving at definitive solutions.
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The preceding chapters have summarized

the evidence for supposing that there are

heritable factors determining behavior. It
will be clear to the reader that an enormous

variety of methods and approaches are in-

volved and, furthermore, that there is an ex-

traordinary range in types of behavior stud-

ied. Thus the term behavior is used to en-

compass such phenomenaasschizophrenia,
intelligence, avoidance conditioning, color

vision, audiogenic seizures, andlaterality. It
is therefore somewhatdifficult to know what

are the defining characteristics of the field of

behavior genetics that give it some integrity
as a unitary discipline, that set some limits to

it, and that suggest major themes whose em-
phasis is likely to yield fruitful results in the
future.
To tackle this major theoretical problem,

wewill begin first by examining somecritical
features of behavior and then proceed to de-
lineate two major orientations that character-

ize the field and to show howtheserelate to
the sciences of biology and psychology.

NATURE OF BEHAVIOR

Psychologists have struggled for a long
time to give some precise definition to the
primary datum of their field. It cannot be
said that these attempts have been notably
successful, as witnessedbythevariety of “be-
haviors’ in fact studied, as just pointed out.
In the 1930s and 1940s, three of the great
architects of learning theory, Tolman (1932),
Skinner (1938), and Hull (1943), squarely
confronted this problem. All agreed that be-
havior involves sequencesofacts of an organ-
ism that have some effect on the outside

world. Thus the depression of a bar by a rat

could be said to constitute behavior, al-

though the specific movements entailed
might well vary from onepress to the next.
In this sense, the definition was functionalist

in nature, since it stressed that the unifor-

mity of the result supplied coherence to the
mechanism by which it was achieved. Tol-
man, Skinner, and Hull, as is well known, ex-

plicated this notion with rather different em-
phases, and, perhaps as a consequence,

interest in the problem waned. Indeed, it
may bethat the needfor the psychologist to
define behavior is no greater than the need
of the biologist to define “life.” Neverthe-
less, it is still true that if the field we call be-
havior genetics is to have relevance to the
twosciencesit explicitly conjoins, then there
is some advantage in at least pointing up
some features of behavior that makeit dif-
ferent from other characteristics studied by
geneticists. The following have been speci-
fied earlier by Thompson (1968):

Behavior is continuous

Classical genetics evolved out of the study
of simple discrete characters. It was not until
half a century after Mendel put forward his
basic formulations that the study of quanti-
tative characters began and the notion of
multiple factors and polygeneswasproposed.
It is now clear, of course, that the Mendelian
modelcan readily be extended to encompass
the transmission of continuous characters.
However, it is not so clear under what cir-
cumstancesit is desirable or valid to describe
a trait as continuousor discrete. A good ex-
ample, dealt with in Chapter 16, is schizo-
phrenia. As we indicated, this phenotype
may be taken either way, as well as some-

437
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thing in between, or quasicontinuous; the
consequencesof such a choice may be quite
different in respect to the genetic hypothesis
accepted. Such ambiguity is by no means
unique to the genetics of behavior but is per-
haps most salient for this domain.

This might not matter very much except
for the fact that monogenic theories suggest
major biochemical pathways which can pos-
sibly be uncovered, whereas polygenic mod-
els suggest a complexity of chemical inter-
actions probably intractable to exact study.
Thus if most behavior traits must be fit to
polygenic models, we maybeleft only with
statistical analyses of such problems as how
many genes are involved and the specifica-
tion of the almost infinite numberof inter-
actions between them. Such mathematical
exercises seem to us to have onlytrivial im-
portance and, furthermore, to be of small
interest to most biologists and psycholo-
gists. Let us turn to two other properties of
behavior, which are of more potential fruit-
fulness.

Behavior is complex

The search for metabolic, hormonal, and

neurological pathways through which genes
can influence behavior has been successful.
There are many mechanisms through which a
gene substitution could produce changes in
temperament, learning ability, or details of

courtship behavior. In someinstancestheef-

fects of a gene are so drastic andits influence
on behavior so direct that the problem of
looking for a pathway does not arise. The

problemsofinterest lie in embryology rather
than in ethology or psychology. Despite the
abundance of potential pathways, many, per-
haps most, behavioral differences clearly
shown to be heritable have not been reduced
to problems in biochemistry, electrophysi-
ology, or embryology. Perhaps investigators
have notlookedin the right places. Or it may

be that behavioral measures are the only re-
liable indicators of certain kinds of inherited
organic characters. Biochemical, physiologi-
cal, and anatomical techniques have limita-

tions: they invade the integrity of the or-
ganism and, except for electrophysiology,

provide static rather than dynamic informa-
tion.

Most experimental psychologists choose to
study behaviors that are simple and readily
controlled. The key-pecking response of a
pigeon in a Skinner box is a good example.
For the mostpart (there are some notable ex-
ceptions), the topography of the responseis
considered oflittle interest. Instead, atten-
tion is focused on rate of emission per unit
time as a function of various environmental
contingencies. Likewise, in the area of per-
ception and information processing, re-
searchers usually employ a highly complex
input and, again, a simplified, often binary
(e.g., yes-no) response. In both cases, the
goal is to reduce interindividual variance
(error) as much aspossible.

In psychometrics, on the other hand, in-
terest is precisely on the variation between
behaviors and the variation between indi-
viduals in respect to these (Cronbach, 1957).
Thus the enterprise is quite different, and
one of its central concernsis the ordering of
the complexity of traits like intelligence and
personality into manageable units. The pri-
mary statistic used is, of course, the correla-
tion coefficient with its extension into factor
analysis.

This method begins with a matrix of inter-
correlations between a number of mea-
sures and, bya series ofstatistical manipula-
tions, extracts a smaller number of factors
that can “explain” the variances of the origi-
nal scores. There is no mathematically
unique solution of such a matrix. Many psy-
chologists have employed Thurstone’s (1947)
concepts of “simple structure’ and “positive
manifold.” The first means that each test
shall have loadings on as few factors as possi-
ble; the latter requires rotation of axes to
eliminate significant negative factor loadings
on all tests. This requirement is probably de-
fensible in the area of intelligence testing in
which Thurstone wasparticularly interested,
but its validity in the realm of temperament
is doubtful. Both these criteria are intrinsic
to the original matrix; that is, they are ap-
plied to the relationships between the de-
pendent variables as expressed in the test
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intercorrelations. With no definite relation-

ship to causal factors (independentvariables),

they do not necessarily lead to factors that

makebiological sense. By itself factor analy-

sis leads to more parsimonious description,

not to hypothesis testing.
A possible method of accomplishing a rap-

prochementbetweenfactors and externalcri-

teria has been proposed by Eysenck (1950).

Basically, his method involves rotating axes

to maximal agreementof the first factor with
some criterion test included in the matrix.

For example, tetrachoric correlations might
be employed to measure the success with
which each of a set of tests discriminates
between two genetically defined subgroups.
Rotation of axes would continueto extract the
factor that most nearly matchedthecriterion.

Behavior domain

Complex behaviors

Space —____|

General

Behavioral

phenotypes

Group factors

————WM
intelligence\|

The same objective has been sought by the

Taxonomeprogram applied to differences be-
tween pure breeds of dogs (Cattell, Bolz,

and Korth, 1973) (Chapter 10).

Another attemptto relate factor theory to

genetics emphasizes the multiple-factor con-
trol of independentprocesses that can collec-

tively be called intelligence (Royce, 1957,
1973). Royce’s model (Fig. 18-1) assigns

blocks of genes to various group factors. The
relationship between the genotypes, for ex-
ample, S and M,to their respective mental

traits, such as space and memory,is shown as
the area ofpsychophysiological genetics. Pre-
sumably the action is direct, since other
genes are postulated to have indirect effects
on intelligence through the nervous or endo-
crine system. The most notable features of
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Fig. 18-1. Royce's (1957) concept of the relationship between the multiple-factor theory of
psychology and the multiple-factor theory of genetics. Capital letters signify a plus effect on
the trait or phenotype. Thus a high space-factor score would be given by ABCD,a low score
by abcd. This model we havecalled “congruent,” since there is a part-for-part correspondence
between gene blocks and psychological factors. (From Royce, J. R. 1957. J. Educ. Psychol.
Meas. 17:361-376.)
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the Royce model are the idea of congruence
between genetic and psychological elements
and the distinction between direct and indi-
rect pathways between genes and _intelli-
gence.
The notion that dimensions derived from

factor-analytic procedures should “make
more sensegenetically than complextraits
assessed by factorially impure tests is intui-
tively appealing perhaps, but it is neither
logically nor empirically supportable at pres-
ent. There are a great many waysoffactor-
ing correlation matrices, and, unless explicit
steps are taken to assure this, there are no
reasons to suppose that any particular set of
factors will be moreor less heritable or show
simpler modes of genetic transmission than
ordinary tests. Thus a comparison of heri-
tability coefficients obtained for tests, first-
order factors, and second-order factors
(Thompson, 1968) shows no real differences
among them.In fact, a correlation between
two characters can be generatedfor a variety
of reasons, both genetic and environmental
(Fuller and Thompson, 1960). Since a factor
is a kind of average intercorrelation, there
are no grounds for supposing it will reflect
more of one set of causes than the other.
Some examples of breakdowns of several
phenotypic correlations into genetic and en-
vironmental covariances are shown in Table
18-1. There are no groundsfor thinking that
the composition of factors is any more order-
ly. This is not to say that any particular factor
or correlation is generated randomly, but
rather that each one may follow quite differ-
ent etiological rules.
A discussion of possible sources of correla-

tion between behavioral traits was included
in Chapter 5. Here we review this topic with
explanatory diagrams, since it is central to
the way in which we conceive of the geno-
type-phenotype-environmentrelationship.

Correlations between traits mayarise from
genic, chromosomal, gametic, or environ-
mental communalities. A diagram of genic
communality is shown on theleft-hand side
of Fig. 18-2. The correlation betweentraits
¢ and @ is a function of the contribution of
physiological character | to each. This charac-
ter is, in turn, controlled by gene D. Both
@ and 6 have genetic variances (from genes
A, B, C, E, and F) whichare either specific
or shared with othertraits. The short arrows
extending from the physiological level boxes
run to other behavioral traits omitted from
the figure.

Onthe right-handside of Fig. 18-2 is a di-
agram of chromosomal communality. The co-
variation betweentraits 6 and > is dependent
on the linkage of genes F and G.It will not be
important in large random-breeding popula-
tions but may be significant in groups of
closely related individuals.

Gametic communality is illustrated in Fig.
18-3. The associations of traits @' and 6’ and
their alternates, @” and 6”, are maintained
only as long as there is positive assortative
mating for these combinations orthereis se-
lection against @'0"” and "6' phenotypes.
Thelatter possibility is consistent with Dob-
zhansky’s concept of the coadapted genotype
(Dobzhansky, 1962). Selection operates on
total phenotypes. Gene combinations that
produce effective phenotypesare selected to-
gether and occur together in the gametes of

Table 18-1. Examples of phenotypic, genetic, and environmental correlations*
  

Milk yield x butterfat yield in cattle
Body length x back-fat thickness in pigs
Fleece weight x body weight in sheep
Body weight x egg weight in poultry

Correlations

  

0.93 0.85 0.96

—0.24 —0.47 —0.01
0.36 —0.11 1.05
0.16 0.50 —0.05

 

*From Falconer, D. S. 1960. Introduction to quantitative genetics. Longman Group Ltd., Harlow, England.

tEnvironmental correlations also include nonadditive genetic components.
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Fig. 18-2. Genic and chromosomal communality. The regulation of physiological process I by
genes at locus D influences psychophenes ¢ and @. Thusallelic differences at this locus result
in covariation of @ and 9. The modelis noncongruent because there is not a one-to-one cor-
respondence betweensets of genes andsets of behavioral traits. The short arrows extending
upward from the middle row ofboxes represent effects on other behavioral traits, here omitted
for clarity. On the right side, chromosomal communality is depicted by the covariance be-
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Fig. 18-3. Gametic communality. The covariance between ¢” and @"is maintained by the con-
tinuing association of chromosomesI and II bearing genes A” and E”. Covariance of’ and 6’
(lower ranking than $” and 6") is similarly maintained either by inbreeding or by assortative
mating between individuals of similar rank in @ and 6.
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successful individuals. Adaptation to a
changed environment may require not one
but many changes in behavior. Thusselec-
tion pressure is applied to manyloci simulta-
neously. This process combined with eco-
logical and ethological barriers to interbreed-
ing of individuals from different environ-
ments could lead to stable gametic commu-
nalities and the division of a species into
subgroupscharacterized by behavioraldiffer-
ences. The best evidence for this outcomeis
found in Drosophila paulistorum (Chapter
11), but it must also occur in other wide-
ranging species. Correlations of the same
type will also turn up in matrices based on
sets of inbred strains wherethe associations
result more from random processes than
from selection.
The diagrams of genetic communalities

were drawn, for simplicity of exposition,

without references to environmentaleffects.
In Fig. 18-4 traits @ and 6 are shown with
both environmental and genetic contribu-
tions to variance. A portion of each type of
variance is commonto bothtraits; other por-
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tions are independent. If traits @ and 6 are
subsumed under a common factor, Z, be-
cause of their covariance, event IJ and gene
C are both involved. If this model is rep-
resentative of the true relationships be-
tween variables affecting behavior, one
should not expect a factor analysis to pro-
duce purely biological or purely environ-
mental factors unless special procedures are
undertaken.
Attempts to do this systematically have

been made by Loehlin (1965a) and Loehlin
and Vandenberg(1968) in the realms of per-
sonality and intelligence, respectively. In
the case of the former, as described in Chap-
ter 15, separate factor analyses were carried
out with tests having high or low heritability.
As readers mayrecall, the four “hereditary”
factors and the four “environmental” factors
appeared very similar, though with slight
shades of difference. Loehlin suggested that
factors in the first set seemed “more focused
on the individual himself; whereas factors
in the second set were focused on ‘his reac-
tion to his environment.” A slightly differ-
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Fig. 18-4. Specific and commonvariancesof genetic and environmental origin. Traits @ and 6
may be subsumed underfactor Z becauseof their intercorrelation. Factor Z exists because of
commoneffects of gene C and eventII. The factor provides a more parsimonious description
of the traits, but it does not implv a single agent responsible for the covariation. Horizontal
lines, Environmentalvariances; vertical lines, genetic variances; dotted areas, covariances of

@ and 8@.
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ent approach was taken in regard to the do-

main of intelligence to compare factors de-

rived from covariances of tests for within—

MZ and DZ twin-pair differences and be-

tween—MZ and DZ twin-pair differences

(i.e., pair sums). It was expected that factors

for the first set might differ between MZ
and DZ pairs, since differences in MZs re-

flect only environmental agencies, whereas

differences in DZs reflect genetic variability

as well. Factors obtained from MZ and DZ

sums, however, should not differ. A final

analysis was also carried out on a “difference

matrix’ obtained by subtracting the MZ vari-
ance-covariance matrix from the DZ vari-

ance-covariance matrix.

The general conclusions obtained from

these analyses were as follows: (1) the same

(or similar) cognitive ability factors were
found in genetic and environmental covaria-

tion, and (2) a second-order, or general, fac-

tor was foundin both but of somewhatdiffer-

ent composition. The genetic second-order
factor involvedall five of the primary mental

ability factors. However, the second-order

environmental factor involved mainly verbal
comprehension, word fluency, and reason-

ing, but not number and space, which were
also independent from each other. Loehlin

and Vandenberg suggest that the two factors
perhaps correspond to Cattell’s hypothesized

factors of “fluid” and “crystallized” intelli-
gence. The former might be thought of as
representing general hereditary potential for

all intellectual functioning; the latter, the ef-

fects of educational and cultural processes
that produce communality mainly among
various verbal types of tasks.
The data of Loehlin and Vandenberg, if

valid, are intriguing, since they suggest that
genetic and environmental agenciespartially
mimic each otherin respect to the kind of co-
variation they produce betweentraits of per-
sonality and intelligence. Their results seem
distinctly different from those found for mor-
phological characters in domesticated ani-
mals (Falconer, 1960). It is not clear why
this should be, although it may relate to the
operation of the paths between genesandbe-
havior, a topic we will consider shortly. It

may be recalled, also, that Horn, Plomin,

and Rosenman (1976), following procedures
similar to those of Vandenberg and Loehlin,

failed to achieve the sameresults.

Another approach to the problem of units
has comefrom ethology. In one sensethe use
of specific movements as units for behavior

genetics stands at the opposite pole from the
factor-analytic approach. The objective is not
parsimony in the description of behavioral
differences, but the analysis of gross general
differences into a number of precisely de-

fined acts. In another sense, the two ap-
proaches have something in common. Both
methods seek to define basic units of behav-
ior that can then be related to genetic and
environmental determinants. The careful de-
scription of interspecific differences in be-
havior has been the concern of a numberof
biologists.

Behavior patterns are as useful in the tax-
onomy of some groups as are anatomical
characters (Lorenz, 1950). Specific action
patterns have served as psychophenesfor a
number of genetic analyses involving inter-
specific hybridization (Chapter 11). Most of
these experiments have been done with in-
sects, fish, and birds, groups in which fixed
action patterns are particularly easy to identi-
fy. However, highly stylized motor responses
are found in mammals, including humans,

and more use might be made of them in ge-
netic studies. Simple Mendelian models may
not explain inheritance of such psychophenes
any better than they explain that of complex
psychophenessuchasintelligence. In one of
the best worked out systems,the calling song
of a cricket, each discrete element of the
song seems to be regulated by a poly-
genic system (Bentley and Hoy, 1972) (Chap-
ter 11).

Wehavestressed the point that behavioris
a process which involves the organism as a
whole and that it must, therefore, have a

polygenic basis. Single-locus gene substitu-
tions can havesignificant effects on behavior
by disrupting the development of receptors,
motor organs, or central nervous system. A

case of this type is convenient for genetic
analysis, but we can only conclude from it
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that a certain gene is essential for normal
functioning. We cannotsay that the gene by
itself organizes and controls a segmentof be-
havior. Can we go further with polygenic
systems than to describe them in terms of
additivity and dominance? Can such genes
be assigned to chromosomes and assigned
specific functions? Something of this sort has
been accomplished in Drosophila melano-
gaster with the polygenic system regulating
the number of abdominal bristles (Thoday,
1961). Somewhat similar procedures were
applied successfully in locating genesaffect-
ing geotaxis on the three large chromosomes
of D. melanogaster (Hirsch and Erlenmeyer-
Kimling, 1962). Unfortunately the tech-
niques are impracticable for slow-breeding
species with many chromosomes.

In mice the recombinant inbred strain
(RIS) technique (Chapter 6) has been usedin
the search for individualloci affecting quanti-
tative behavioral traits. There are limitations
to the ingenious technique. To our knowl-
edge all published material on the behavior
of RIS mice has been, up to the time ofwrit-
ing, based on lines derived from two inbred
strains; thus, only a small portion of the gene

pool of this species has been sampled, the
portion in which the two progenitor strains
happen to have fixed different alleles. This
limitation will be surmounted as additional
RIS lines become available and are used in
behavioral research. Also, locating a gene on
a chromosome tells us nothing about its

mode of action; neither does the demonstra-

tion that a geneaffects the level of a partic-
ular form of behavior, such as aggression,

mean that it is responsible for organizing
agonistic patterns of response. Separating

polygenic systems into individual compo-
nents is only a first step toward understand-

ing gene-gene and gene-phenotyperelations.

A start has been made (Messeri, Elefther-

iou, and Oliverio, 1975; Simmel and Elef-

theriou, 1977), and additional publications
are awaited with interest.

Behavior is plastic

A third property of behavior, perhaps the

most crucial, is its fluidity or changeability.

It is, in fact, this characteristic with which

most of experimental psychology has been
concerned. Thus one of the foremost such
changes is that involved in learning and
memory. As we have shown in an earlier
chapter, animal behavior geneticists have
done a great deal of work on these topics,
though with perhapslimited success. On the
other hand, experimental psychologists have
only recently begun to accord a place to ge-
netic factors in their models. Today such
terms as “constraints on learning’ (Hinde
and Stevenson-Hinde, 1973) and “prepared-
ness’ (Seligman, 1970) have become stan-
dard terms in learning theory. Thus there
are strong indications of a growing rap-

prochement between genetics and learning
theory, as well as between both of these and
neurophysiology.

In a very real sense, work on the genetics
of changes involved in learning represents
another way of dissecting complex behavior.
In this case, the units tend to be temporal
rather than structural, as with psychologi-
cal factors previously described. Several il-
luminating examples to highlight this theo-
retical point have been touchedon in earlier

chapters.
Oneof thefirst studies to addressitself to

the problem in any systematic way was that
of Wherry (1941) discussed in Chapter 10. By
a factor analysis of maze errors made by
maze-bright and maze-dull rats over time, he
was able to extract three dimensions: for-
ward-going tendency, food pointing, and goal
gradient. Therelative contribution of each of
these to maze performance varied greatly
from early to later trials. Thus in the initial
period of learning, an animal's behavior was
most influenced by a tendency simply to
move forward in a straight line and least of
all by the factor of goal gradient (fewer errors
close to the goal box); however, after about

one third of the total trials, this situation

changed differentially for brights as against
dulls. For brights, the goal-gradient factor
now became strongly dominant, but for
dulls, the food-pointing factor was mostsali-
ent, with goal gradient catching up at the end

of the learning session. It is difficult to put
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forward any watertight theoretical explana-

tion of these results, though Wherry did

make some conjectures. Nonetheless, they

demonstrate convincingly that the changes

which occur in behavior over time are gov-

erned by the relative salience of different

psychological variables and that the expres-

sion of these is probably under genetic con-

trol.
A second example is afforded by the work

of Broadhurst and Jinks (1966) involving a

genetic analysis of open-field behavior over

time in the Maudsley reactive and nonreac-

tive strains. Basically, what they found using

a diallel analysis was that heritability values

changed with each trial and that therela-

tive contribution to phenotypic variance of

environmental, additive, and dominance

components also altered. For elimination

scores, there occurred over the several days

of testing a proportional increase in domi-
nance variation that, in turn, mainly under-

lay low scoring on this measure. On the other

hand, ambulation scores over days showed a

drift to intermediate values, this level also

being mainly controlled by dominant genes.

Such a finding is quite compatible with a

large body of early experience work, suggest-
ing that open-field activity is a complex trait

involving quite different components whose

relative contribution varies over time (Le-

vine et al., 1967).
The same point is made more precise in

an experiment by Wilcock and Fulker (1973).
They employed a diallel cross design to ana-
lyze escape-avoidance conditioning in eight

strains of rats. For successful avoidances in
30 trials, no evidence of directional domi-

nance was found. However,analysis of early
trials separately showed clear dominant gene
action for low responding. After about trial
20, however, dominance for a high level of

responding was found. This changeover sug-
gests two processes operating, a conclusion

very much in line with two-process models
that explain avoidance learning by reference
to a classical conditioning component (oper-
ating early) and an operant or instrumental
component (operating later) (Mackintosh,
1974). Furthermore, it is reasonable to sup-

pose that inactivity is adaptive at first and

high activity or “fleeing” adaptive later, as
suggested by the genetic analyses. This con-

sonance between genetic and behavioral

architecture is of considerable interest

(Broadhurst and Jinks, 1974).

A final example of a slightly different kind

may be put forward. Genescan clearly con-

trol the processes involved in the temporal

course of learning. But, more thanthis, they

probably also control some of the basic pa-
rameters of learning as well. One such pa-
rameterin classical conditioning is the tem-
poral distance between CS and US. Normal-

ly, strength of conditioning is an inverse
function of this duration. Thus the greater
the separation between the two, the weaker
the conditioning; in fact, in most instances
little will occur beyond a duration of a few
seconds (Mackintosh, 1974). Thus it is note-
worthy that rats injected with lithium chlo-
ride after flavored water ingestion develop
strong aversion to the particular flavor, even
though the interval between ingestion and
the actual sickness is several hours (Garcia

and Koelling, 1966). While such a result is
apparently in violation of the usual principles

of classical conditioning, it points up the fact
that such a violation is highly adaptive for an
animal in nature and has probably been
brought about by natural selection. In other
words, it is likely that animals who do not
avoid food that later turns out to be toxic will
not survive and reproduce.
There are many otherstudies dealing with

the genetic analysis of learning and memory.
Some have already been covered in Chapter

9. We will turn now to a second major type
of behavioral plasticity, namely that involved
in developmental change. This againis offun-
damental interest both to psychologists and
to biologists.

It is well known that particular genes ex-
press themselves at different times during
development. A gene for baldness, for ex-
ample, will not show itself until after ado-
lescence. Likewise, more complex pheno-
types like the major psychoses have varying
probabilities of appearing at different age
levels. With some characters like human
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body weight, heritability tends to be very
low at first (Falconer, 1960) but rises gradu-
ally to around 0.5 (Vandenberg and Falkner,
1965). Likewise, barking in dogs shows quite
different kinds of variation across breeds
when measured at different ages (Scott,
1964). Again, and more remarkable, Henry
and Haythorn (1975) have shown that in
mice the albino gene, c (on a C57/BL back-
ground), influences seizure severity quite
differently at 16 days as compared with 21
days of age. At 16 days, the normalallele is
dominant. Thus no mice of the +/c geno-

type convulsed at 16 days, but showedat 21
days an incidence and severity of convulsion
intermediate between the +/+ and c/c
genotypes. Thus the interaction between the
c locus alleles varies with age.

Results of the kind just described are dif-
ficult to interpret. It is possible that the same
genes have different functions at different
ages, perhaps because of modifying factors.
It is also possible that behaviors thought to
be the same at different ages are really
quite different and are perhapsinfluenced by
different genes. And, finally, it is possible

Table 18-2. MMPI and CPI scales with significant F ratios, or Ryz > Rp;, in
adolescence and/or adulthood*

Scales with significant F ratios, or Ry, > Rp;

Personality Adolescence and
inventory Adolescence only Adulthood only adulthood

MMPI Depression (D)

Psychopathic

deviate (Pd)
Paranoia (Pa)
Schizophrenia (Sc)

Masculinity-
femininity (Mf)

Hysteria (Hy)

Social introversion

(Si)}
CPI Sociability (Sy)

Self-acceptance (Sa)

Tolerance (To)
Social presence

(Sp)}
Socialization (So)
Achievement

through inde-
pendence(Ai)||

Intellectual effi-
ciency (Ie)||

Hypomania (Ma) Anxiety (A)t
Lie scale (K) Dependency (Dy)t

Ego strength (Es)

Senseof well- Dominance (Do)
being (Wb)

Psychological- Self-control (Sc)§
mindedness

(Py)

Good impression (Gi)

*Modified from Dworkin, R. H., B. W. Burke, B. A. Maher, and I. I. Gottesman. 1976. A longitudinal study of the

genetics of personality. J. Pers. Soc. Psychol. 34:510-518. Copyright 1976 by the American Psychological Association.

Reprinted by permission.
t Significant in subsample only, that is, the part of whole initial sample that was retested in adulthood.
{Significant in entire adolescent sample only.

§Significant in female subset of entire adolescent sample only.

||Significant in subsample and female subset of entire adolescent sample only.
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that the expressiveness of genes, or, con-

versely, the power of environment, varies

with age. The problem is currently of great

interest to molecular biologists concerned

with the matter of how gene transcription

and translation are regulated. Someof their

work has led behavior geneticists to study

this more directly at the phenotypic level.

Some promising lines of work will now be

discussed briefly.
It appears to be true that parent-child re-

semblance in IQ is quite low early in life,

rises rather sharply around age 4, and then

shows a moderate increase into adolescence.

This might be thought to show that heritabil-

ity increases with age, which may well be

true. However, it should be noticed that ifit

does so increase, it may well decrease again

going into adulthood. Thus Rao, Morton, and

Yee (1974), applying a path analysis to pub-

lished data on adopted children and parents,
have estimated the genetic contribution to

children’s IQ as being 0.752 but to parents
IQ as being only 0.121 with 0.523 due to
“common environment.If we ignore the
fact that standard errors of variance compo-
nents in parents are large, then these results
would suggest that heritability shows a gen-
eral decline with age. On the other hand,
the analysis of Rao etal. is not in total agree-
mentwith the workofJarvik, Blum, and Var-

ma (1972) (Chapter 14), showing a mainte-

nance of high heritability of IQ (MZ as com-
pared with DZ twins) into advancedold age.
However, any conclusions drawn from path
analysis depend a good deal on the a priori
arrangements of components andtheir causal
structure. Consequently, it is rather diffi-
cult to educe any firm conclusions regard-
ing the long-term developmental time course
of heritability of IQ.
The short-term developmental changes in

mental age have been studied by Wilson
(1972, 1977) as discussed in Chapter 14. His

critical findings were(1) at five ages of testing
between 6 and 24 months, MZ pairs showed
more similarity than DZ pairs at each age;
(2) profile contours across ages of co-twins
in MZ pairs were more similar than pro-
files of DZ co-twins; and (3) for mostpairs,
variability of score across ages is high. Thus

all individuals fluctuated greatly (as much as

30 mental development score points) over

the testings, but whereas members of MZ

pairs fluctuated in synchrony, members of

DZ pairs tended not to do so. This is an in-

teresting empirical finding. However,it does

not necessarily reflect the action of genes

over time (as in the operon model of Jacob
and Monod [1961b], for example). The con-

gruence may be a result of environmental

rather than genetic events. In fact, computa-
tion of h? values from Wilson’s intraclass

correlations for the five tests (2[ryz — rpz])

yields values between 0.08 and 0.34, with

the highest h? value of 0.5 obtained for pro-
file contours over the early tests.

The general problem of “chronogenetics”

has also been considered in some detail by

Dworkin et al. (1976) (Chapter 15). They re-

port extensive longitudinal data for MMPI

and CPI scales given to an adolescent twin

sample and to a subsample of the same group

retested in adulthood. Results are shown in

Table 18-2.

It is clear that remarkably few scales on

either test show significant heritabilities at

both ages. In fact, only one, CPI dominance,

yields really unqualified results. Thus genet-
ic determination of personality appears to

shift markedly with age, a fact which sug-

gests that prediction from an earlier age to a

later age is difficult. Several hypotheses are

put forward by Dworkin etal.: specifically,

changes in gene regulation, changes in
phenotypic variance, and changes in the

traits actually measured bythe scales at the

two ages. However, they quite rightly refuse
to opt for one of these explanations over the
others.
An additional point of interest arises from

an analysis of difference scores for the scales
between the two ages. The question asked
is whether MZ pairs show more agreement
in amount and direction of change than DZ

pairs. Significant results were obtained for
five MMPIscales (Hs, A, R, Es, and Dy) and
two CPI scales (Wb and To). It is somewhat

paradoxical that two of these—Hs (hypo-
chondriasis) and R (repression)—fail to show

significant heritabilities at either cross-sec-
tional assessment. The change is apparently
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under genetic control but not the scores
themselves. This is a very curious result.

If we find some genetic basis for pro-
pensity to change, we might expect to see
this occuring more exactly when specific and
planned interventions are carried out. In
fact, there is a voluminousliterature on this
topic, although it has not usually been dis-
cussed within the present frameofreference.
Relevant portions of it have been usefully
summarized by Erlenmeyer-Kimling (1972)
under the general heading of “gene-environ-
mentinteractions.” Her survey deals mostly
with the effects of early manipulations on
various behaviors in different genetic lines of
mice. A good exampleis afforded by data
from Henderson (1970) on the effects of en-
richment on mouse behavior. Major results
are shown in Fig. 18-5, from whichit is clear
that different genotypesdo,in fact, respond
very differently to the same treatment. Three
strains are quite strongly affected (BALB,
C3H, and C57BL); three others (A/J, RF,
and DBA), however, show very little change
as a result of early treatment. In other words,
some genotypes are much moreplastic than
others. Whether such plasticity is general
across all treatments and all traits is not
known, but, on the basis of other data pre-
sented by Erlenmeyer-Kimling, this seems
unlikely.
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An additional feature of great interest in
Henderson's data is that the genetic con-
tribution to phenotypic variance increases as
a result of enriched rearing by factorofal-
most ten. In other words, it appears that
standard cage rearing inhibits the full expres-
sion of genotype. Note, also, that the order
of strains is changed. C3His the poorest un-
der standard cage rearing but rises to third
highest under enriched conditions. On the
other hand, A/J and RF perform poorly un-
der both conditions. These are fascinating
and important results. Thompson (1968) sug-
gested earlier that the ordinary notion of
“heritability” does not fully cover such data
and that what was needed was some con-
ceptualization of individual heritability, re-
ferring to the plasticity of a given trait in a
given genotype. A critic (Spuhler, 1968) re-
jected the view and asserted that the prob-
lem could be dealt with simply bytreating
performance in two environments as two

characters and estimating the heritability of
each. But such a treatment does not serve
the purpose.In the case of Henderson’s data,
a genetic analysis of difference scores (be-
tween environments) would represent the
critical step in assessing plasticity or buffer-
ing. Unfortunately, this was not done. Thatit
is perfectly feasible, however, is clearly indi-
cated by the study of Dworkin et al., dis-

A/J

and

RF

BALB

C3H

C57BL

Enriched

Rearing

Fig. 18-5. Differences between six inbred mousestrains on a “maze”test as a function of early
treatment. (From Erlenmeyer-Kimling, L. 1972. Gene-environmentinteractions and the vari-
ability of behavior. In L. Ehrman, G. $. Omenn, and E. Caspari, eds. Genetics, environ-

ment and behavior. Academic Press, Inc., New York; based on data from Henderson, N. D.

1970. J. Comp. Physiol. Psychol. 72:505-511.)
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cussed before. A thoughtful treatmentof the
general problem ofplasticity and its statis-

tical analysis has been put forward by Cavalli-

Sforza and Feldman (1973a). We will return

to this shortly.
Besidesthe plasticity involved in learning

and development, there are other kinds. Cir-

cadian rhythms are an example; likewise,

estrous and breeding cycles clearly modify

the expression of a variety of behaviors. Fi-
nally, thereis a large class of fluctuations that
may be considered microenvironmental in
origin and perhaps reflect merely “noise.”
These andothertypesofplasticity have been

discussed fully by Thompson (1967) and more
recently by Manning (1976).

In summary of this section, we may state
that the three properties of behavior just out-
lined give it a status which calls for special
kinds of conceptualizations and procedures.
In general, however, two broad approaches
encompass most work in behavior genetics.
Wewill now discuss these in detail, empha-
sizing always the linkages between behavior
genetics and its parent disciplines of biology
and psychology.

APPROACHES TO INDIVIDUAL
DIFFERENCES

As stated previously, there are two major

approachesto the study of genetic contribu-
tions to individual differences. These have
been termed by Dobzhansky and Spassky
(1967) as the Darwinian, or compositionist,
and the Cartesian, or analytic. Although
these fully complementeach other, they dif-
fer considerably in emphasis, as shown in
Table 18-3. Both, in the end, operate within
the general framework of evolutionary bi-
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ology. Thus the latter focuses not only on
changes in the genetic structure of popula-
tions related by descent, but also on the
mechanisms by which genesact to produce a
phenotype. The contrasts between the two
approacheswill be made sharper by examin-
ing some of the salient problems studied by
each.

Population genetics and behavior

Adaptation and behavioral variation. As
indicated in Table 18-3, one of the key con-
cepts in a compositionist approach is adapta-

tion. In order to survive, organisms must
respond to stimuli in a way that results, on
the average, in the satisfaction of tissue needs
and the execution of reproductive functions.
The usually accepted explanation for the cor-
respondence between needs and_ behavior
is the evolution of behavior mechanisms
through natural selection.

Briefly, the natural selection theory of be-
havioral evolution postulates three related
processes. First, genetic variation occurs

within a population, presumably because of
mutations, a small fraction of which are not
lethal or deleterious. Second, this results in
variable behavior, some forms of which are

better adapted than others to the challenges
that are encountered. Third, better-adapted
individuals are more successful in reproduc-
tion, and the genes which are necessary for
superior adaptation increase in frequency in

that population. The process has no definite
end, and evolution is a contemporary as well
as a historical phenomenon.

Obviously, the evolution of behavioris ex-
plicable by these mechanismsonly to the ex-
tent that behavior is heritable. However, su-

Table 18-3. Difference in emphasis between compositionist and analytic approachesee
Compositionist Analytic
SS

Level of study
Type of explanation Functionalist
Perspective Historical
Focus

Modeof data collection

Major framework

Molaror organismic

Adaptive variation
Descriptive-naturalistic
Evolution in populations

Molecular
Structuralist-mechanistic
Ahistorical
Average or modal organism
Experimental-laboratory
Evolutionary mechanisms

eee
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perior adaptations can be transmitted cul-
turally as well as biologically; this is particu-
larly true in the case of human beings. There
is probably a continuum betweenthese types
of transmission. At the biological end, struc-
tures evolve that produce relatively stereo-
typed responsesto critical stimuli impinging
on an organism or parts of an organism.

Through natural selection, each stimulus-
responsepattern is stabilized as the one most
likely to permit survival and reproduction.
Thus it is normal for most animals to “know”
when they need food (by feeling hungry)
and to undertake the necessary steps to re-
duce this need. In cases where the mech-
anism is out of kilter for some reason, as in

aphagia or hyperphagia, the fitness of the or-
ganism is placed in serious jeopardy. At the
cultural end of the continuum, we find adap-
tations involving the evolution of structures
that become organized only in the course of
their functioning to produce the most adap-

tive responses to particular circumstances.

In this case, the stimulus-response chains
are not stabilized by natural selection but

by learning. Thus most children are born
with the equipment for verbal communica-
tion. Manyof the features of the latter, how-
ever, are clearly learned, for example,

whether the language is German or English.
It is difficult to know at what level the
changeover occurs. Thus some (Skinner,
1957) have argued that virtually all features
of language are learned. Others, however,
have suggested that there are certain uni-
versal rules of language production and

comprehension (“deep structures’) that are

innate (Chomsky, 1968).
Natural selection. It is often tacitly as-

sumed that changes in behavior follow the

selection of structures. Probably the opposite

is true, since it is through behavior that the

organism makescontact with the forcesofse-

lection. This was recognized by Darwin

(1872) and has recently been emphasized by

Wilson (1975). A good exampleis afforded by

the classic studies of Kettlewell (1959, 1965)

on the peppered moth, Biston betularia, in

the United Kingdom. This species exists in

two morphs, a dark and a light. What Kettle-

well observed was that there was a general
increase in the proportion of dark morphs
over time, this being mainly restricted, how-
ever, to industrial areas. In the latter, dark

moths that alighted on trees blackened by
industrial pollution were almost invisible to
predatory birds, whereas light morphs were
highly visible. The reverse held true in non-
polluted areas in which trees were covered
with white lichen. Thus gene frequencies for
the two morphs changeddrastically. Whatis
importantto note, in this case, is that a struc-

tural trait (melanism) was altered by natural
selection by way of a behavior, the pro-
pensity of moths to settle on the vertical
trunks of trees. Thus, to use Wilson’s phrase,
behavior is the “evolutionary pacemaker.”
It is for this reason that this author has given
a very central place to behavior in his new
sociobiology.
A second important point about natural

selection is that it can operate at the indi-

vidual or at the group level. Just as the for-
tunes of individuals can rise or fall, so also

can those of groups, whether these be family
units or whole populations (Wynne-Ed-
wards, 1968; Wilson, 1975). Wynne-Edwards

has, in fact, argued that selection at the
group level is probably more common. Thus
although it is undoubtedly factors like food
supply, predation, climate, and disease that
ultimately check the density of animal popu-
lations, it is interindividual social conven-
tions which provide the proximate checks.
These have to do with “rights” rather than
with life and death. As Wynne-Edwards
(p. 48) puts it, “promoting competition under
conventional rules for conventional rewards
appears to be the central biological function

of society.” In the sense that competition in-
volves more than a single individual and that
the value of an individual is not absolute but
relative to the value of a competitor, it re-

quires the invocation of a supraindividualse-
lection process. This notion has aroused

much argumentation and often confusion.

Let us look at the major example given by

Wynne-Edwards(1968).
It has been observed that the Scottish red

grouse maintains local populations that sel-
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dom fall below or exceed a given density in

spite of fluctuations in climate, food avail-

ability, and predation. The reason for this
relative constancy appearsto lie in ritualized
social competitions, which are carried out

every year beginning in August. During this
time, territories are established, and the

population comesto be sharply stratified into
an establishment of owners and a residue of
nonowners. The former are able to attract
mates and reproduce;the latter, on the other
hand, are evicted and suffer a very high mor-
tality rate. Thus by the following August,
when the young have beenraised, the popu-
lation size has been kept at a constant level.
The idealized sequence of events is shown in
Table 18-4.

Perhapsthecritical problemsarising out of
the example given are the exact nature of the

competition and the fitness dimensions on

which selection is acting. Much has been
written about these. However, perhaps this
much can be stated with some certainty:
first, the intragroup competition is largely
ritualistic and hence not directly harmful to
the competitors. This seems adaptive, since

the continual selection of violent aggression
would eventually eliminate the group. Sec-
ond, the production of a hierarchy appears to
be the essential feature of social selection;
this depends on the “willingness” of some
individuals to resign themselves to a lower

Table 18-4. Idealized schema of
recruitment and loss in a red grouse
population*

37 old birds 63 recruitsAugust stock
Se

100

Autumnterritory 37 established 63 surplus
contest (all ages) (all ages)

Winter mortality 7 die 56 die
30 survivors 7 survivors

7 substitutés
37 breeders 0 surplus

37 oldbirds 63 recruits

100

Spring stock

August stock

*From Wynne-Edwards, V. C. 1968. Population control

and social selection in animals. In D. Glass, ed. Ge-

netics. Rockefeller University Press, New York.

rank and on the capacity of the majority to
be able to switch from a subordinate to a
dominant role and vice versa, depending on

circumstances. Wynne-Edwards and others
have called the lower-rank group “altru-
ists.’ However, note that the term as usedin

this context has a meaning rather different
from that generally given to it. Certainly,
any connotation of voluntary self-sacrifice is
clearly inappropriate. As Wilson (1975, p.
120) has putit, “the theory of group selection
has taken most of the good will out of al-
truism . . . [it] becomes just one more Dar-
winian enabling device.”
A number of complex models have been

put forward by population biologists to deal
with the selection of altruism, notably the
kin selection theory of Hamilton (1964) and
the reciprocal altruism theory of Trivers
(1971). Essentially, these both involve cost-
benefit analyses of certain acts in terms of
the survival and perpetuation of individual
genes whenthe recipient of the actis a rela-
tive (Hamilton), or when there is some ex-
pectation that the recipient will reciprocate
at some time in the future (Trivers). These
models have been applied to a wide variety
ofphenomenaranging from the defensive be-
havior of “soldier” termites to sibling cooper-
ation in wild turkeys (Wilson, 1975). The fit
of the models to such data seems reasonable
from the standpoint of population genetics.
However, most psychologists will be some-
whatperplexedto find in the sociobiological
literature terms like “spitefulness,” “cheat-
ing, “amnesty,” and even “righteousness.”
Likewise, behavior geneticists may be wary
of the easy assumption that all of these be-
haviors are carried by one or a few genes with
certain mutation rates. Like the theory of
evolution itself, such models represent grand
schemata, whose conceptual dimensions are
broad, whose propositions are largely un-
falsifiable, and whose data base is very im-
precise.
The writers would argue at this point that

further elucidation of the phenomenaof so-
cial behavior and group selection will not
come(in contradiction to Wilson) either from
population genetics or from neurophysiol-
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ogy, but rather from the behavior-analytic
procedures of psychology and_ ethology.
These sciences are precisely equipped to re-
duce to experimentally manageable defini-
tions such behavioral sequencesas those re-
ferred to previously. Indeed, psychologists
have been engaged in doing this for many
years with such commonsense descriptive
terms as “persistence,” “impulsivity,” “anxi-
ety,and “relief.” Just such analyses need to
be made of the basic behaviors involved in
group selection. This is largely a task for the
future. However, to anticipate it somewhat,
we will next turn to consider a concept that
underlies much of the thinking about indi-
vidual and group selection: fitness and its
behavioral components.

Behavioral fitness in lower animals.
Broadly speaking, biological fitness refers to
the capacity of an individual to pass on genes
to subsequentgenerations. It will be obvious
that it must involve many different charac-
ters, ranging from simple fertility and fe-
cundity to the ability to acquire territory or
property and a mate. Less proximate charac-

ters, such as we will discuss next, will re-

late to these acquisitions and thus indirectly

to fitness. Although the term is generally
used in reference to an individual, it has

been extended to cover the case of a collec-
tion of individuals who, by virtue of genetic
relatedness, share genes in common. This
has been called by Hamilton (1964) “inclu-
sive fitness.” It is a concept that occupies a
central place in his model of kinship altruism.
Of major interest in the present context

are the behavioral traits that relate to fitness.
As we indicated earlier, at least some, and

perhaps all, societies involve a degree of

hierarchical arrangement whereby some
members have greater access than others to

the privileges of ownership and reproduc-
tion. Hierarchies are often rather difficult to

specify in lower animals; they are even more
difficult to define in humansocieties. In addi-

tion, they are likely to vary between species

and between environments and probably

vary with group size and density. Landau
(1965) has developed a mathematical model

which, in fact, predicts that as groupsize in-

creases and the numberof uncorrelated abil-

ity components increases, the “hierarchy
strength’ (his index, “h”) decreases. Wil-
son (1975) has taken this to mean that the
more complex a society is, the more likely it
is to be egalitarian. This may make math-
ematical sense; however, it does not seem to
accord with at least some human data. For
example, the income gap between rich and
poor in the United States has increased ap-
preciably during thelast thirty years, though
presumably the whole society has become
more complex (Jencks, 1972).
We will now consider more closely the

consequencesin loweranimal societies of be-
ing high or low in the hierarchy and the
variables that relate to position. After this,
we will turn to the humancase.

According to Wilson (1975), evidence on
the advantagesof high social position is com-
pletely clear in nonhumansocieties. It shows
a direct relation to fitness. High-ranking
animals have easier access to food and terri-
tory, supply better parental care to their
young, are less vulnerable to predation, are
exposedto less stress, and tend to rear more
offspring. The number of species for which
these generalizations appearto betrueisfair-
ly exhaustive and ranges from the social in-
sects to primates. Although most of this work
is descriptive, a numberof controlled experi-
mental studies have also been carried out.
Wemayrefer again to those of DeFries and
McClearn (1970, 1972) on dominanceandfit-
ness in mice as an example (Chapter 11).
The apparatus they used was a unit made

up of three mouse cages joined by a Y-
shapedplastic manifold. Triads of males from
several different strains were housed with fe-
males in these units for 2-week periods.
Dominance was evaluated not only by be-
havioral observations but also by incidence
of tail wounds. Paternity was established by
means of coat-color markers. Results were
compelling. In three separate studies, domi-
nant males in the triads sired more than

90% of litters. In a few triads in which a
dominance order was not well established,

paternity was more evenly distributed.

These interesting results were supple-



Psychology, biology, and behavior genetics 453

mentedlater by Horn (1974), who attempted

not only to extend them to seminaturalistic

environments but to clarify some ambigu-

ities involved in the DeFries-McClearn

work. One of these related to the baseline

“fertilizing ability” of different strains. Horn

found that this was, in fact, greatest (100%)

in dominant RF mice and a good deal lower

in submissive DBA, BALB, and C57 ani-

mals. The difference was increased when the

mice lived in group conditions. A second am-

biguity related to the mechanisms by which

dominant mice achieved such high fitness in

a competitive situation. Aggressiveness was

shown clearly to be a factor. However, an

additional factor was pregnancy blockage;

that is, the presence of RF males caused fe-
males to lose a large proportion of their lit-

ters sired by other males. This applied more

to somestrains than to others.
The preceding kinds of data are of great

importance, since they clearly support the

results of the many field observations that
have been madeontherelation between so-
cial status and fitness. Nevertheless, they
still do not delineate exactly what it is about
a dominant animal that makesit successful.

Before turning to this problem, however,
we will offer a few comments about animals
of low social status, “losers.” Wilson (1975)
has again offered some useful suggestions.
One is that subordinates which have no

territory, as in the red grouse, may emigrate
and thus disperse genes between popula-
tions. In this way, they may represent “the
cutting edge of evolution.” Anotheris that
they mayserve as an “aggression sink,” that
is to say, scapegoats which drain off waste-
ful aggression between high-ranking, repro-
ducing animals. It must be admitted, of
course, that these “compensations” directly
benefit the group or species rather than the
individual subordinates themselves. Perhaps
the only real benefit the latter obtain from
living within a group is physical protection.
This applies, of course, mostly to non-
territorial animals.
We may nowconsider the constitution of

behavioral fitness itself. We have seen that
it strongly relates to social position, which

in turn relates to dominance. In fact, social

position and dominance might be regarded
as synonymous. What then are the qualities

underlying them? Wynne-Edwards (1968,
p. 159) in consideration of this has remarked,
“[the ability to succeed] dependsnotjust on

the sharpness of the teeth or the color of the
scales, but on the total effect, which gives the

eye its sparkle and spells confidence in ac-
tion.” Thus he appears to suggest that there
are many routes to success, either by spe-

cialized narrow abilities or by some favorable
combination of many of them.A partiallist of
such factors compiled by Wilson (1975) for a
numberof species includes size, age, caste,
defensive ability, “persistence,” previous
experience of victories, mother’s status, and

“personality.” Such attributes are rather
vague andare also probably correlated. Thus
age and size go together up to a point;it is

unlikely that age per se could be of much
importance, but rather the kinds of psycho-
logical and physiological attributes that relate
to it. Just what theseareis not clearly known.
One promising category of explanation is

that of endocrinelevels. It appears to be true
that androgen levels, particularly testoster-
one, relate to aggression, which, up to a cer-
tain level, determines status. Thus red

grouse cocks implanted with androgen be-
come more aggressive, may double their ter-
ritory size, and increase their courtship ac-
tivity (Watson and Moss, 1971). Likewise,
Rose, Holaday, and Bernstein (1971) have
shown that in Rhesus monkeys plasma andro-
gen levels are highest among animals in the
first quartile of a dominance hierarchy and
correlate 0.469 with “total aggressiveness.”
However, theyalso noted that the alpha male
in their group was twelfth (out of 34) in order
of aggression and had only a mediumlevel of
testosterone, whereas the most aggressive
animal was only tenth in order of domi-
nance but had a very high testosterone level.
Thus the relations between hormones, ag-
gression, and status are complex. But on the
whole, it seemslikely that they are somewhat
curvilinear, possibly AQ or f shaped, with
moderate steroid levels producing moderate
aggression and high dominancestatus.
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Anotherputative fitness characterlisted by
Wilsonis “persistence.” This also turns outto
be influenced by steroid levels. An initial
report by Andrew and Rogers (1972) showed
that chicks injected with testosterone in-
creased their “persistence” in a food-search
task. The term wasdefined as a tendencyto
treat a newly encountered situation as ifit
were a familiar one. Their results were
replicated by Andrew (1972) and Rogers
(1974) and extended by Archer (1974), who
demonstrated that testosterone reduced dis-
tractibility to stimuli “irrelevant” to an ongo-
ing response but increased it for “relevant”
stimuli.

In all these studies, the operational defi-
nition of “persistence” was imprecise. An
attempt to reduce this imprecision was
made by Thompson and Wright (1977),* who
studied male rats in a discrimination proce-
dure involving a shift from one dimension of
responding to another. The two dimensions
were presented in a double-bar Skinnerbox.
One wasposition; the other was light. Thus,

in one case, one bar(either left or right) al-
ways produced food; in the other, the bar
over which a cue light was illuminated al-
ways produced reward. Groupsinjected with
one of two levels of testosterone (high or me-
dium) were compared with androsterone-
and oil-injected controls in ability to shift
from one cue to the other. Highly significant
enhancement of persistence (inability to
shift) was found in the medium-dosetestos-
terone group compared with all other
groups. In a second experiment, the same
authors found that an antiandrogen, cypro-
terone acetate, significantly increased ability
to shift. In no cases were the effects due to
increased arousal level, which was measured

by number of bar presses betweentrials or
during trials when a bar press did not pro-
duce food. Consequently, the effects of these
steroids on persistence, as defined, seem rea-

sonably specific. Also, the fact that the ste-
roids affect persistence in adult rats, as well
as in chicks, suggests that the phenomenon
has rather wide generality.

*Unpublished.

The functional utility of persistence has
been discussed by Andrew (1972), who has
argued that an ability to maintain such be-
haviors as territory acquisition and defense,
mating, and food seekingin the face of chang-
ing circumstances should have a high fitness
value. It is equally clear, however, that be-
yond a certain limit, persistence becomes
“rigidity,” which can hardly be thought to
enhancesurvival. It is difficult to know ex-
actly where the dividing line is. Further-
more, the relation between androgen level
and degree of persistence is unclear. Thusin
the Thompson-Wright study, the high-dos-
age group (55 mg/100 gram body weight) be-
haved exactly like controls, suggesting a U-
shaped dose-response function. More work
will be needed to establish this. Finally, a
greater numberof species should be studied.
Analogous work done on human beings has
been summarized by Klaiber et al. (1972).
Adrenal hormones mayalso be related to

fitness, although information on this point is
limited. Thus an article by Candland and
Leshner (1971) showed that dominant males
in a laboratory troop of squirrel monkeys had
the highest corticosteroid levels but the low-
est levels of catecholamines (epinephrine and
norepinephrine). However, whether these
were the causes or effects of dominance
(and/or aggression) is problematical. It was
noteworthy,in this study, that 17-ketosteroid
levels were related to dominance by a L-
shaped function, with the most dominant
males having medium levels; the low-rank-
ing, high; and middle-ranking, low levels.
The work on persistence just describedis

of great interest because it suggests a dimen-
sion of fitness-related behavior that may be
close to what we earlier referred to as plas-
ticity or fluidity. Although we supplied ex-
amples of the latter, we did notrelate it spe-
cifically to fitness. At this point, we may refer
to two studies that suggest such relation.
In the first of these, Henderson (1970) car-
ried out a genetic analysis of the change in
brain weight in mice produced by environ-
mental enrichment. Six inbred strains and
F, and F, hybrids were used. The majorre-

sults were (1) only small increases in brain
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weight were found in inbreds, but (2) large
increases (independent of body weight) with
significant directional dominance were found
in hybrids. Henderson therefore argued that
capacity for an increase in brain size in re-
sponse to enriched rearing is a fitness char-
acter.

Henderson's second study (1976) focused
on developmental differences in the genetics
of activity level in mice. He hypothesized
that in infant mice a propensity not to leave
the nest (i.e., low activity) should have fit-
ness value and hence show directional domi-
nance and low narrow heritability. The pre-
diction was confirmed on over 2000 inbred
3- to 4-day-old mice from eight inbred and
thirty-six hybrid crosses. In this case a ca-
pacity to showstable behavior(i.e., to stay in
the nest) promoted survival.

Thus, although the two experimentsyield,
in a sense, opposite results, they both dem-
onstrate that the same dimensionofplasticity
is of critical importance to fitness. Whether
plasticity is a basic component of what we
think of as animal “intelligence” is a matter of
speculation. As discussed earlier, this term is
notoriously difficult to define precisely. Per-
haps to think of it as a capacity for optimal
change maybeto dilute it too much. Never-
theless, it is perhaps true that we may have
restricted its definition so much to abstract
types of problem solving that we havefailed
to take account of its applicability in other

Table 18-5. Relationship between IQ
and social class in two generations* f

Son’s mean

IQ by own

social class

Son’s mean

IQ bysocial

class of father

Father’s

Social class mean

of father IQ

 

I 140t 127} 114
I 113 109 112
Ill 105 105 106
IV 93 101 97
V 81 91 88

 

*From Waller, J. H. 1971. Achievement andsocial mo-
bility: relationships among IQ score, education, and oc-
cupation in two generations. Soc. Biol. 18:252-259.
tTotal N = 131 fathers and 173 sons.

tOnecase only.

areas of living, particularly those to do with
social interactions, motivation, and personal-
ity. We will enlarge on this point in our dis-
cussion of human behavioral fitness charac-
ters.

Behavioralfitness in humans. As in lower
animals, almost all known humansocieties

have somekind of ranking arrangement. We
may ask again whetherany of the attributes
that characterize high- and low-status indi-
viduals bear some relation to biological fit-
ness.

Undoubtedly the trait that has been stud-
ied most in this context has been IQ. In the
literature relevant to the topic, several facts
seem to stand out. In the first place, there
appears to be a strong relation between IQ
and occupational status. Some typical data
gathered by Waller (1971a) are shown in Ta-
ble 18-5. Studies by Burt (1961), Cliquet
(1963), Scarr-Salapatek (1971), Claeys (1973),
and numerous others are in agreement. It

should be noted, however, that there is con-
siderable overlap between classes such that
some individuals in upper classes do appre-
ciably worse than some individuals in lower
classes. Thus in an open meritocratic society
individuals and their families may rise and
fall in social status depending on their cog-
nitive abilities as measured in part by IQ
tests.

Wherelittle mobility exists, that is, in non-
meritocratic societies, we might expect to
find that the relationship between cognitive
measures and social class is smaller. Ac-
cording to a study by Johnson (1977), this
indeed appears to be the case. In Hawaiian
samples of American-European ancestry and
American-Japanese ancestry, sizeable corre-
lations were found between cognitive abil-
ities, educational achievement, and occupa-
tion. For a sample of 209 Korean families,
however, corresponding correlations were
not significantly different from zero. Fur-
thermore, although the Korean parent-off-
spring correlations for cognitive measures
were all significant and appreciable in size,
only four out of forty-two correlations be-
tween parental education and offspring cog-
nitive abilities were significant. These ranged
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in size from 0.12 to 0.17. Thus measured
ability and social class membership are not
the same thing (as sometimes supposed),
neither do they always go together. Theywill
do so onlyin meritocratic societies that allow
upward movementaccordingto ability. This
agrees with the thesis put forward by Herrn-
stein (1973).

A second point to be mentionedis that the
relation between IQ andsocialclass is a good
deal stronger than between IQ and income
(Jencks, 1972). It is somewhat difficult to
know which better reflects position in a social
hierarchy.

Third, it has been claimed that there is a
fairly clear inverse relationship between IQ
(and social class) and biological fitness. The
correlation reported by Higgins, Reed, and
Reed (1962) was —0.3 + 0.02 between IQ
and family size. Similar findings have been
put forward by a number of other workers
(Cattell, 1974). In fact, the degree of con-
sensus on this point led to the prediction
that, over a number ofyears, the mean IQ
for the whole population would fall. How-
ever, this eventuality did not come about.
Most studies showed either no change or an
increase in IQ over spans of between ten and
twenty years. This rather “paradoxical” re-
sult was explained by Higgins, Reed, and
Reed (1962), who showed that among low IQ
groups a large proportion do not marry and
hence have no legitimate children. They
concludedthat the zero fitness of these indi-
viduals balanced out the high fitness of those
who did marry. In fact, when these childless
persons are included, the relation between
IQ andfertility reverses and becomesslightly
positive. Both Bajema (1963, 1966) and Wall-
er (197la) have reported the sameresults.
The data thus imply that intelligence or some
componentof it (possibly that related to so-
cial class) may have somefitness value. Note,

however, that the effect is slight and is most-
ly a result of the low overall fitness in the
below 70 IQ group. In thelatter, fitness is
distinctly bimodal, with a good manyindi-
viduals not reproducing at all and a sizeable
proportion reproducing at a very high rate.

For this reason as well as others (emphasized
by Cattell, 1974), we should be very cautious

about educing anyfirm conclusions aboutin-
telligence, social rank, and fitness. Of these
three variables, probably the second, social
position, is the most ambiguous in meaning.
It is perhaps because of its imprecision that
we find such sharply conflicting views as to
its nature and importance. Thus Thorndike
(1951) reported appreciable correlations be-
tween IQ and a numberofsocial-class census
variables, such as educational level of par-
ents, home ownership, and quality and
cost of housing. Likewise, Coleman et al.
(1966) found that quality of schooling, as
measured by factors like pupil expenditure
or teacher-pupil ratios, hadlittle influence on
achievement and ability when “background
and general social context” (particularly the
socioeconomic level of home) were partialed
out. On the other hand, writers like Jencks
(1972) have emphasized the difficulty of lo-
cating the really critical variables that deter-
mine success.

Some evidence of a different kind has
comefrom a study by Neel andassociates of
the Yanomama Indiansof Brazil (Neel, 1970).
Neel reports that in this highly polygynous
society, there is open competition for a num-
ber of wives whotendto be distributed very
unevenly. Headmen whoare the most domi-
nant also tend to have the most women and a
disproportionately large numberof surviving
offspring. The “field impression” of Neel’s
group is that these men also tend to be more
intelligent. Unfortunately, this impressionis
not supported by exact quantitative data.
However,it is a very provocative suggestion,
which should certainly be followed up.
The problem we are considering may be

approached by another route. From an evo-
lutionary point of view, fitness characters
generally show the following: (1) low narrow
heritability, given by the fact that directional
selection has used up most of the additive
variation, leaving only dominant geneaction;
(2) inbreeding depression; and (3) heterosis.
Wecanthen ask whether humanintelligence
qualifies as a fitness character according to
thesecriteria.

In respect to the first, Thiessen (1972), ac-

cepting a high heritability estimate for IQ,
has argued that it therefore reflects “genetic
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junk,” that is to say, the expression of func-
tionally equivalent polymorphic genes with
no particular fitness value. Much the same
suggestion was made earlier by McClearn
(1968b), who speculated also that perhaps
some components of IQ showing low herita-
bilities might have fitness value as compared
with number, verbal ability, word fluency,
and spatial ability. He further suggested that
possibly many personality traits which char-
acteristically show very low heritabilities
might also have high fitness value and have
therefore played a significant role in human
evolution.

Theseare all provocative suggestions. But
as Gottesman and Heston (1972) and Pollit-
zer (1972) have pointed out, the matter is
fraught with difficulties. Thus we do not
know empirically exactly what the herita-
bility of IQ is. Neither do we know exactly
the extent to which its variation is controlled
by dominant genes (Eaves, 1973). Nor do
we know,finally, the precise empirical rela-
tion between intelligence and biological fit-
ness.

In respect to the other criteria for fit-
ness characters, little can be said. Inbreed-
ing depression is not well documentedfor IQ
(Chapter 14), and heterosis not at all. This is
not to say that more useful work cannot be
carried out. However, it would needvery ex-
tensive resources.

Having considered the evolutionary un-
derpinnings of behavior, we will now turn to
a rather different problem in population ge-
netic analysis. This is the equally basic ques-
tion of why relatives resemble each other(or
do not) in behavioral traits and whatfactors,
both genetic and environmental, contribute
to these resemblances. The problem is per-
haps at the very center of behavior genetics
and is also the one that makes it a unique
field.

Familial resemblance: genetic and cul-
tural transmission. As we have seen in the
preceding chapters, a key concept in most of
the work discussed is heritability. How-
ever, its usage in behavior genetics has been
unfortunate for at least two reasons. First, as

pointed out by Feldman and Lewontin
(1975), among others, the term is taken from

animal and plant genetics, in which frame-
workit was intended to supply guidelines for
breeding programs. In its application to hu-
man beings in respect to such charactersas

IQ or personality traits, it therefore haslittle
relevance in this sense. We do not have con-
trol over human breeding, neither would
most of us wish to have any. Second, and
following from the preceding, the term heri-
tability focuses mainly on the genetic con-
tribution to the obtained value. This has car-
ried the tacit implication that the contribu-
tion of other factors may be lumped together
under the general designation of “environ-
mental,” which, for the geneticist, is equiva-

lent to noise. Furthermore, in cases where

heritability is high, it is often assumed, even
in the absence of proper controls, that only
genetic forces are at work.

It is therefore understandable that wide
use of the concept hasled to a polarization in
the scientific community, with the opposing
camps using every statistical machination
possible to push someheritability estimate
(e.g., for IQ) as near to 1 as possible or as
close to 0 as possible. This has led at least
one authority (Morton, 1972) to suggest that
we consider carefully our reasons for want-
ing to estimate heritability when no selec-
tion experiment is envisaged. Likewise,
another writer (DeFries, 1972) has argued
that we should separate out measurable from
nonmeasurable environmental factors in the
usual equation for partitioning components

of variance. This would allow us to write, as
an alternative to the heritability coefficient,
a coefficient of environmental determination.
Some other theorists (Cavalli-Sforza and
Feldman, 1973a,b) have extended these
ideas by attempting to write out explicit
models that incorporate both genetic and cul-
tural inheritance variables. Similar kinds of
suggestions have been made bythe various
contributors to the text edited by Schaie et
al. (1975) and also by McAskie and Clarke
(1976).
Such ideas as these may seem to the read-

er to be unremarkable, if not obvious. To
the writers, however, they appear of great
importance, since they bring sharply into fo-
cus what we consider one, if not the, major
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thrust of behavior genetics: the explanation
of the behavioral phenotypes of individuals
by reference to their relatives. In a very real
sense, this enterprise is a prelude to and
serves as a foundation for the task of tracing
biochemical and physiological pathways be-
tween genes and behavior. Let us examineit
in more detail.

Perhaps the first person to understand the
need for accommodating biometric genetics
to psychology rather than vice versa was
Cattell in his MAVA method. Although the
latter is open to manycriticisms of a techni-
cal type, nonetheless, it does attempt to in-
corporate specifically psychological notions
and to deduce specifically psychological con-
clusions. We discussed some of these in
Chapters 14 and 15. An example is the “law
of coercion to the biocultural norm” educed
from the predominantly negative between-
family genetic-environmental covariances.
The data base for such a “law” is no doubt
shaky. Be this as it may, it hardly offends
commonsense, and the mere possibility that
it might have even some validity under some
circumstancesis of great interest. Also, it can
be explicated into numerous subquestions
that are all of genuine psychological impor-
tance.

We may contrast Cattell’s approach with
that taken by Jinks and Fulker (1970), who
attempt precisely to eliminate gene-environ-
mentinteractions and covariancesin an effort

to reach more exact conclusionsof a genetic

kind: for example, how manygenesare oper-
ating, how much dominanceis present, and
the extent of nonallelic interactions. Such
questionsare of interest to rather few people
and certainly of almost no interest to most
psychologists. The point has been empha-
sized by Cattell (1974, p. 174) as follows:
“Jinks and Fulker attempt to assimilate hu-
man behavior genetics to standard notations
and concepts of general genetics, and. . .
most geneticists seem unwilling to develop
these restructurings from the standpoint of
the needs of psychologists.’ Almost the same
comment was made earlier by Thompson
(1968). Let us now turn directly to the prob-
lem of the specific kinds of data that behavior

genetics is supposed to explain and the kinds
of behavioral models that might supplement
existing genetic ones.

McAskie and Clark (1976) have considered
this problem in some detail. They suggest
that genetic and environmental models (or
some combined models) must be able to
make predictions about (1) correlations be-
tween relatives of varying degree, including
midparent-offspring, under conditions of
random orassortative mating; (2) regression
of offspring to the population mean; and
(3) variances of offspring across different lev-
els of parental IQ and total parental vari-
ances. Thus the basic data we have to con-
sider are means, covariances, and variances
in relatives. The latter may, of course, vary
considerably in degree and kind, ranging
from the simple case of parents rearing their
own biological offspring to half-sibs reared
apart and unrelated children reared _to-
gether. As we indicated in Chapter 15, Cat-
tell (1960) offered an acute psychological
analysis of possible expectations about gene-
environment covariances in such groups.

More formal mathematical treatments of
them have been more recently put forward
by Cavalli-Sforza and Feldman (1973a,b) and
Rao, Morton, and Yee (1974). However,
some of the limitations of their approaches
have been strongly emphasized by Lewontin
(1974).
The kinds of predictions generated by

the simpler genetic models are, of course,

well known and are dealt with by McAskie
and Clarke (1976). Such common occur-
rences as the mediocre family with one ex-
ceptional child, for example, are easily han-
dled. In fact, it is a feature of population ge-
netic models that they can be modified in
various ways to fit almost any set of data.
They have been rightly criticized on this ac-
count by many environmentalists. However,

it is also true that these same critics have
not usually been able to offer any alternative
explanatory models involving well-defined
environmental variables. McAskie and
Clarke suggest two possibilities. One is an
exposure model. It basically involves the
simple hypothesis that duration or intensity
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of exposure of an individual (e.g., a child) to
another(e.g., a parent) will generate a cer-
tain degree of likeness between them.Byit-
self, this model would predict higher
mother-offspring than father-oftspring corre-
lations in conventional families. However,

this should not hold true in families in which
the mother is often absent. There are prob-
ably no data that completely fulfill such a
simple prediction. However, we have noted
someinstancesin the area of personality that
suggest slightly higher mother-daughter cor-
relations than, say, father-daughter. This

suggests the operation of the second model
put forward by McAskie and Clark, an identi-
fication model. Parenthetically, it should be
remarkedthat it is not really a second model
but only a specification of type of exposure.
Be this as it may, a factor of “identification”
would predict higher like-sex parent-off-

R
a
v
e
n

s
c
o
r
e

(1
to

6)

N
O

©

 
1 2 3 4 5 6 7 8 9

Birth order

Fig. 18-6. Mean Ravenclass score by birth order
within family size (F.S.) across the population
(VN = 386,114). Class scores range from a high
of 1.0 to a low of 6.0. (From Belmont, L., and

F. A. Marolla. 1973. Science 182:1096-1101.

Copyright 1973 by the American Association for
the Advancementof Science. )

spring correlations than unlike-sex parent-
offspring correlations. Again, no data con-
vincingly support this expectation. Conse-
quently, we might favor a model involving

both “exposure” and “identification.” This
would make the more precise prediction
about order of magnitude of parent-offspring
correlation: Imq> Yms> Yfs> Tra, Where the

subscripts m, f, d, and s stand for mother,

father, daughter, and son, respectively. A
massive amount of data would be needed to
test such an expectation.

One could readily add other modulating
variables such as ages of parents, agesofchil-
dren, and relative status of parents. Ulti-
mately, this would take us into the whole
area of social learning and imitation. Cur-
rent models relevant to these processes
would have to be assimilated to a framework
of individual differences with due account
given to the importance of genetic factors.
Butit is certainly these aspects of social psy-
chology that seem to represent the natural
linkage between behavior genetics and the
other behavioral sciences.

Wehavenot yet reached the point where
we have exact information as to how differ-
ent genotypes are transmutedbysocial con-
tact into particular phenotypes. At present,
work appears to be moreat a general demo-
graphic level. To illustrate it, we will now
discuss some studies dealing with the effects
on intelligence of the two variables of birth
order and family size.

Schooler (1972), in a review of the large
amount of work done on these topics, ex-
pressed pessimism regarding the robustness
of the findings reported up to that date.
Nonetheless, one large-scale study since
then by Belmont and Marolla (1973) has
given rise to a resurgence of interest. Their
major results are shown in Fig. 18-6. Since
the sample size was very large (~400,000),
most of the differences between data points
are highly significant. It should also be noted
that the largest difference, that between the
older child in a two-child family and the
youngest in a nine-child family, is only about
10 IQ points (about 4.3 transformed Raven
scores). Thus the data can hardly be regarded
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as causing embarrassment to a genetic point
of view. However, because of their orderli-
ness and because of sometheoretical postu-
lates they suggest about family environ-
mental effects, they still have considerable
interest.

Thebasic findings of Belmont and Marolla
agree with those of a numberof investiga-
tors. Record, McKeown, and Edwards(1969)
found the birth order effect and showedthat
it is independent of maternal age and socio-
economic status. However, Marjoribanks
and Walberg (1975) reported some differ-
ences in respect to the latter variable when
more precise statistical procedures were
used. For example, in a “nonmanual” social
class group (Belmont and Marolla data), suc-
cessive decrements in intelligence became
larger as birth order increased. These decre-
ments became smaller however, in “manual”
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and “farm” groups. Furthermore, they found
that the intelligence test scores of children
from small families within the manual group
were often lower than test scores of children
from large families in the nonmanual group.
The authorinterpreted this to mean that fam-
ily size makes less difference in high social
groups than it does in lower ones. |
A large-scale study by Davis, Cahan, and

Bashi (1977) involving close to 200,000 Israeli
subjects either of Asian-African or of Euro-
pean-American origin has also largely con-
firmed the Belmont-Marolla data. Their re-
sults are shown in Fig. 18-7. It will be noted
that there appears to be fairly strong cul-
tural difference. In the Asian-African group,
there is a tendencyin families larger than five
children for the curves to turn up with later
children. This does not occur nearly so much
in the European-American group.

 
Birth order

Fig. 18-7. Mathematics scores at age 14 as a function of birth order and family size. For A,
n= 1. A, Israeli students of Asian-African origin (N = 109,304). B, Israeli students of

European-American origin (NV = 82,689). (From Davis, D. J., S. Cahan, and J. Bashi. 1977.
Science 196:1470-1472. Copyright 1977 by the American Association for the Advancementof

Science.)
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Results such as these are not readily ex-
plained by any known genetic or even bio-

logical model. Let us consider an environ-
mental model put forward by Zajone and
Markus (1975), who designated it a conflu--:
ence model, by which term they refer to the
“mutual intellectual influences among chil-
dren as they develop in the family context.”
The operating mechanism, which is assumed

but not explicated in any detail, is exposure.
Thus the IQ of any child is considered to be
produced by the average intellectual level to
which he is exposed, including his own. For
example, the family of a first child born to
a couple of average intelligence (IQ = 100)
will have an intellectual exposure level of
(100 + 100 + 0)/3 = 67. When a second
child is born some timelater, this level will

then be (100 + 100 + 40 + 0)/4 = 60, the
number40 in the numerator beingtheintel-
lectual level reached by the first child at the
time of birth of the second. It can readily be
seen that the model generates the predic-
tions that average ability will be lower in
large than in small families and thatlater chil-
dren will be less able than earlier born. More
precise predictions regarding particular chil-
dren in particular families depend on specifi-
cation of the preceding variables. Two impor-
tant onesare intellectual growth rate of chil-
dren and pattern of age gaps between births.
By recourse to these, Zajonc and Markus ex-
plain the upswings wesee in the curvesfor
families of size eight and nine, as well as the
usually sharp decline between the jth — 1
child and the jth child. Thus they argue that
with a two-year gap betweenchildren, by the
time the fifth child is born, the intellectual
value of the older children will have in-
creased to such a level that the total intellec-
tual stimulation provided in the family com-
mences to increase over that foundin a four-
child family. In other words, the relation be-
tween family size and richnessof stimulation
becomes quadratic rather than linear. When
the age gap is only one year, however, this
trend does not appear until eight-child fam-
ilies. This also means that, in general, in
larger families, the birth order effect may be
canceled out or reversed, with later children

being as able as earlier born, and those in the
middle the worst. The Asian-African Israeli

data of Davis, Cahan, and Bashiclearly con-
form to this pattern, although those for Euro-
pean-American Israelis do so only minimally.
In these cases, however, age gaps between
siblings do not seem to be a factor. What ap-
parently is operating, according to the au-
thors, is the intellectual level of the parents.

This is notably lower in the Oriental-Israeli
population, and the lower the parental con-
tribution, the greater the relative gain
achieved by later-born children in larger
families.

Anotherfeature of interest in most studies
of this kind is that only-children generally
fall below theability level of firstborn in both
two- and three-child families. One explana-
tion of this phenomenon offered by Zajonc
and Markusis that every child in a family,
except last children and only-children, acts
not only as a recipient of intellectual stimu-
lation but also as a transmitterofit. This latter
function, they argue,hasthe effect of raising
ability.
There are many other interesting aspects

of the Zajonc-Markus model that cannot be
discussed here. Our intention is merely to
indicate to the reader the manner in which
an environmental model can be explicated.
Obviously, it could be extended in many
ways. For example, since, by itself, it ex-
plains a rather small proportion of the total
variance of ability, the inclusion of some ge-
netic parameters would be useful. Likewise,
the fuller articulation of what psychological
mechanisms are involved in “exposure”
should also be carried out. Again, it is per-
haps slightly embarrassing to the model that
family size and birth order show about the
samerelationship to height as they do to IQ
(Belmont, Stein, and Susser, 1975). It seems
doubtful that the confluence model could
easily explain both sets of data by reference
to the same parameters. Obviously, some
additions and modifications would have to be
made. Thecritical point, however,is that all
of them would relate to the general prob-
lem of familial structure and how members
of a family influence each other genetically
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and environmentally. This seems to us to
represent one of the most central themesin
behavior genetics and certainly the one
through whichthis field will commenceto re-
late more closely to the mainstream of psy-
chological and biological thought. In this, we
are in agreementwith Cattell (1974) and with
Plomin, DeFries, and Loehlin (1977), among
others.

PATHWAYS BETWEEN GENES
AND BEHAVIOR

Although it is possible to demonstrate he-
reditary effects on a psychophene without
understanding how a gene operates, there
are reasons for probing more deeply. On the
practical side, the modification of heritable
defects is more likely to be successful if we
understand what the causativealleles are do-
ing. Furthermore, it is intellectually satisfy-
ing to explain a phenomenonin detail, even
if control is neither possible nor desired.
From the viewpoint of a geneticist, the ideal
system is one in whichanallelic difference
at a single locus produces reliable differ-
ence in a behavioral phenotype. Caspari
(1963) has argued that the best course for
behavior-genetic analysis is the study of the
pleiotropic effects on behavior of well-known
morphological and metabolic mutants, as-
serting that the commonprocedureofanalyz-
ing psychophenic strain differences genet-
ically leads almost inevitably to a polygenic
system whosefurther investigation is profit-
less. The conflict between the two ap-
proaches to behavior genetics is evident in
the exchange of views between Wilcock
(1969, 1971) and Thiessen (1971) discussed
in Chapter 1. We shall argue here that both
types of approach are necessary andthat the
two simply are directed at different ques-
tions.

The general problem of the relationship
between genotype and phenotype was dis-
cussed in Chapter 3. When the phenotype of
interest is more complex than the synthesis
of a particular molecule—the so-called pri-
mary gene product—difficulty piles upon dif-
ficulty. Psychophenes, which are not struc-
tures but processes, are the mostdifficult of

all to relate functionally to a particular DNA
molecule. True, a single mutation may dis-
turb the orderly developmentof the nervous
system and produce characteristic behavioral
effects, as in the hyperkinetic Drosophila
(Kaplan and Trout, 1969), the numerous
neurological mutants of the mouse (Sidman,
Green, and Appel, 1965), and the phenylke-
tonuric human. Investigation of these mu-
tants at manylevels of organization may pro-
vide important information about neural de-
velopment, and the functioning of a damaged
nervous system can tell us something about
how an intact one operates. However, there
are severe limitations to this approach. De-
viant mice and drosophilae exist only because
they are sheltered in laboratories; informa-
tion from them cannot be applied readily to
the kinds of heritable behavioral variation
that exist in Mendelian populations of wild-
type individuals. In many mutants the pleio-
tropic effects on behavior are so all-embrac-
ing as to be oflittle interest; one can usually
learn more about central nervous system
functioning from a microlesion than from a
mutant with extensive neurological abnor-
malities. On the other hand, the extentofbe-

havioral pleiotropy emphasizes the integra-
tional aspects of development and the havoc
caused by one defective molecule or by fail-
ure of coordination of growth rates. As long
as one does not expect that in complex or-
ganisms there will be one-to-one corres-
pondence betweena gene and a behaviorally
definedtrait, the single-gene approach can be
useful.

Nature of genetic regulation

Complex organisms. In most of the or-
ganisms studied by behavior geneticists no
cell produces all the products whose struc-
tures are encoded in its genome. Glands,
muscles, and neurons of an individual have

the same DNAbut not the same RNAs,pro-

teins, and other constituents. The relatively
simple model of gene repression, depres-
sion, and activation discussed in Chapter

3 (Fig. 3-4) does not suffice to explain the
complex coordinated syntheses that go on in

the specialized cells of multicellular organ-
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isms. The Britten and Davidson (1969) model
described in Chapter 3 (Fig. 3-5) integrates
material from molecular genetics and devel-
opmental biology and outlines a system to ac-
count for gene regulation in the specialized
cells of higher organisms. Basically it in-
volves a process of intercellular and intra-
cellular communication that turns synthetic
activity on and off at appropriate periods of

development. This modelis particularly rele-
vant to instances where stimulation of young
developing organisms produces long-lasting
behavioral effects. Strain differences in the
effect of early experience could be caused by
variation at various levels of the intragenomic
communication system, which leaves perma-
nent structural evidence at the molecular
level. All this is at present theoretical. As
we look at the attempts to define geneaction
on behavior in biochemical and structural
terms, weshall find much less sophisticated
models. The importance of the Britten and
Davidson contribution for behavior genetics
is that it points up the complexity of the
gene-character relationship even when the
characters are molecules rather than be-
havior patterns.

Simple organisms. One way of avoiding
the complexities of tracking the pathways be-
tween genes and psychophenesin drosoph-
ilae, mice, and humans, species that domi-
nate the behavior-genetic literature, is to
work with simpler organisms. This approach
is commonin physiology, where muchofour
knowledge of nerve impulse conduction
comes from experiments on the giant axon of
the squid. It is reasonable to assume that the
electrochemistry and membrane properties
of squid axons are very similar to those of
other axons which are not as convenient for
study. Axons seem to be homologousstruc-
tures in most species. No such homology
can be assumedfor behavior, which depends
on integrated activity of organisms that dif-
fer tremendously in size, body plan, and
complexity.

Nevertheless, since genetic effects on be-
havior are mediated through the somain all
species, the use of simple organisms has ap-
pealed to some behavior geneticists. Adler

(1969) has found mutantvarieties of the mo-
tile colon bacillus (Escherichia coli) that de-
viate from wild-type in their degree of attrac-
tion for common sugars and amino acids.
Since bacteria have no nervous systems,

these differences must be associated with re-
ceptors for specific molecules associated with
the regulation of flagellar movements. Be-
cause of their small size and lack of cellular
differentiation, there are strict limits on the

variability of bacterial behavior. Somewhat
greater versatility is demonstrated by proto-
zoa and roundworms, as will now be dis-

cussed.
All students of biology have observed the

large unicellular ciliate, Paramecium aurelia,
swimming in spirals and ingesting smaller
microorganisms it encounters. By treating

paramecia with a mutagenic agent, Kung
(1971a,b) obtained variant forms that could
be separated from wild-type by the absence
of the usual negative geotactic response and
by abnormal swimming patterns. Paranoiac
mutants reversed cilia spontaneously, a type
of behavior known to be associated with
membrane depolarization. Pawn mutants
were unable to reverse under ordinary cir-
cumstances and were unresponsive to

changes in salt concentration of their medi-
um. Fast mutants swam unusually rapidly, a
behaviorassociated with hyperpolarization of
the cell membrane. Paramecium aurelia has
many advantagesfor genetic analysis, since it
reproduces both by autogamyand by conju-
gation. It is also large enough for the inser-
tion of microelectrodes, so that the mem-
brane potentials in the mutants can be deter-
mined.
The behavior mutants apparently carry

molecular lesions in their excitable mem-
branes. The pawn mutants, some of which
are temperature sensitive, have been most

extensively studied and have great promise
as material for the investigation of membrane
structure and physiology (Chang and Kung,
1973; Chang et al., 1974). Genetic differ-
ences in excitable membrane properties
could well be the basis of gene effects on the
behavior of multicellular animals. Their
membranes, however, are not accessible for
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the kind of experiments possible with para-
mecia. Furthermore, the behavior of an ani-
mal as small as a fruit fly involves actions of
many neurons whose membranes may varv
independently. Although the cytoplasm of
P. aurelia is differentiated into organelles, it
is a much simpler system with a more direct
pathway between gene and psychophene
than is found in metazoa. The genetic dis-
section of the properties of excitable mem-
branes has implications beyond the species
that are proving to be well suited for behav-
ior-genetic analysis.

Caenorhabditis elegans is a free-living
nematode worm about 1 mm in length that
feeds on bacteria. Among its advantages for
genetic experiments are its 34-day life cycle
and the fact that most individuals are self-
fertilizing hermaphrodites. The latter charac-
teristic makes the detection of recessive mu-
tations easy andfacilitates isolation of pure-
breeding strains. Mutations are induced by
chemical means (ethyl methanesulfonate).
Several hundred mutations affecting chemo-
taxis, locomotion, and morphology have been
detected and described (Ward, 1973; Bren-

ner, 1974; Sulston and Brenner, 1974). Esti-

mates of mutation frequency suggest that the
genetic units of C. elegans are as large as in
Drosophila. Research with this organism
has been directed primarily at questions re-
lated to development. Thefollowing are typi-
cal questions: How is complexity represented
in the genetic program?Is it the outcome of a
global dynamic system with a very large
number of interactions? Or are there de-
fined subprogramsthat different cells adopt
and execute independently? What controls
the orderly temporal sequence of develop-
ment?
Paramecium and Caenorhabditis have few

chromosomes, self-fertilization as well as

crossbreeding,shortlife cycles, and behavior
so stereotyped that it is easy to detect devi-
ants by mass screening procedures. These
are characteristics ideal for subjects in ge-
netic experiments. The limitations of these
and similar species are on the behavioral
side. Self-fertilizing hermaphrodites obvi-

ously cannot demonstrate sexual isolation;

neither has learning been clearly demon-
strated in protozoans or nematodes. If these
forms of behavior interest us, we must study
their genetics in species that show them in a
well-developed manner. Much of what can
be learned from simple organisms can beap-
plied to more complex ones, but complexity
must be studied in its own right. In thefol-
lowing sections weshall discuss various ideas
regarding the mechanisms through which
genes in higher organisms influence behav-
ior.

Chemical pathways

Logically all genetic effects on behavior
involve biochemistry. There is no other way
for genesto act. In this section we will con-
sider cases in which a heritable general or
localized biochemical difference unaccom-
panied by any marked structural modifica-
tion is postulated as a prime factor in pro-
ducing a behavioral difference. We will also
discuss the field of psychopharmacogenetics,
in which a metabolic difference is deduced
on the basis of strain or family variability in
reaction to a drug. For convenience, hor-
monal pathways, though also biochemical,
will be considered separately.

Biochemical paths. Several strategies have
been employed in the investigation of the
gene-metabolism-behavior pathway.  Re-
search on the behavioral pleiotropy ofthe al-
bino gene in mice is an example of one ap-

proach (Chapter 7). The genetics and bio-
chemistry of albinism are well known, and
the problems to be investigated are of this
form: How doesa deficit in tyrosinase result
in less open-field ambulation? Once stated,

the problem ramifies into questions regard-
ing the influence oflight intensity on an ani-
mal with no protective melanin pigment in

its eyes and the behavioral implications of a
reducedipsilateral retinogeniculate tract.

Anotherstrategy is to start with a behav-
ioral syndrome that appears to be inherited
in Mendelian fashion and look for some un-
derlying metabolic error. Research on phe-
nylketonuria described in Chapter 17 repre-
sents a highly successful application of this

method. Not only have we gained some
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understanding of the way in which the dam-

age to the nervous system occurs, but we

have also been able to develop a rational

treatment that ameliorates the severity of re-

tardation and allows detection of heterozy-

gous carriers who are not themselves re-

tarded.
The search for a biochemical basis of be-

havioral variation is not always this success-

ful. Thus the autosomal dominant modeofin-
heritance of Huntington disease has been

known since the early twentieth century, but
the primary modeofaction of the geneisstill

not identified. Nevertheless, the PKU model

has exerted a strong influence on behavior

genetics, and the search for metabolic cor-

relates of differences ascertained by purely

behavioral criteria is a standard procedure.

Neither has this been limited to behavioral
traits inherited in simple Mendelian fashion.
The method has often been used with pairs
of strains measuring high and low (H and L)
on some behavioral index. If measurements
are taken on a biochemical characteristic, X,

in these strains, there are three possibilities:

Xu > Xi; Xy = Xi; Xy < Xy. The second

type of outcomeindicates that X haslittle to
do with the difference between H and L. The
other two outcomes could indicate that X is
functionally related to the behavioral differ-
ence, although they could also indicate fixa-
tion within each strain of a different combi-
nation of functionally unrelated genes. Much
of the literature on biochemical correlates of
strain differences is, in fact, ambiguous in
that no attempt has been madeto distinguish
between these interpretations.
There are several ways in which the am-

biguity can be reduced. A_behavior-bio-
chemical correlation that holds up in a large
set of unrelated inbred strains, in a hetero-

geneousstock, or in the segregating crosses
betweenthestrains is good evidenceofa true
functional relationship. Also, when a rela-
tionship between two variables already pos-
tulated from physiological experiments reap-
pears in a genetic study, we are more confi-
dent in concluding that the biochemical dif-
ference is a mediator of the behavioral dif-
ference. For example, if it is known that

drugs reducing catecholamine levels in the
brain increase susceptibility to audiogenic
seizures, and if we find that strain H, which

convulses readily, has less epinephrine than
strain L, which is resistant, the case for genic
control of susceptibility through neurotrans-
mitters is supported. But even here data
from a wider range of genotypes are desir-
able.

Gene-biochemical-behavior pathways in
mice are nicely exemplified by the ascription
of differences in free-choice alcohol con-
sumption to aldehyde dehydrogenaseactivity

(Chapter 8) and by differences in audio-
genic-seizure susceptibility in response to

the neurotransmitters norepinephrine, sero-

tonin, and gamma-aminobutyric acid (Chap-

ter 7). The possibility of these pathways is
supported by considerable evidence, butit is
premature to conclude that either system is
fully understood or that the hypotheses will

not be modified when additional data be-
come available.

Interest in the genetic regulation of neuro-

transmitters in animals has been stimulated
by the manyclinical and experimental stud-
ies linking changes in catecholamines and
indolamines with depressive reactions in hu-
mans (Akiskal and McKinney, 1973). These
suggest that genetic variation in the rate of
synthesis and metabolism of the biogenic
aminesplays a role in producing individual
variation in affective responses, which in the
extreme we label psychotic. Such data are
difficult to obtain from humans, but they can
be sought in lower animals whose breeding
can be controlled and from whom tissue

samples can be collected and analyzed as
needed. An extensive series of experiments
on genetic aspects of catecholamine synthe-
sis in mice has been summarized by Barchas
et al. (1975). There are two main sources of
catecholamines (CAs) in animals, the adrenal
medulla and the brain. In both of these, the

biosynthetic pathways shownin Fig. 18-8 are
similar. Since the adrenal gland is more ac-
cessible for metabolic studies, most of the ge-
netic data are based onit rather than on the
brain. Large and reliable differences in the
activity of TH and PNMT(see legend for
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TH DD DBO Nor- PNMT

Tyrosine DOPA Dopamine epinephrine Epinephrine
| 2 3 4

Fig. 18-8. Synthetic pathways for the biogenic catecholamines. The enzymescatalyzing the
four stepsare (1) tyrosine hydroxylase, TH; (2) DOPA decarboxylase, DD:(3) dopamine f-oxi-
dase (DOB); and (4) phenylethanolamine-N-methy] transferase, PNMT. The first three en-
zymesare active in brain and adrenal medulla; PNMTis active in the adrenal medulla.

Fig. 18-8) have been found in a selection of
mousestrains. In F, hybrids, the modeofin-
heritance is variable, sometimes interme-

diate but sometimes dominant for moderate
rather than for high or low activity (Kessler
et al., 1972). The most interesting genetic
finding has come from Mendelian crosses
between two BALB/c strains separated for
more than twenty-five years. These have di-
verged widely in CA levels (Ciranello etal.,
1974). The difference between these two
sublines in the level of activity of three en-
zymes, TH, DBO, and PNMT,appeared to
be controlled by a single factor. This could be
explained by a close linkage between the
three genes coding for the enzymesor by the
existence of a single regulator gene thatacti-
vates all three producer genes as a group.

Evidence for genetic diversity in the regu-
lation of synthetic enzyme activity by differ-
ent modesof stimulation has been foundfor
adrenal PNMT in mice (Ciranello, Dorn-
busch, and Barchas, 1972). As shown in Ta-
ble 18-6, the pattern of responding to four
different kinds of stimulation is unique for
each of the three strains tested. Observations
of this kind in animals encourage a search
for similar genetic variability in our own spe-
cies. The research discussed before suggests
a change in the strategy of looking for bio-
chemical correlates of serious psychiatric
conditions and normal personality traits.
Barchas et al. (1975) believe that instead of
looking for “abnormal metabolites,’ which
imply defective enzymes, we might better
place more emphasis on study of the regula-
tion of enzymeactivities.
The approach to gene-behavior relation-

ships through biochemistry has the advan-

 

tages of being close to the gene and possibly
involving a primary gene product. It has the
disadvantages of being distant from behav-
ioral events and always of being only one of
the determinants of a particular action. One
can employ genetic lesions to “naturally dis-
sect’ (Ginsburg, 1958) the nervous system,
but the products of the dissection are not
natural units of behavior as viewed by psy-
chologists and ethologists. Rather they are a
collection of functions that will be affected in
commonbyanallelic substitution at the locus
investigated. The genes that have been em-
ployed for such genetic dissections (Benzer,
1973) are incapable of surviving in natural
populations because their disruptive effects
are so great. Despite the powerofthe genet-
ic dissection methods and their great con-
tribution to the knowledge of development,
it is doubtful that their results will be help-
ful in explaining the genetic basis of behav-
ioral polymorphismin speciesliving in a state
of nature. Here the regulator approach
seems more promising.

Psychopharmacogenetics. One ofthe live-
liest areas in biochemically oriented behav-
ior-genetic research has been named psycho-
pharmacogenetics. At the simplest level,
studies in this field are concerned with heri-
table differences in the metabolism of psy-
choactive drugs and in sensitivity of tissues
to them as primarily determined by behav-
ioral criteria. Many examples of such differ-
ences have been cited in previous chap-
ters (7, 9, and 10). In a volume edited by
Eleftheriou (1975), chapters on exploratory
activity (Oliverio and Castellano), alcohol
(Eriksson), audiogenic seizures (Schlesinger

and Sharpless), and human studies (Omenn
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Table 18-6. Comparison of effectiveness of four factors on PNMTactivity in mice*f

  

Strain Cold exposure Glucocorticoid Nerve stimulation Direct ACTH}

DBA/2J + + + 0

C57BL/Ka + 0 0 +

CBA/J + + 0 0

*From Barchas, J. D., R. D. Ciranello, S. Kessler, and D. A. Hamburg. 1975. Genetic aspects of catecholamine syn-

thesis. In R. R. Fieve, D. Rosenthal, and H. Brill, eds. Genetic research in psychiatry. Johns Hopkins University

Press, Baltimore.

tPNMT, Phenylethanolamine-N-methyl transferase.

t{ACTH, Adrenocorticotropic hormone.

and Motulsky) are particularly relevant to
topics treated here. A similar emphasis on
pharmacogenetic analysis of behavior may
be found in several chapters of the text
edited by van Abeelen (1974).
Most of this research goes well beyond the

demonstration of strain differences. Thus the
involvementof catecholamines in audiogenic
seizures is deduced from the enhancing ef-

fects of reserpine and tetrabenzene (amine
depleters) on seizure susceptibility and on
the protective effects of monamine oxidase
inhibitors (Schlesinger and Griek, 1970;

Schlesinger and Sharpless, 1975).
The potential practical applications of psy-

chopharmacogeneticsin clinical medicine are
important at a time when many behavioral
conditions are treated with drugs and when
drug addiction is a major public health prob-
lem. At the time of this writing, we do not
have a good animal model of drug addiction
suitable for genetic investigations and deter-
mination of its biochemical and psychological
features. To develop one would require
strains of animals that take drugs in a free-
choice situation to the extent that removal of
opportunity to obtain them results in with-
drawal symptomssuch as depression or con-
vulsions. For genetic studies, strains differ-
ing in these traits would be needed. It may
be that the strains are already available but
that the techniques for demonstrating addic-
tion have not yet been devised.
The pharmacogenetic analysis of behavior

has its pitfalls. Although a drug may affect
one specific chemical pathway, the physio-
logical effects may ramify widely. For this

reason, cerebral microinjections may be de-
sirable to limit the region of activity. Fur-
thermore, through metabolism, the injected

compound may be greatly modified beforeit
reaches the brain or other target organ.
There are also problemsin introducing many
drugs into the brain because of the blood-
brain barrier. The implication of these diffi-
culties is that research in the field requires
either a collaboration of specialists or train-
ing of individual researchers in both phar-
macological and behavioral techniques. De-
spite these problems, psychopharmacoge-
netics shows much promise for the immedi-
ate future.

Hormones. Beach (1948) has formulated
four statements regarding the relationship
between hormones and behavior that are
still valid today and relevant to behavior ge-
netics:

1. Hormones mayaffect behaviorbyalter-
ing the organism’s normal development and
maintenance activities. Such effects, exem-

plified by the multiple deficiencies of the cre-
tin, are relatively nonspecific.

2. Hormones may influence behavior
through stimulation of structures employed
in specific response patterns. For example,
the growth of genital organs is dependent on
hormones; adult sexual behavior cannot oc-
cur until these structures are fully devel-
oped.

3. Behavior may bealtered through hor-
monaleffects on peripheral receptors, sen-
sitizing them to particular forms of stimula-
tion.

4. Behavior may be influenced through

\
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the effects of hormones on the integrative
functions of the central nervous system.

Instancesof all these possible mechanisms
have been described. However, this does not
meanthatall of them are involved in the pro-
duction of heritable differences in behavior.
Hormonal effects that are demonstrable by
surgical extirpation of a gland, by the injec-
tion of large doses of a hormone,or that ac-
companycertain diseases are not necessarily
involved in genetic regulation of metabolism
and behavior.

Potentially, genes affecting the produc-
tion, release, and metabolism of hormones
could influence behavior through any of
these four mechanisms. Genes could also act
on target organs by influencing their sensi-
tivity to specific chemical messengers. The
number of hormonal pathways between
genes and behavioris potentially large.

In fruit flies, domestic fowl, mice, and
guinea pigs differences in the vigor of sexual
behavior appear to be the result of variation
in sensitivity of target organs rather than of
differences in the amount of hormone pro-
duced (Chapter 11). Some of the target or-
gans are presumably in the brain, probably
in the limbic system, but effects on periph-
eral structures cannot be discounted. The
same qualification applies also to the en-
hancement of aggressive behavior by andro-
gens in castrated males and in neonatally
androgenized females.

Genetic differences in sensitivity to hor-
mones are sometimes more pronounced
for behavioral than for somatic responses.
Doses of four naturally occurring androgens
—testosterone, dihydrotestosterone, andros-

tenedione, and androstanedione—have been

shown to have graded effects on mating and
agonistic behavior in two strains of mice at
dose levels that stimulate growth of male sex
organs equally in both strains (Luttge and

Hall, 1973a,b). Somatic responses were
similar in the two strains; however, behav-

ioral responses were more pronounced in

Swiss-Webster than in CD-1 males. Strain
differences in hormone response maybe spe-
cific to particular target sites.

Shapiro and Goldman (1973) have re-

ported a curiousfinding in genetically andro-
gen-insensitive male rats that develop as
sterile pseudohermaphrodites. These rats
have a “feminine” type of high-saccharin
preference that persists after gonadectomy.
This suggests that insensitivity to androgen
prevents “masculine imprinting of brain cen-
ters,which normally reducessaccharin pref-
erence in male rats. The importance of this
somewhatesoteric piece of informationis its
implication that sex hormones influence
more than mating and aggression, which are
considered to comprise the core of function-
al sex-role differentiation.

In human beings, two genetic anomalies
are instructive with respect to the hormonal
link in gene-behavior relationships (Ham-
burg and Kessler, 1967; Money, 1973). The
first of these is the adrenogenital syndrome,
which is inherited as an autosomal recessive.
In females the external genitalia are mas-
culinized to a variable degree. Internal re-
productive organs are female with the vagina
opening internally near the neck of the blad-
der. Money has recommendedsurgical fem-
inization and treatment with cortisone to
compensate for the malfunctioning adrenal.
Such women have nodifficulty in develop-
ing a feminine gender identity and hetero-
sexual orientation despite their early andro-
genization. A few female children with this
syndrome have been reared as boys. After
surgical masculinization, they generally ac-
quired a masculine genderidentity and were
attracted sexually to females. In terms of
chromosomal sex, such attraction would be

designated as homosexual. In terms of psy-
chological self-image, however, the relation-
ship was heterosexual. Anatomy and rearing
take precedence over the XX karyotype. En-
vironment is not all, however. Girls with

the syndrome, despite treatment and rear-
ing as females, still tend to be tomboyish in
their interests, again showing thatthe role of
sex hormonesis not restricted to reproduc-
tive processes. Boys with the adrenogenital
syndrome, if untreated with cortisone, show
precocious sexual maturity while still in
grade school. Such precocity often leads to

personality problems, since the child is a



Psychology, biology, and behavior genetics 469

misfit in his own age group and is unlikely

to be accepted by older individuals. Aside

from the disruption of the normalrate of de-

velopment, the effects of the hormonal im-

balance on behavior are slight; these preco-

cious males are not aggressive socially or
sexually. Today the condition can be treated

if discovered early enough, and the affected

individual develops like other children.

The second example is the androgen in-

sensitivity syndrome, which is inherited

either as an X-linked recessive or an auto-

somal or X-linked dominant with expression

limited to XY individuals. It is clearly im-

possible to distinguish between the three

competing hypotheses. Thetestes of affected

individuals function hormonally in a normal

manner, although sperm are not produced.
Genitalia are female in character, and breast

developmentoccursat adolescence, although
menstruation does not occur. Such “males”

are phenotypically and psychologically fe-
male except for the absence of menstruation

and offertility.
In the first of these examples, the primary

genetic effect is in the kind of hormonepro-

duced. In the second it is in the tissue re-

sponse to a normal hormone. In both in-
stances, hormonal and experiential factors

override chromosomal sex. Such natural ge-
netic experiments contribute to our knowl-

edge of the manner in which humans devel-
op a gender identity and the way hormones

affect our personalities and interests.

Pituitary-adrenocortical influences. A de-
crease in the size of the adrenal glands ac-
companied the domestication of the Norway
rat (Rogers and Richter, 1948). Hall’s emo-

tional rats had larger adrenals and thyroids
than his nonemotional stock (Yeakel and
Rhoades, 1941). Similar observations of line
and strain differences have been madefre-
quently since these early reports. Levine and
Levin (1970) proposed that adrenocortico-
tropic hormone (ACTH) potentiates learn-
ing an avoidance response. A/J mice, which
acquire passive avoidance more readily than

DBA/2Js, also have higher plasma cortico-
sterone levels. When treated with dexameth-
asone, a synthetic glucosteroid that blocks

ACTH production, DBA mice remain unaf-

fected, whereas the performanceof A’s falls

to the DBA level. Where and how the hor-

moneoperates has not been specified.

The facilitating effect of adrenocorticoids

on another acquired response, imprinting in

ducks, has been reported (Martin, 1975).

Mallards of recent wild origin are imprint-

able over a shorter, more sharply defined

stage than are their domesticated descen-
dants, Pekin ducks. Plasma corticosteroids are

two to four times higher in mallards and peak
sharply during the imprintable period.
ACTH administration improved imprinting
scores, thus supporting the hypothesis of a
functional association.
The evidence is too meager to conclude

that genetic effects on learning are mediated
through the endocrine system and in particu-
lar through the pituitary and adrenal glands.
These organs, however, continually interact

in rhythmical cycles. They also reflect re-
sponses to stressful stimuli. It seems likely
that they should affect learning processes, at
least indirectly. Their effects may be small,
however, in comparison with other sources

of variability, both genetic and environ-

mental. Fuller, Chambers, and Fuller (1956)
found that neither adrenalectomy nor injec-
tions of exogenous cortisone in mice altered
strain differences in activity and defecation in
an open field where shock was administered.

In summary, the pathway from genetic
variation to behavioral variation through the
endocrine system is real but narrow. A num-
ber of mutations producinggross alterations
in behavior have been noted previously. We
can addto the list in humans. Extreme hypo-
thyroidism, if untreated, produces extreme
mental retardation, the well-known cretin.
Hyperthyroidism can produce psychotic
symptoms. But the hope that personality dif-
ferences could be correlated with endocrine
function or that the major psychiatric dis-
orders would turn out to be subtle endo-
crinopathies that could be treated rationally
has not materialized. Today the search for a
physical basis for the genetic influence on
psychoses is concentrated on the brain and
its neurotransmitters. It was in the brain of
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animals that we found heritable variations
in reactivity to hormones. We turn, there-
fore, to a consideration of the gene-behavior
pathways that involve the nervous system.

Neural pathways

Behavioris integrated through the nervous
system. It is here that genetic influences on
the synthesis and metabolism of neurotrans-
mitters and on the properties of excitable
membranes could exert control over behav-
ior. Also, since the functioning of the system
is dependent on the interconnections of
neurons, any gene-induced modification in
the developmental pattern of the nervous
system could produce permanent anatomical
effects through which behavior might be af-
fected over a lifetime. As with hormones,
there is a plenitude of opportunities for
genes to affect behavior by way of the ner-
vous system.

Heritable defects of sense organs and of
the central nervous system are found com-
monly in many species, including humans.
Although in our species each type of defectis
rare, the cumulative incidenceofall typesis
high and places a heavy burden on theaf-
flicted and those who care for them. For
many conditions, supportive care for the af-
fected and genetic counseling for relativesis
the best that can be offered. When effects are
limited to sense organs such as the eyes or
ears, much can be done by special tech-
niques of education. Without these aids the
individuals will be severely retarded. The
neurological mutants of Drosophila (Kaplan
and Trout, 1969; Hotta and Benzer, 1970)

and of mice (Sidman, Green, and Appel,

1965) provide study material for the analysis
of the development and basic physiology of
the nervoussystemsof these species. Wewill
now turn to a consideration of quantitative
variation in the nervous system that is not
accompanied by grossstructural or behavior-
al deviation from normal.

Central nervous system. The simplest

quantitative attribute of the nervous system
is brain size. Mere massofthe brain has been
considered to be a measure of the psycho-

logical capacity of related species (Rensch,

1956), but the idea that bigger brains neces-
sarily produce better adaptation to environ-
ment and greater prospects for species sur-

vival is erroneous (Horel, 1973). Brain
weight by itself has not proved to bea reli-
able indicator of psychological differences
within a species (Lashley, 1947). Despite this
negative evidence the relationship of brain
size to behavior continues to be a subject of
investigation. Rats reared in impoverished
environments behave less adaptively and
have smaller brains than genetically similar
rats reared in more stimulating conditions
(Bennett et al., 1964). Perhaps larger brains
are better after all, and the difficulty in find-
ing reliable correlations between brain size
and psychological capacities is attributable to
an uncontrolled mix of genetic and environ-
mentalvariation. Van Valen (1972) concluded
on the basis of a considerable mass of data
from diverse sources that the correlation be-
tween brain weight and IQ in humans might
be as high as 0.3. The evidence is somewhat
circumstantial, however, and better data are

neededforverification of his estimate. There
are obvious difficulties in obtaining accurate
information in this area.

In two experiments, mice have been se-

lected for high and low brain weight and

compared with an unselected control line
(Fuller and Herman, 1974; Roderick, Wi-

mer, and Wimer, 1976). In both experiments

the large-brained animals were also heavier
overall, although Fuller and Hermantried to
separate these two traits by selecting for
large or small brains relative to body size. A
number of behavioral comparisons between
the selected lines have been made (reviewed
by Roderick et al., 1976). In the earlier ex-
periments heavy-brained mice made fewer
errors in a water maze, but the interpreta-

tion of their superiority was made difficult
by a high incidence of retinal degeneration in
the low—brain weight line. Fuller and Geils
(1973) found differences between the high
and low lines in rate of development of a
numberof reflexes. Controls for maternal ef-
fects were made through outfostering and in-
fostering. The line differences were not,
however, related in any simple manner to
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brain size or rate of growth. Jensen (1977)
demonstrated better performance in shuttle-
box shock avoidance by heavy-brained mice,
but accounted for it by a difference in level
of activity rather than by a morerapid asso-
ciation of the CS with the US. In a hetero-
genousstock a moderate butreliable positive
correlation of learning with brain weight was
found even after adjusting for operant ac-
tivity level (Jensen and Fuller, 1978). A con-
servative evaluation of these data is that in-
creased brain size is associated with more
rapid early development and a small ad-
vantage in certain kinds of learning tasks.

Genetic variation in brain structure ex-

tends to internal details as well as to size.
Wimer, Wimer, and Roderick (1971) com-
paredthe ratio of hippocampal volumeto to-
tal forebrain volume in a heterogeneous
mouse stock. High values of this ratio cor-
related positively with general activity level
and with modifiability of activity by rein-
forcement. No association was found be-
tween the ratio and habituation or discrim-
ination reversal, two functions in which the
hippocampus has frequently been impli-
cated. In later articles, striking strain differ-
ences in connectivity between mossy and

pyramidal cells of the hippocampus were
shown (Barber et al., 1974; Vaughn etal.,

1977). Genetic variation in fine structure may
turn out to be a useful complementto lesion
and stimulation methods for studying brain-
behavior relationships.

The notion of a fixed standard pattern of
neuroanatomy within a species is being
eroded by genetic investigations. Lashley
and Clark (1946) sharply criticized the archi-
tectonic methodof dividing the cerebral cor-
tex into small units based on commoncell
structure and arrangement. We quote from
their account of quantitative comparisons be-
tween several specimens of macaques and
spider monkeys:“Individualvariationsin cell
size, density and arrangement (in homolo-
gous areas of different brains) exceed many
interareal differences and make quantitative
criteria, upon which the parcellations have
been carried out, unreliable.” Lashley (1947)
cites Alexanders statement, “The myelo-

architectural pattern of the normal thalamus
showsa surprising numberofindividualvari-
ations... human thalami are almostasdiffer-
ent in appearance as humanfaces.”It is rea-
sonable that variation in human thalami, like

that of humanfaces, is partly based on genes.
Family resemblances in the shape of nose,
ears, and chins are commonplace andare ac-
cepted as heritable. We cannot make direct
observations on family likenesses in thalami
and hypothalami in humans, but we can look
for genetic variation in animals.
Wahlsten (1974b) reported four types of

anomalousfiber tracts in the forebrains of six
inbred, four hybrid, and two outbredstrains

of mice. The definition of “anomalous” was a
pronounced variation from the representa-
tion in an atlas based on the C57BL/6J strain
(Sidman, Angevine, and Taber, 1971). Vari-
ants included multiple bundles of the an-
terior commissure, deficient corpus callo-
sum, stray bundles of the columns of the
fornix, and unusual fiber bundles passing
through the lateral portion of the septum.
Some of these seemed to be found sporad-
ically in all groups studied; others were re-
stricted to one or a few strains and were
transmitted to hybrids in an orderly fashion
that permitted hypotheses of their mode of
inheritance. Wahlsten (1975) also demon-
strated large differences between strains in
the rate of neural maturation based on ana-
tomical criteria. Most striking was the strong
heterotic effect manifested in F, hybrids and
the high uniformity of the hybrids irrespec-
tive of the strains from which they were de-
rived. On scale of developmental age based
on F, hybrids of a C57BL/6J x DBA/2J
cross (Wahlsten, 1974a), inbred mice at 32
days postconception (about 13.5 days post-
partum) ranged from 28.7 to 32.2 days in de-
velopmental age; F, hybrids from other
crosses ranged from 31.5 to 32.7 days on the
same scale. The difference is highly reliable.
High variability within inbred lines suggests
a strong environmental effect. The F, hy-
brids, although genetically more heteroge-
neous than an inbred strain, were less vari-
able with respect to developmentalage. Het-
erozygosis appears to favor developmental
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homeostasis. Inbreeding produces a disrup-
tion of the orderly processes of development
with a consequentretardation in attaining a
mature nervous system.

How important variation of the type re-
ported by Wahlsten and by the Wimers and
their collaborators is to behavior remains to
be demonstrated. Nonetheless, the combina-
tion of genetic, neuroanatomical, and psy-
chological techniques has the promiseofpro-
viding new insights into the biological basis
of behavioral individuality. We suspect that
the observed genetic variations in structure
are correlated with motivational and learning
processes. Confirmation of this possibility is
a task for the future.

Peripheral nervous system. Ourattention
to this point has been concentrated on genet-
ic variation in the central nervous system be-
cause of its acknowledgedrole in the integra-
tion of information from external and internal
receptors and the organization of appropriate
responses. Therole of the peripheral nerves
seems by contrast to be prosaic, being lim-
ited to conduction between the center and
the periphery. It is somewhat surprising to
find that there are highly significant differ-
ences amongsix strains of mice in the veloci-
ty of nerve impulse transmission in the
caudal nerve (Hegmann, 1972). A marked
heterotic effect favoring rapid conduction
was found in crosses between two of the
strains. Mode of inheritance of conduction
velocity was investigated in Mendelian
crosses and by parent-oftspring regression in
a heterogeneousstock. The Mendelian analy-
sis was complicated by strong heterosis and
maternal effects; parent-offspring correla-
tions showed a low heritability (Hegmann,
White, and Kater, 1973). The behavioral sig-
nificance of conduction velocity has not been
proved. It is possible that peripheral effects
are indicative of central conduction rates that
could influence the speed and accuracy of
information processing in brain and spinal
cord.

CONCLUSION

The relationships between genotype and
behavior are noncongruentbut lawful (Fuller

and Thompson, 1960). The implications of
this statement have been expressed by Fuller
(1968) in an analogy that is repeated here in a
slightly modified form:

A map ofa city andthecity itself are congruent
because one can match any point on the map with
a location in the city. In a similar way proteins
and RNA molecules are congruent with DNA, and
linkage maps of chromosomeswith the position of
mutant genes on a linear structure. As one moves

from primary gene products to phenotypesarising
from coactions and interactions of these products,
it is no longer possible to pair each phene with a
gene on a map. Yetall the characteristics of an
organism, including its behavior, are completely
dependent upon its genotype. The genotype is
replicated in each cell; without it there is no or-
ganism.

The combination of the coadaptive and
noncongruent approachesto behavior genet-
ics makesthe task of investigators in this field
more difficult. If the effect of a gene sub-
stitution on a psychophenevaries according
to the remainder of the genotype,andif that
substitution affects a variety of psycho-
phenes, then our conclusions from any par-
ticular experiment must be specific to the
subjects and variables used in it. There is
therefore some dangerthat, in the search for
causes of individual variation, behavior ge-
netics could become a catalogue of special
cases with no theory.

Although this danger is real, we are con-
fident that it will not materialize. Instead ge-
netics will make important contributions to
the development of laws of behavior that in-
tegrate biological and psychological data.
The quality of research in behavior genetics
is improving. Classical Mendelian and bio-
metric approaches are being applied to be-
havior that is more relevant to fitness in
natural situations than were some of the
older laboratory procedures. The genetics of
regulatory processes in the endocrine and
nervous systems are investigated actively.
Strain comparisons are made undera variety
of conditions rather than one standard pro-
cedure. More attention is being paid to de-
velopmental processes from a combined ge-
netic-experiential view. In short, behavior
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genetics is being assimilated into the main-

stream of psychobiological research. Switch-

ing from the typological view of a species to

the populational view can only increase our

understanding of how organisms function.

Thereis no standard fruit fly, mouse, or hu-

man; a species is an aggregate of diverse

individuals built on the same basic plan but

rarely completely identical. The principles

governing both the basic plan and theindi-
vidual variability are the concern of behavior

genetics.

In this chapter, we have attempted to fo-
cus on some major trendsin the field and to

show how these mayserve to strengthen the

bonds between psychology and biology, the

two parent disciplines of behavior genetics.

It is difficult to specify such trends exactly in
summary form. However, the following may

be listed as at least illustrative:
1. There is a growing interest in the man-

ner in which phenotypic expression of geno-
type changes with time, whether the latter

reflects repeated exposures to somesituation

or simply motivational change. Some of the
kinds of changes found mayreflect the opera-
tion of regulator genes that modulate the ex-
pression of the genes primarily underlying
the character. On the other hand, other

changes may simply reflect alterations in the
componentsof the trait as measured. Again,
the apparent fact that propensity to change
may itself be heritable raises a host of inter-
esting problems of fundamental interest to
behavior genetics.

2. A second important line of work has
been concerned with the behavioral corre-
lates of biological fitness, both in lower ani-
mals and in human beings. The concept of
fitness itself offers a fruitful link between be-
havior genetics and biology, particularly, of
course, sociobiology. It may well be that
there are numerousroutes to “success,” bio-

logical or psychological. However, even so, a
thorough explanation of the characters that
contribute to it and their genetic under-
pinnings would seem to be most worthwhile.
Coordinately, it will be important to estab-
lish how the differential distributions of fit-
ness in different groups may affect inter-

group selection. Such investigations will take

us into an analysis of “selfishness” and “altru-

ism,” characters that now figure prominently

in the writings of sociobiologists.

3. A third area of research concerns the
manner in which groups of genetically re-
lated individuals impose on each other norms

of behavior that produce varying degrees of

similarity among them. This problem per-

haps lies at the very basis of the entire na-
ture/nurture controversy. Hereditarians

have been able, by reference to Mendelian

models, to explain both the similarities and

differences that are regularly found in family
groups. Environmentalists, on the other

hand, though usually able to give ad hoc ac-
counts of similarities, have not often come

forward with explanations of radical differ-
ences. A few potentially fruitful models that
wediscussed earlier derive from the general
area of developmental social psychology. As

such, these models represent interesting
areas of contact between behavior genetics
and psychology.

4. A fourth trend is represented by the
burgeoning research on pathways, both
chemical and neural, between genotype and
phenotype. The growth in this area is clearly
due to the great advances in molecular bi-
ology and biochemical genetics that have oc-
curred during the last two decades and, com-
mensurately, to the increasing sophistication
of training of workers in the field of behavior
genetics. Though we have notdiscussed this
in the same context, analysis of the final chain
in such pathways—the behavioral—is of
equal importance. Thus there will always be
room for more precise dissection of the be-
havior being studied. This applies particular-
ly to such characters as IQ, personality, and
the mental disorders. To date, these are not

precisely defined behaviorally but only in
terms of fairly crude global assessments.
Much can be accomplished here, particular-
ly by reference to the methods of ethology
and behavior analysis.

5. A final focus of interest appears to be in
methodology. Like many areas in science,
behavior genetics has tacitly adopted certain
conventionsof design that are not necessarily
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acceptable to workers outside the field. The
twin and adoption methods are good ex-
amples. Much work using these methods
continues to be reported. However, during
the last decade, when conclusions drawn
from them have come under close public
scrutiny, fundamental questions about their
validity have been raised. It seemsironic that
scientists should have to be remindedin this
mannerof the canonsof logic. Nonetheless,
at least some of the criticisms should, in the
end, have a beneficial effect. None of us
should attempt to defend methodology thatis
weak or ambiguous.
A different aspect of methodology in be-

havior genetics relates to the directions in
which it should lead us. We contrasted be-
fore the approach taken by Jinks, Fulker, and
others as against that taken by Cattell. The
former, as primarily biometric geneticists,
opt for methodssuitable to uncovering more
and more genetic rules. Cattell, on the other
hand,as primarily a psychologist, has a much

stronger interest in the laws that govern
genotype-environment interactions. We fa-
vor Cattell’s emphasis, since it seems to open
up questions of much more direct psycho-
logical interest than does the biometric ge-
netic orientation. The latter seems to have
reached the limits of its usefulness as far as
generating genuineresearch problems.
The five trends just identified are, of

course, based largely on subjective judg-
ment. It is always difficult to estimate the
major activities that are occurring in some
field and where they will lead. The progress
of any science is not nearly as orderly as a
student reading a textbook is led to seeit.
Consequently, we acknowledge that the di-
rections that behavior genetics may take in
the next decade may be quite different from
those we have suggested. But whatis fairly
certain is that in the past two decadesa great
deal has been accomplished, and much re-
mains to be done.
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Genetic code, 27, 28
Genetic correlation, 69, 70, 81
Genetic drift, 45
Genetic equilibrium, 40, 41
Genetic heterogeneity, 36
Genetic terms

additive value, 58
allele, 17
autosome, 12

backcross, 24
Barr body, 57
breeding value, 57
codon, 28
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Genetic terms—cont'd Heritability—contd

congenic strain, 86 narrow sense, 61

coupling, 25 realized, 67, 68

degree of genetic determination, 61 regression coefficient and, 62, 63

diploid number, 12 threshold characters, 253-257

dominance, 20 twin data and, 244-248

dominance deviation, 58 Heterogenic stocks, 80, 81

epistasis, 23 Heterosis in mouseactivity, 173, 174

epistatic deviation, 59 Heterozygote advantage, 48, 49

expressivity, 37 Hoarding in mice and rats, 172, 173

F,, 20 Homosexuality, 415-418

F,, 20 family studies, 415-417

gene symbols, 17 twin studies, 417, 418

genotype, 17 Hormones; see Endocrine glands; specific glands

genotypic value, 53 Humans; see also Affective psychosis; Attitudes and

haploid number, 12 interests; Homosexuality; Intelligence; Men-

heterokaryote, 190 tal retardation; Personality; Schizophrenia

heterozygote, 17 auditory functions, 260-262

homokaryote, 190 autonomic nervous system, 273-275

homozygote, 17 central nervous system, 268-272

inducible system, 32 laterality, 274-288

locus, 15 methods of research, 225-257

mosaicism, 39 taste differences, 230, 231, 258-260

mutation, 17 visual functions, 262-268

operator gene, 33

operon, 33 ‘

overdominance, 53 Inbred strains, 47, 48

penetrance, 37 use in research, 79, 80

polygene, 50 Inbreeding, 45-48

recessivity, 20 coefficient of, 46, 47

replication, 26 effects on intelligence, 323, 324

repulsion, 25 genetic effects, 47, 48

segregation, 17 Individuality, analytic versus compositionist approaches

sex limitation, 23 to, 449

sex-linkage, 23 Instinctive behavior, 6

structural gene, 31 Intelligence

transcription, 27 adoption studies, 301-307

translation, 27 definitions of, 290-293

Genetotrophic disease, 31, 123 effects on

Genic balance, 38, 39 of age, 298, 299, 304, 305, 319-32]

Genotype-environmentcoaction, 6, 461 of birth order, 459-462

Genotype-environmentcorrelation, 9, 61, 249 of inbreeding, 323, 324

Genotype-environmentinteraction, 61, 253 of special education, 321, 322

animals, 169-172 environmental versus genetic models, 329-331

humans, 253 family correlations, 295-301

Genotype-phenotyperelationship, 472-474 population differences in, 297

Geotaxis in Drosophila, 99 family size and, 459-462

Gerbil scent marking, 33-35 fitness and, 455-457

Group selection, 450, 451 | mode of inheritance, 325-330

Guinea pig mating behavior, 203-205 pedigree studies, 293-295
regression to mean, 322, 323

H social class and, 455-457

Habitat preference, white-footed mouse, 184, 185 special abilities, 301, 309-311

Handwriting, 341 twin studies, 300, 301, 307-319

Hardy-Weinberg law, 40, 385 Intelligence tests, 291-293

Heart rate culture fairness, 300

breed differences in dog, 180

strain differences L

mice, 166 Laterality, 105, 106, 274-288

rat, 166 distribution in animals, 281, 282

twin study in humans, 275 humans, 279-286

Heritability, 4, 6, 53, 60-68, 457; see also specific kinds measurement, 276-279

of behavior mode of inheritance in humans, 232, 234, 286-288

broad sense, 60 paw preference in mice, 105, 106

classical cross and, 64 Learning ability of animals

factors affecting, 61, 62 appetitive tasks in mice, 143, 144, 148, 149

intraclass correlation and, 63-64 cognitive theories of, in rats, 137, 138
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Learning ability of animals—cont’d Methods of behavior genetics—cont’dearly experience and, 149-15] human studies—cont’descape and avoidance, 140-15]

twin-family studies, 248, 249modeofinheritance, 146-148, 445 subjectsselection for, in rats, 14]
heterogeneous stocks, 80, 81strain differences
inbred strains, 79-80mice, 143
mutant stocks, 86-88rats, 141-143
natural populations, 84, 85maze running in rats, 133-140, 444, 445 recombinant inbred Strains, 92, 93, 168, 169species differences, 132
selected lines, 81-84specificity of, 135, 136

Migration, 44, 45Left-handedness: see Laterality Mitosis, 12-14Linkage, 23-25
Mouse

activity, 59, 160-162, 167-169M
selection for, 160, 16]Manic-depressive psychosis; see Affective psychosis strain differences, 59, 161, 162Markergenes, 25

agonistic behaviorMaternal effects, 37, 38
selection for, 215, 216, 218personality, 334-337
sex differences, 217, 218temperament, animal, 169, 170 strain differences, 213-215Mating behavior in animals, 188-206 alcohol consumption, 91, 123-130birds, 199-203
sensitivity, 126, 127crickets, 196-198

audiogenic seizures, 99-104Drosophila, 99, 188-196
brainfish, 198, 199
anatomy, 471mouse, 205-206
weight, 470Mating competence

diabetes mutant, 119-121fowl, 202, 203
drug effects, 167-169guinea pig, 203-205
early experience, 150, 151mouse, 214, 215, 252, 253, 452, 453 emotionality, 161-163Mating preference

factor analysis of, 176-178cricket, 198
endocrine gland variation, 166Drosophila
ethogram, 164, 165basis, 195
food consumption, 116-12]frequency-dependent, 194, 195 hoarding, 172, 173mutant gene effects, 87, 88, 192-195 learninggeese, imprinting effect, 200, 201 appetitive task, 146, 148-15]mouse, 200, 201
avoidance, 143Mating speed in Drosophila escape, 146, 147selection for, 189, 190

mating behavior, 200, 201, 205, 206, 214, 215, 252,strain differences, 189, 190
253, 452, 453Meiosis, 14-16

memory, 144-146Memory in mice, 144-146
mutants, 36, 38, 88, 89, 106, 110, 118, 121, 164Mentalillness; see also Affective psychoses; Neurotic obesity, 118-121disorders; Schizophrenia parental care, 208, 209classification, 361, 362
paw preference, 105, 106models, 360, 361
social organization, 220-222Mental retardation, 425-434 taste preference, 90, 113, 114chromosomal anomalies, 429-434 vocalization, 90metabolic disorders
yellow mutant, 118galactosemia, 429

Multiple abstract variance analysis, 248, 249phenylketonuria, 31, 426-429 MutantsTay-Sachs disease, 429 breeding of, 86-88primary and secondary, 425-426 research uses, 86-89Metabolic errors, 30, 31 Mutation, 41, 42mental retardation and, 426-429 Mutation-selection equilibrium, 48Methods of behavior genetics
animal studies, 77-93

Ncryptic loci identification, 89-92 Natural populations, 84, 220-299human studies, 225-257 Natural selection, 44, 450-457adoption, 235-237 Nature-nurture problem, 3, 4, 473biometric analysis, 251-253 Neurotic disorders, 403-41]family studies, 230-235, 457-462 characteristics, 403-405path analysis, 249-25]
distribution, 405pedigree analysis, 226-230, 234, 235 family studies, 405-408proband method, 363
twin studies, 408-41]twin studies, 237-243

Neuroticism, 334-338
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Neurotransmitters
Quantitative characters—contd

audiogenic seizures and, 104 measurement, 52, 59, 60

strain differences in mouseactivity, 168, 169 transmission, 55-59

Nervous system
Quasicontinuous characters; see Threshold characters

albinism and, 109, 110

genetic variation in, 268-274, 470-472 R

Rabbit, nest building, 209

O
Rat

Obesity
alcohol consumption, 123, 129

mouse, 118-121
avoidance learning, 141-143, 148

rat, 117-118
early experience and learning, 150

emotionality

P
development, 174, 175

Panmixia, 40, 41
factor analysis, 176, 178

Parabiosis, 120, 121
selection for, 156-160

Paramecium, 463, 464
endocrine gland variation, 166, 167

Pathways from genes to behavior fatty mutant, 117, 118

biochemical variation, 464-467 maze learning, 133-140

endocrine variation, 467-470 memory, 145

nervous system variation, 470-472 taste, 113

in simple organisms, 463, 464 Reactivity in dog

Personality; see also Attitudes and interests; Neuroti- breed differences, 180, 181, 183

cism
modeof inheritance, 182

adoption studies, 339-340 Recombinant inbred strains, 92, 93, 168, 169

age changesin heritability, 357, 358 Recombination, 14

dimensions, 332, 333 Relationship, coefficient of, 46

family studies, 334-339 Ribonucleic acid (RNA), 27

genetic and environmental factors, 356, 357

heritability estimates, 341, 343-352, 358, 359 S

introversion-extraversion, 349-351 Saccharin preference

pedigree studies, 333 in mice, 90-92

physiological correlates, 273, 274 in rats, sex-difference, 468

twin studies, 333, 340-358 Scale transformations, 59, 60

Personality tests Schizophrenia, 363-393

Bernreuter Personality Inventory, 334, 335, 340 adoption studies, 375-377

California Psychological Inventory, 348-351, 446, characteristics, 363-365

447
distribution, 365-367

Cattell’s factors, 343-347 family studies, 367-369

Maudsley Personality Inventory, 336-338 marker genesfor, 25 .

Minnesota Multiphasic Personality Inventory, 335, modeof inheritance, 379-39

336, 347, 446, 447 mixed models, 391-393

Pharmacogenetics, 466, 467 monogenic theories, 383-388, 393

animal temperament, 167-169 polygenic theories, 388-391

audiogenic seizures, 104 phenotypicvariability, 379-383

Phenocopies, 36
postdictive studies, 377, 378

Phenotype varieties, 4-7 prospective studies, 378-379

Phenylketonuria, 31, 426-429 twin studies, 369-375

Phototaxis in Drosophila, 94-99 discordant MZ pairs, 371-375

ecological significance, 98, 99 separated pairs, 371

heritability, 97, 98 Scholastic abilities

mating behavior and, 98 family studies, 295

measurement, 95
twin studies, 310-313

mosaicism and, 96, 97 Selected lines in research, 81, 82

mutant gene effects, 95-97 Selection, 42-44, 81-84

selection for, 97, 98 activity

Pituitary gland, 118, 469 in Drosophila, 183, 184

Pleiotropy, 35, 36, 88, 89 in mouse, 160, 161

Polydipsia in mouse, 115, 116 aggression, in mouse, 215, 216

Polygenic systems, 50-52 alcohol consumption in rat, 123

Population genetics, 40-49, 449-462 alcohol sensitivity in mouse, 126

Protein synthesis, 27-30
artificial, 44

Psychophenes, 4-7, 26 avoidance learning in rat, 141

Psychosis; see Affective psychosis; Schizophrenia brain weight of mouse, 470

directional, 44

Q
drinking behavior in rat, 114

Quantitative characters
emotionality in rat, 156-160

genetic model for, 53-55 geotaxis in Drosophila, 99
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Selection—cont’d Thyroid gland, 161
index, 42 Twins
mating competence in fowl, 67, 68 analysis of twin data, 244-248
mating speed in Drosophila, 189, 190 biological characteristics, 241-243
maze learning in rats, 133-140 types, 237, 238
methods, 83, 84 zygosity diagnosis, 240, 241
natural, 44 Twin studies
phototaxis in Drosophila, 94-99 affective psychoses, 398, 399
social dominance in fowl, 210-212 alcoholism, 421-423
stabilizing, 44 attitudes and interests, 352-355

Sex determination, 16, 17 autonomic balance, 274, 275
Sex differences criminality, 411-413

affective psychosis, 395 developmentalprofiles, 320, 321
schizophrenia, 366 electroencephalogram, 268-272

Sex-linkage, 23, 24 homosexuality, 417, 418
in affective psychosis, 400, 401 intelligence, 300, 301, 307-319, 447
in color blindness, 262-266 critique of, 312, 313

Sexual isolation laterality, 283, 284
in Drosophila, 192-194 musical ability, 261
measurement, 191-192 neurotic disorders, 408-411
in mouse, 220-222 personality, 333, 340-358, 446-448

Social behaviorclassification, 187-188; see also Agonistic sampling procedures, 363
behavior; Caregiving; Mating behavior schizophrenia, 369-375

Social organization in mouse, 220-222 separated MZ pairs, 313-319, 355, 356, 371
Somatophenes, 4 visual functions, 266-268
Swine Twinning, incidence, 238-240

avoidance learning, 147
food consumption, 116 Vv

Variance, analysis of, 52
qT Variance components, genetic interpretation, 64
Taste Varitint-waddler mouse, 17-19
PTC threshold in humans, 230, 231, 258-260 Visual perception in humans, 266-268
mice, 113, 114 Vocalization

Tay-Sachs disease, 429 cricket, 196-198
Temperament, animal; see also Activity; Emotionality; mouse, 89

Reactivity
definitions, 152 x
dimensions, 175-179 X chromosome, 23, 38, 39
drug effects, 167-169
hormonal influences, 166, 167 Y
measurement, 153-155 Y chromosome, 23, 38

Tempoof reaction, human, 341, 342 aggression and, in mouse, 220
Threshold characters, 70-72

in humans, 253-257


