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The discovery of massive deposits of precious metals in America during the early modern period
caused an exogenous monetary injection to Europe’s money supply. I use this episode to identify the causal
effects of money. Using a panel of six European countries, I find that monetary expansions had a material
impact on real economic activity. The magnitudes are substantial and persist for a long time: an exogenous
10% increase in the production of precious metals in America measured relative to the European stock
leads to a front-loaded response of output and, to a lesser extent, inflation. There was a positive hump-
shaped response of real GDP, with a cumulative increase up to 0.9% six to nine years later. The evidence
suggests that this is because prices responded to monetary injections with considerable lags.
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1. INTRODUCTION

Is monetary policy capable of stimulating economies, and if so, to what degree and duration? This
question is difficult to answer empirically because monetary policy is endogenous. In this article,
I argue that early modern discoveries and production of precious metals in America can be used to
identify the macroeconomic effects of monetary shocks. Variation in the availability of precious
metals caused by the discovery of American mines of silver and gold led to exogenous monetary
variation in Europe. This historical natural experiment allows for the identification of the effects of
changes in money supply on the macroeconomy. I find significant and strong effects of monetary
injections on the real economy. A 10% increase in the production of precious metals measured
relative to the monetary stock caused real GDP in Europe to rise by a cumulative 0.9% in the
following years, with the peak effect reached six to nine years later. Prices responded to monetary
injections with considerable lags relative to nominal GDP. While nominal GDP responded to a

The editor in charge of this paper was Michèle Tertilt.
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1594 REVIEW OF ECONOMIC STUDIES

10% shock by about 1.5% six years later, the response of prices was only 0.8%. Prices increased
gradually over time, and their continued response meant that the response of real GDP declined
after year nine, producing a hump-shaped response of real GDP over time.

To reach these conclusions, I use data that spans a very long horizon (1531–1790). My results
rely on local projections (Jordà, 2005), and I find evidence for strong and long-lasting effects of
money on economic activity using three different approaches: the whole panel; country-specific
estimates; and an IV procedure. The latter also shows directly that production of precious metals
caused increases in mint output, which in turn affected the real economy. To account for the
potential endogeneity of mining activities, I show on both historical and statistical grounds that
the discovery and production of precious metals in America was exogenous to short-term variation
in the state of the European economy, and that people were unable to forecast well how much
was being imported to Europe.

My paper relates to a long-standing debate surrounding how to identify the causal effects of
monetary policy, given the two-way causality between the state of the economy and decisions
taken by monetary authorities.1 The literature on the identification problem caused by money
endogeneity goes back at least to Tobin (1970)’s criticism of Friedman and Schwartz (1963),
but the debate has not converged to a consensus. Recently, the empirical macroeconomics
literature has adopted different strategies. Some studies attempt to recover structural shocks
through a careful “narrative approach” (Romer and Romer, 1989, 2004), while others follow a
more technical approach, using recursive VARs (Christiano et al., 1999) or interest rate futures
surprises on FOMC dates as instruments (Gertler and Karadi, 2015). While many of these studies
conclude that money matters, much disagreement remains with respect to the timing, transmission
mechanism, and impact magnitude. The estimated effects on aggregate output range from
essentially zero, through moderate, to large.2 Additionally, most strategies have been criticized on
identification grounds.3 While structural VARs remain the most popular choice in the literature,
Romer (2018, p. 225) writes that they “have not found a compelling way of addressing the problem
that the Federal Reserve may be adjusting policy in response to information it has about future
economic developments that the VARs do not control for.”4

My contribution to this literature concerns a period and context different from that of today,
but with the advantage that exogeneity is warranted. I show that internal validity holds: income
and price variation in Europe was the consequence, not the cause, of the discovery and varying
levels of production in American mines. I make no external validity claims about the size or
persistence of the effects for modern economies; nevertheless, my finding that prices were sticky
and that there were strong monetary effects complements the view in macroeconomics that the
economy is reactive to monetary policy. The two closest papers to mine in the literature are

1. Empirical monetary economics suffers from a challenging identification problem: variation in the money supply
or interest rates is not exogenous to the state of the economy. Central banks respond to the state of the economy and try to
influence, as well as respond to, agents’ expectations. This joint causality leads to a fundamental identification problem
that prevents straightforward inference. Since central banks tend to pump up the monetary base during, or when they
anticipate, a recession, simple correlations can suggest that positive changes in money have no effect, or even a negative
effect, on output even if the exact opposite is true in a causal sense.

2. The first group includes Uhlig (2005) and Sims and Zha (2006); the second, Christiano et al. (1999, 2005)
and Coibion (2012); and the third, Romer and Romer (1989, 2004), Angrist and Kuersteiner (2011), Cloyne and Hürtgen
(2016), Barakchian and Crowe (2013), and Wolf (2020). See also Arias et al. (2019) and Jordà et al. (2020).

3. See, for instance, Leeper (1997), Chari et al. (2008), Stock and Watson (2018), Arias et al. (2019), and
Wolf (2020). Recent reviews of the literature on monetary policy shocks and their effects include Ramey (2016),
Stock and Watson (2017), and Nakamura and Steinsson (2018a). The latter shows that even the best evidence we have
for non-neutrality of money is fragile.

4. There is, however, a recent literature on the central bank information channel: Jarociński and Karadi (2020),
Nakamura and Steinsson (2018b), and Miranda-Agrippino and Ricco (2018).
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PALMA REAL EFFECTS OF MONETARY EXPANSIONS 1595

Velde (2009), who studies an overnight change in the money supply in eighteenth century France,
and a paper that studies what happened to the Spanish economy when maritime disasters prevented
the arrival of the Atlantic silver fleets (Brzezinski et al., 2019).

The rest of this article is organized as follows. Section 2 provides the historical background
and introduces the data, shedding light on why variation in production levels of American mines is
as-if random with respect to the state of the European economy. Section 3 identifies the effects of
additional availability of money on GDP and prices. Section 4 defends the validity of the natural
experiment on statistical grounds. Finally, Section 5 concludes.

2. HISTORICAL BACKGROUND AND DATA

In this section, I explain why the amount of precious metals produced in the Americas can be used
as a source of exogenous variation in the European money stock. In what follows, I first explain
the nature of the commodity money system in early modern Europe and how it was affected by
the arrival of precious metals from the colonies. I then describe the nature of the mining pursuits
in America and argue on historical grounds that annual variation in precious metals production
was exogenous to the state of the European economy. I then give details on the data to be used in
the next sections of the paper.

2.1. The early modern commodity money system

The early modern monetary system was a commodity money system. Precious metals, chiefly
silver and gold, were a required input for the production of coinage.5 In general, circulation was
by tale within national boundaries, though in the case of gold and silver coins (but not copper)
there was a large component of intrinsic value.6 There were no central banks in the modern sense,
but there was a form of monetary policy: within limits, the monetary authority controlled the rate
at which private agents could transform precious metals into currency.

The availability of precious metals hence mattered for how much new coin was minted. Challis
(1992, p. 431), for instance, argues that “it was not unknown for the Mint to have to strike more in a
single year than it had in the previous five ... but these variations were outside of the Mint’s control
since it depended entirely on what importers chose to deliver to it for coining, on windfalls of
captured treasure, and on decisions by the government.” The latter in turn depended at least in part
on the government’s perception of the availability of precious metals. Money was produced under
a free minting system: anyone could bring any quantity of silver or gold to the mint and receive
in return coins (Redish, 2000; Sargent and Velde, 2002). Mints were run by private entrepreneurs
to whom the ruler leased this right. They charged about 5% in brassage (the costs of minting)
and seigniorage — though in England, these were not charged after 1666 (Challis, 1992, pp. 338,
351, 745–746).

Other means of exchange existed, but their importance should not be exaggerated for the early
modern period. Less liquid than coin but also functionally money, these included forms of “inside
money” such as bills of exchange and banknotes. Table 1 illustrates the case of England, by 1700

5. I am here referring to legal tender coinage alone, rather than money more broadly. Coins based on copper, whether
provided by governments or private parties, were akin to fiat money, but could only be used for small transactions; see,
for instance, Sargent and Velde (2002).

6. The nominal or face value of coinage which defined its purchasing power differed from the intrinsic value of
coins. In the countries under consideration here, coins typically circulated by tale, not by weight, so the face value was
above the market value of the metals, should they be melted (and of course, this kept them in circulation). But the value
of silver or gold coins was usually close to intrinsic value (Karaman et al., 2020).
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1596 REVIEW OF ECONOMIC STUDIES

TABLE 1
Estimates for the components of English nominal money supply. Unit: millions of £.

Sources: Mayhew (2013), Capie (2004), and Cameron (1967). The category “other means of payment” includes
Cameron’s £6m in government tallies plus £2m in inland bills in 1688 and £3.1m in deposits in private banks in 1750.

1600 1688 1700 1750 1750 1790
(Mayhew) (Cameron) (Capie) (Cameron) (Capie) (Capie)

Coin 3.5 10 7 15 18 44
Bank of England notes 0 0 1.5 4.3 4 8
Other notes (country banknotes) 0 0 0 0.7 1 4
Bank balances at the bank of England 0 0 0 1.9 n/a n/a
Other means of payment 1 10 n/a 18.1 n/a n/a
Total (M2) 4.5 20 >8.5 40 >23 >56

arguably the most advanced economy in the sample. Even there, coin retained central importance
throughout the early modern period, especially considering that until 1797, banknotes and most
other means of payment were only available in large denominations (O’Brien and Palma, 2020).
In continental Europe, coin generally played an even more important role: as late as the 1860s,
“on the continent … specie accounted for somewhere between one-half and three-quarters of the
money supply” (Flandreau, 2004, p. 3).7 Inside money was endogenous and complemented the
more liquid and widely accepted bullion-based currency (Nightingale, 1990). They were not a
substitute for coin over the long term because of credibility constraints (Palma, 2018b).

Although the supply of precious metals was inelastic, and precious metals were a critical
input in the production of money, it was nonetheless true that, as today, the total quantity of
money was potentially endogenous to the state of the economy. This was because the decision
of the monetary authority to engage in forms of monetary manipulation such as debasements
were responses to macroeconomic and political conditions. But there were binding constraints
to these actions (Palma, 2018b) and hence the shortage of precious metals that characterized
much of fifteenth century Europe had negative implications for the total amount of liquidity in
the economy (Nightingale, 1990). The situation was about to change with the discovery of vast
amounts of gold and silver in the Americas.

2.2. The determinants of American precious metals production

The key identification assumption in this paper is that the discovery and production of precious
metals in America was exogenous to short-term variation of the state of the European economy. I
now show that it is reasonable to assume this from a historical point of view. In Section 4 below,
I additionally defend this assumption statistically, using weather shocks as an instrument for the
state of the European economy.

The New World was the primary source of precious metals production in the world during the
early modern period (Barret, 1990). Figure 1 shows the location and mining quantities across the
Americas. The mines were privately owned and operated (Hamilton, 1934, p. 15).8 The Spanish
and Portuguese Crowns received only a percentage of the overall value of production in the form
of taxes.9 In the words of Irigoin (2018, p. 276), “at least 70% of the treasure imports to Spain

7. In Spain, even as late as 1875 gold and silver coins still made up 85% of the Spanish money supply
(Tortella and Ruiz, 2013, p. 78).

8. See also Elliott (2006, p. 93), Bakewell (1971, p. 181), and Boxer (1962, p. 52).
9. This corresponded to either 1/10 in Mexico (and in Peru after the 1720s) or 1/5 (in Peru prior to the 1720s,

and in Brazil; though during 1735–51, in Brazil taxes were paid depending on the number of slaves, but then reverted to
one-fifth again). Additionally, one could add occasional Crown-sequestered property and forced loans on arrival; the latter
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PALMA REAL EFFECTS OF MONETARY EXPANSIONS 1597

TABLE 2
Bullion stocks and flows in Europe (in tonnes, i.e. metric tons).

Sources: Stocks from Velde and Weber (2000, p. 1230) and Palma (2019, p. 3). Flows from Morineau (2009, p. 570).
Bimetallic ratios from Barret (1990, p. 238).

Fine silver Gold Gold, silver-equivalent Total, silver-equivalent

Initial stock, World (1492) 3,600 297 3,267 6,867
Initial stock, Europe (1492) 828 68 751 1,579

Imports to Europe
1500–1600 7,500 150 1,650 9,150
1600–1700 26,168 158 2,212 28,380
1700–1800 39,157 1,400 21,000 60,157

Total imports 72,825 1,708 24,862 97,687

was made of privately owned silver.” The enormous quantities imported to Europe dwarfed the
initially available stocks (Table 2).10 Much of the overall early modern production occurred in
Mexico. Potosí (located in modern Bolívia) and other areas of the Spanish viceroyalty of Peru
also mattered considerably, especially from the mid-sixteenth to the mid-seventeenth century
(TePaske, 2010).11 Overall, Mexico and Peru were responsible for over 99% of the production of
silver in the whole of the American continent during the early modern period. In turn, Brazil was
responsible for most of the production of gold, though gold production also surged in eighteenth-
century Mexico. But the history of mining up to the eighteenth century was overwhelmingly one
of silver (Figure 2), despite Christopher Columbus’s early obsession with searching for gold –
and the early success of finding moderate quantities in the Caribbean (Vilar, 2011).

Mining output in the Americas was exogenous to the European economy, as it depended
on the discovery of new mines, many of which were extremely productive by comparison with
their European counterparts. Prior to the discovery of the American continent, the European
economy was characterized by a dearth of silver and gold, and mining in Europe may have been
endogenous to the European economy. The silver mines of central Europe (mainly in Saxony,
Bohemia, and Hungary), had reopened in the fourteenth century in response to demand. They
became uncompetitive towards the mid-sixteenth century once precious metals from Potosí and
the rest of America increasingly became available. The situation improved with the start of
mining operations in the Americas; within decades, the initial stock of precious metals available
in Europe was dwarfed by imports from the colonies. Mining in the Americas was different from
that in Europe: faced with the possibility of finding a new mountain of silver or gold, spot prices
for precious metals mattered little in inducing additional search or mining intensity effort. The
decisions were instead based on constraints such as access to capital and the feasibility of entering
unknown territories under reasonable conditions of security and health (Bacci, 2010).

The history of the European colonization of Latin America is largely a history of the search
for sources of precious metals. Over and over again, explorers searched—usually in vain—for
multiple El Dorados. But there is little to suggest that investors or explorers decided to go ahead or
cancel an expedition based on short-term variation in the macroeconomic conditions of European

were usually paid back, though not necessarily in time or at market interest rates. Still, all considered, we can consider
30% as an upper bound for what belonged to the state.

10. Table 2 shows the quantities imported to Europe, ignoring those which stayed in the Americas or which were
exported directly from America to Asia through the Pacific, although the latter also had important consequences for
European economies by stimulating trade with Asia (Palma and Silva, 2016). Notice also that the bulk of the value of
the early modern Atlantic imports consisted of precious metals, with other colonial goods such as sugar playing a much
more marginal role (Brzezinski et al., 2019).

11. The same is still true, though to a slightly lesser degree, if precious metals are measured in real value terms.
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Figure 1

Location of the mines, initial date of records and mining quantities. Source for the underlying data: TePaske (2010).

economies. Explorations were a risky investment with high sunk and fixed costs, but low variable
costs. Under this scenario, variation in success of exploration, as well as technological innovations,
will lead to exogenous variation in precious metal production. This was never a decision on the
margin. It was impossible to know in advance where precious metals might exist, even when some
characteristics associated with the presence of precious metals were known, such as high altitudes
or mountains. Explorers could and did ask the natives, but more often than not the result was
disappointing. The relatively late discovery of the rich gold mines of Brazil in the late seventeenth
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Figure 2

Gold and silver production in the Americas. Sources: TePaske (2010) and Jara (1966); bimetallic ratios from Barret

(1990, p. 238).

century is illustrative. Speculation about the possibility of silver or gold mines existing in the
interior had been going on for about two centuries before any were found. By 1677, the former
governor of Rio de Janeiro testified to the national authorities (Conselho Ultramarino) that no
gold existed in Brazil (Figueiredo, 2012, p. 64, 234). Explorers had been nearby in the previous
century and even as recently as 1674–82 (Boxer, 1962, pp. 35–36). The accidental nature of the
discovery of precious metals is repeatedly mentioned in the historical literature.12 All available
evidence suggests that the timing of gold discoveries was not anticipated.13

The mining intensity decisions were also exogenous to the state of the European economy,
because the intensity of mining was driven by availability of technology and local cost conditions,
not demand. Once a rich mine was found and fixed costs were paid, for a long time the value
was well above the cost of operation, and price variations would have been insufficient to
induce changes in the intensity of mining. In the short term, due to capital, entrepreneurial,
and physical constraints, the marginal cost was increasing with output, implying that mines did
not get exhausted at once.14 Furthermore, while today most mining operations are run by large
corporations such as Rio Tinto, in colonial America mines were managed by individuals who
faced a short life expectancy and who faced more uncertain property rights. They were hence

12. See, for instance, Bakewell (1971, p. 7) or Boxer (1962, pp. 254–256).
13. Placebo tests discussed below confirm this empirically: future mining does not affect current GDP.
14. Costs dictated mining intensity, since compared with them, the price which dictates revenue was of second

order. This is analogous to modern mining operations in developing countries, for which “operations are expensive to set
up and it only makes sense to stop digging if prices fall below variable costs” (The Economist, 2013).
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likely to operate with a shorter-term planning horizon. This is confirmed by narrative evidence
(TePaske, 2010, pp. 32–36), and illustrated by the fact that following the discovery of a new mine
most of the quantities tended to be extracted in the first few decades. While there were major
mines that took decades to exhaust, in other cases “mining camps were likely to appear suddenly,
to flourish briefly, and to vanish overnight” (Boxer, 1962, p. 269).

Local case studies suggest that the timing of different quantities of production was dictated
by local production costs, themselves a function of the available technology at a given moment,
local administrative conditions, and the supply of mercury.15 Mining production was not driven
by short-term price fluctuations or economic conditions in Europe. Mines were most productive
in the first few years after being discovered, unless technical progress later took place. For
example, after the approximately simultaneous discovery of important Mexican and Peruvian
silver mines in 1545–6, the richest veins were exploited first, following the ancient Native
American technology known as the guaira technique. In the well-known Potosí mine, for example,
technical progress existed but it was slow; and by the mid-1560s production was in clear decline
following the depletion of the richest surface ores. The exploration of underground ores required
more advanced technology combined with a substantial investment (Gardner, 1988, p. 909).
Technical and organizational change then took place; following the visit of the Viceroy Francisco
de Toledo during 1570–72, the mercury amalgamation process was introduced to Potosí between
1571 and 1576 (it had been invented a few years before), together with the mita system of forced
labour, to which a percentage of Native Americans had to provide. Both of these factors led to
an upsurge in the productivity of mines (Figure 3); see also Bakewell (1977, p. 75) and (Vilar,
2011, pp. 121–122).16 However, it is important to realize that “[w]ithout the capacity to refine
poor ores that amalgamation gave to Potosí, enlarging the labour force would have been of little
use” (Bakewell, 1977, p. 58). Hence, the factors which determined variation in annual production
levels were unrelated to variation in European demand.

In sum, the historical evidence suggests that local production levels did not depend on short-
term variation in the price of precious metals or the state of the European economy. New
discoveries of precious metals deposits led to a usually hump-shaped production cycle pattern
whereby initially the richest veins were explored, followed by diminishing returns occasionally
interrupted by technological change or other factors.17

2.3. Data

The period covered in this study is 1531–1790, and the panel is balanced. The dependent variables
are nominal GDP, the price level, and real GDP. The main independent variable is the value of
precious metal production in America, as a share of the European stock.18 Six countries are

15. Mercury was normally duly provided, and stocks were held to meet future demand (Bakewell, 1971, p. 155).
16. The productivity of PotosÃ declined later, as shown in The Appendix Figure A1. For the case of Brazil see

(TePaske, 2010, p. 47). As a general rule, the introduction of new mining techniques that raised mining productivity could
lead to exceptions to the general rule that most of the quantities were extracted in the decades following the discovery of
each mine. The application to the Potosí mines of the mercury amalgamation (patio) process to extract silver from ore is
an example of this, and one that supports the argument that the timing of the decision was not based on the state of the
European economy, but instead on local conditions in America.

17. Other factors included variation over time in access to slaves and in the integration of the different parts of the
colonial economies, in particular, the farming, grazing, and mining sectors. For a review of the important case of New
Granada, see TePaske (2010, pp. 38–39). Occasional warfare with the natives was also a factor that generated annual
variation in production levels (Bakewell, 1971, p. 27).

18. Using coinage from mint output data for the numerator is not an option since such data would have to cover
coinage in Europe as well as the Americas, leading to identification problems. Additionally, it includes reminting, leading
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Figure 3

Potosí silver output around the time of the introduction of the amalgamation process. Source: TePaske (2010).

included in the panel: England, Holland, Italy, Spain, Portugal, and Germany.19 Nominal GDP,
prices, and real GDP are shown in Figures 4, 5, and 6. I discuss the sources and construction
methodologies in some detail below. The starting date for my sample is determined by data
availability: the precious metals output data begins systematically from 1531 (TePaske, 2010; Jara,
1966).20 It would also not be possible to go much further back in time because earlier there would

to double-counting problems that are difficult to correct for. The existing data are also very incomplete. For example,
in America several mints were used as military barracks and jails during the early nineteenth century, leading to the
destruction of earlier records: “For the first 150 years of the casa de moneda in Mexico, reliable data on coinage are
simply not available” (TePaske, 2010, pp. 229, 247). Partial data on arrivals to Europe is available, but in addition to
being endogenous to conditions in Europe, imported quantities are not always available at the annual level plus there
is much controversy about the precise quantities and timings, in part due to an additional layer of smuggling and tax-
avoidance (Hamilton, 1934; Gonzalez, 1996; Morineau, 2009; Costa et al., 2013). All things considered, annual American
production is the best option for an exogenous source of variation for money in Europe, even if not all of that production
arrived to Europe.

19. I follow the convention of using modern borders even though some of these countries did not yet exist politically
as such. Additionally, in the case of Italy the available data corresponds to north and central Italy only.

20. The underlying source is fiscal: tax records kept by the colonial treasury offices (Elliott, 2006, p. 139). They
are certainly not perfect. The ledgers did not always follow a January–December calendar (this has been corrected when
possible), and missing documents can lead to partial gaps in some of the underlying regional series (I used interpolations
when needed). I was guided by the principle that I am here estimating a lower bound to the true quantities mined, because
of incomplete records and fraud. There were several monitoring mechanisms against tax evasion in place, however, and
severe penalties for those caught, including death (Hamilton, 1934, p. 17). Smuggling rates are sometimes observable in
the case of shipwrecks and estimated to be about 20% of the total values (Marx, 1987, p. 26).
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1602 REVIEW OF ECONOMIC STUDIES

Figure 4

Nominal GDP. Sources: see text.

be little variation in the annual production levels for precious metals in the Americas.21 Most silver
and gold arrived in Europe already minted, and I observe production at the moment taxes were paid,
which was often also when coins were minted; they would then be ready to be shipped overseas at
short notice. As for the final date, 1790, it is determined by two considerations. First, coin became
relatively less important as a percentage of the money supply of some European countries around
that time, initially in England, but then also progressively elsewhere (O’Brien and Palma, 2020).
Second, after the late eighteenth century, the start of modern economic growth in some of the
countries in the sample would lead to non-stationarity in the GDP series (even after the inclusion
of linear and quadratic trends) and confounding problems. My main specification uses a log
transformation of the dependent variables and controls for linear and quadratic trends, which
make the data stationary, as shown in Figures A2–A4 of the Supplementary Appendix.22

21. The book by TePaske (2010) has the most complete quantification of the annual output of the production of
gold and silver in the Americas, and it is the main source that I rely on for the construction of my series. As it was
left unfinished at the time of the author’s death, for some cases the totals given in the book do not precisely match the
summation of annual outputs even within each region given in the book. I have corrected this as best as I could, assuming
that the output for individual treasuries is the most updated data while cross-checking with alternative sources such as
(Vilar, 2011). Additionally, TePaske (2010) only gives annual data from 1559 for Mexico and 1545 for Peru. Hence,
for silver in the latter region I rely on (Jara, 1963, 1966) for 1531–44, who does give annual production, albeit only for
a small number of treasuries. The latter sources in fact goes beyond production in the conventional sense of quantities
mined as it includes looted treasure which took the form of non-monetary metals that had been gathered by the natives
prior to the Conquest.

22. Another reason to stop in 1790 is that the French revolutionary and Napoleonic wars combined with the rise of
paper money led to inflationary experiences with fiscal origins in several countries during the 1790s, events which were
not directly related to the production of precious metals in American mines (Sargent and Velde, 1995).
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PALMA REAL EFFECTS OF MONETARY EXPANSIONS 1603

Figure 5

Price level. Sources: see text.

I use the 1531–1700 period for the baseline estimates, because gold becomes a large share of
total production during the eighteenth century, as Figure 7 shows. The importance of gold during
the eighteenth century leads to increased attenuation bias, because I have annual estimates only
for production of silver, while I have annualized the gold data from data which is only available
at 10-year intervals.23 My results still hold if the full sample until 1790 is used, but the magnitude
of the effect becomes smaller, as one would expect from the bias of the coefficients towards zero
under the assumption of an additive measurement error. Overall, my dataset is considerably larger
than the datasets typically used in the empirical macroeconomics literature that aims to identify
the effect of monetary shocks. The construction of such an extended dataset was made possible by
the fact that, in the last decade, economic historians have reconstructed GDP at the annual level
for several pre-modern economies. Since the availability of annual GDP data for this period may
seem surprising, I discuss below how this data has been constructed. I provide only a summary
in the main text, but give more details in the Supplementary Appendix.

Construction of the causal variable. As mentioned, the causal variable is the American
production of precious metals in a given year as a share of the European stock of precious metals.24

In the case of silver production, all data corresponds to the annual value of production, with the
exception of a few short periods for some treasuries for which I am forced to use interpolations

23. An additional reason is that smuggling with the purpose of tax avoidance was higher in the case of gold, given
that its lower physical volume per value made it is easier to hide (Boxer, 1962, pp. 200–201).

24. I subtract the silver that was lost in shipwrecks that occurred in the Atlantic using the dataset from
Brzezinski et al. (2019). I assume that the silver was lost one year after production, whereby I also add any salvaged
silver back in that year. The shipwrecks are limited to Atlantic losses, and I exclude silver lost in maritime disasters that
happened in the context of piracy or naval combat, which could be endogenous (and because most of such silver lost by
Spain in this context found its way to Western Europe anyway).
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Figure 6

Real GDP. Sources: see text.

or the annualized values of averages due to lack of annual data (this corresponds to some loss of
high-frequency variation in the independent variable, leading to attenuation bias). The sources
are TePaske (2010) and Jara (1966). To the best of my knowledge, unlike in the case of silver no
annual production figures for gold exist except for a small number of treasuries in sixteenth century
Peru. I hence use ten-year averages taken from TePaske’s compilation of sources. I translated gold
kilograms to silver using their relative price (Barret, 1990, p. 238).

I have built the European stock of precious metals as follows. I start with the 1492 world stock
given by Velde and Weber (2000, p. 1230). I then calculate the European share using both per
capita incomes and population from the most recent Maddison Project dataset (Bolt et al., 2018).25

This procedure leads to the initial European stock. I then add annually the new world production
while subtracting exports to Asia as well as what was lost at sea or stayed in the Americas.26

I also apply an annual 1% depreciation rate, as is commonly done in money stock estimation
studies.27 European production is assumed to have been zero, which is a good approximation
historically (see Figure A5 in the Supplementary Appendix).28 The resulting measure is shown
in Figure 8, which corresponds to the causal variable of interest. Note the initial peak: it is correct,

25. In the case of the baseline European initial stock, it is calculated as 23% of the Velde-Weber figure, using the
European share of global output in PPPs from the Maddison Project; see Brzezinski et al. (2019) and Palma (2019) for
details.

26. As with the flows, I convert gold values into silver by using the bimetallic ratio from Barret (1990, p. 238).
27. See Brzezinski et al. (2019, p. 4) for details about the procedure. Velde and Weber (2000) use the same

depreciation rate for the period prior to their end date of 1492; this rate captures not only physical depreciation but
also coins lost in daily usage.

28. My procedure has a similar trend to the only other attempt I know of to build this stock, Morineau (2009, pp.
581–583), who gives an estimate at 10-year intervals.
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PALMA REAL EFFECTS OF MONETARY EXPANSIONS 1605

Figure 7

Relative amounts of gold production and silver production. Sources: TePaske (2010) and Jara (1966).

since production of precious metals in the Americas increased dramatically from the 1540s, and
hence so did its value relative to the European stock. As Hamilton (1934, p. vii) wrote, “No
other period in history has witnessed so great a proportional increase in the production of the
precious metals as occurred in the wake of the Mexican and Peruvian conquests.” However, once
the European stock rose over time, the annual production of precious metals became smaller
relative to the denominator from the late sixteenth century. It would again increase in the 1700s
with the new inflows of Brazilian and Mexican production, generating a second peak around the
mid-eighteenth century. The sudden downward peaks in the figure are due to shipwrecks.

Outcome variables. I now briefly describe how pre-modern GDPs (and prices) have been
built in the historical national accounts literature.29 Annual prices have been collected from
surviving account books which exist in national and regional archives (Palma, 2020). Two GDP
reconstruction methods have been used. The most accurate, but also more demanding in terms
of underlying data, is the supply-side approach which has been used to reconstruct the GDP of
England (Broadberry et al., 2015a) and Holland (van Zanden and van Leeuwen, 2012). For these
countries, it is possible to calculate the different yearly components of output at current prices,
which are then aggregated and transformed into real values by using a price index. For instance,
Broadberry et al. (2015a) use, for agriculture, yearly data on agricultural land output, taking into
account crop and livestock production. For industrial production, they aggregate the output of
industries such as tin, coal, textiles, and wool. For services (broken down into government services,
commercial and financial services, and domestic and personal services), they use individual series

29. For further details, see the Supplementary Appendix.
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Figure 8

Production of precious metals in America measured relative to the stock of metals in Europe. The series is adjusted for

losses of metals caused by shipwrecks (leading to the visible downward peaks), using data from Brzezinski et al.

(2019). Sources: see text.

when available and proxies when not. Hence, for both agriculture and industry (and to a lesser
degree services), prices and quantities are observed directly for every year.

For countries with less available data, the alternative is a more indirect, consumption/demand-
based method. The countries for which such estimates now exist, going back to the sixteenth
century or before, include Italy, Germany, Spain, and Portugal.30 This method first produces an
estimate for agricultural income, using real wages (Deaton and Muellbauer, 1980; Wrigley, 2014).
Agricultural GDP is calculated in this standard way across these studies; then three alternative
methods have been used to estimate the other sectors of each of these economies, finally leading
to GDP (see the Supplementary Appendix for details). Several studies have confirmed that output
and demand-based GDP reconstructions tend to be consistent with each other.31

30. Malanima (2011), Pfister (2020), Álvarez-Nogal and Prados de la Escosura (2013),
Álvarez-Nogal and Prados de la Escosura (2017), and Palma and Reis (2019). In the case of Portugal, the method
also uses some output-level data, technically making the resulting series a hybrid of demand and supply methods. In the
case of Spain, a more recent estimate of agricultural output from the supply side has confirmed the overall pattern of
the demand-based estimates (Álvarez-Nogal et al., 2016). Finally, for Germany I have relied on the unpublished GDP
data of (Pfister, 2020), but the results are similar if instead I use real wages multiplied by population as proxy for GDP
(Pfister, 2017).

31. For example, Palma and Reis (2019, p. 498) show that these alternative methods lead to similar results for the
case of Portugal. See also Broadberry et al. (2015a, pp. 120–124), Broadberry et al. (2015b, p. 65), Álvarez-Nogal et al.
(2016).
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PALMA REAL EFFECTS OF MONETARY EXPANSIONS 1607

3. EMPIRICAL IMPLEMENTATION AND IDENTIFICATION STRATEGY

The main contribution of this article is to use a novel source of exogenous variation in European
money supply: the production of precious metals in the Americas. As previously mentioned, in
order to take into account the rising amount of precious metals available to Europe, I define
the shock as the production of precious metals in America measured relative to Europe’s stock.
Since the shock is common to every country, the identification is not coming from different
cross-sectional exposure, but from time-variation in the shock. Given that these were integrated
economies, the shocks will have affected them all, even if possibly with different timings.32

Starting with panel data results, I estimate independently separate equations for nominal
GDP, the price level, and real GDP, using the Jordà (2005) local projections method. As long as
variation in the independent variable was indeed exogenous, the estimated parameters identify
reduced-form causal effects, hence an explicit system of equations is not required.33 I then show
country-specific estimates, followed by an IV strategy that specifically looks at the mechanism
running from production of metals to mint output and then to GDP. I argue that the main mechanism
at operation is a liquidity effect (rather than a wealth effect), and I test this using money supply
data for England, the only country for which such data is available at annual level for the baseline
period which I consider.

3.1. Baseline results for a panel of European countries

My econometric specification follows Jordà (2005)’s local projection methodology. For each time
horizon h, I estimate the following equation:

ln(yi,t+h)−ln(yi,t−1)=αi,h +βh ln(st)+ψhxi,t +ui,t+h. (3.1)

The outcome variable is the difference between the natural logarithm of y at time period t+h
less its value at period t−1, where y is alternatively defined as nominal GDP, the price level,
or real GDP. The main independent variable is st , the production of precious metals in America
measured relative to the stock of metals in Europe. The vector xi,t comprises country-specific
controls, including linear and quadratic trends, weather controls34, an indicator on whether a
country is at war with Spain (Clodfelter, 2008)35, as well as lags of these control variables and
of ln(yi,t).36 αi,h are horizon and country-specific fixed effects, while ui,t+h is a horizon-specific
error term.

The local projection method proceeds by estimating a separate regression for each horizon
h. I consider a 12-year window, such that h runs from 0 to 12, but the results also hold for

32. Exactly how integrated these economies were depends on the exact definition and metric used to measure
integration (Federico, 2011). They were not as integrated as today (especially the labour markets but also with respect to
bulk trade) but all of these economies traded with each other.

33. Since the shocks are structural they will not, up to a random error (asymptotically), be correlated with other
variables that influence output.

34. I use air temperature, based on Anderson et al. (2017)’s treatment of the Guiot and Corona (2010) dataset. I
chose the temperature at the capital city of each of the countries in my database. In the case of Germany and Italy, which
did not yet exist as modern political entities, I use Berlin and Genoa; the choice of the latter is justified by the previously
noted fact that Malanima (2011)’s GDP for Italy is based on data for north and central Italy only.

35. I classified England as not at war with Spain during 1630–48 (Cottington treaty) and the Dutch Republic as
at war with Spain during the Eighty Years’ War (Dutch War of Independence, 1568–1648). In any case, my results are
robust to alternative classifications in this variable.

36. The exact set of variables and lags included in each specification is indicated below each figure. Notice that the
criticism of Nickell (1981) only applies to short panels (the inconsistency is of order 1/T , so when T is large, as is the
case here, there is no need to use a dynamic panel).
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Figure 9

Impulse response of nominal GDP, the price level, and real GDP to a contemporaneous 1% increase in precious metals

relative to stock (1531–1700), calculated using the Jordà (2005) local projection method. Country fixed effects are

included, and standard errors are clustered by country to control for correlation in the error term across years. One

standard deviation, 90% and 95% confidence intervals are shown. The regressions control for four lags of the dependent

variable, country-specific linear and quadratic trends, contemporaneous and four lags of temperature, and a dummy

variable indicating whether a country is at war with Spain in a given year. For robustness checks with different lag

lengths and control variables, see Supplementary Appendix Figures A8–A15. Sources: see text.

longer horizons.37 The coefficients of interest are βh for each horizon h. These capture the impact
between t+h and t−1 on the dependent variable of a 1% increase in the production of precious
metals (relative to the stock of metals in Europe). Hence, β0 shows the initial impact of precious
metals on the growth in the dependent variable, ln(yi,t)−ln(yi,t−1); β1 shows the impact on the
growth between periods t+1 and t−1, ln(yi,t+1)−ln(yi,t−1); and so on.

Figure 9 shows the estimated impulse response function for real GDP, nominal GDP and the
deflator, alongside 1 s.d., 90% and 95% confidence intervals, for the baseline period 1531–1700.38

Nominal GDP is affected by an increase in precious metals on impact, and the overall effect of
the monetary shock is increasing at a decreasing rate over time. On the other hand, the price level
response is weaker. Note that the point-estimate response of nominal GDP exceeds that of the
price level in each time period. This explains the positive and significant response of real GDP,
as also shown in Figure 9. The growth of real GDP is gradual, and has a peak effect around years
six to nine: A 10% increase in precious metals production relative to their stock at time t leads to

37. However, the exact effects on real GDP become harder to identify precisely due to the tendency of confidence
intervals to grow for longer horizons. For a horizon of 20, see Figure A6 in the Supplementary Appendix.

38. Standard errors are robust and clustered by country to control for within-country correlation in the error term
across time. Note that I adopt a conservative approach by allowing arbitrary correlations in the error term, instead of
using a HAC-based adjustment. Often, macro empirical papers do not show 95% confidence intervals; in this too I have
been more conservative. Additionally, my results are similar when using a two-way cluster specification, as I show in
Figure A7 in the Supplementary Appendix.
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PALMA REAL EFFECTS OF MONETARY EXPANSIONS 1609

an increase in real GDP of approximately 0.9% by year t+9. After this peak, the (point estimate)
effect of the monetary shock on real GDP diminishes, as the price level rise increases in intensity.

The fourth (lower-right) panel in Figure 9 shows that the European money stock increases by
between 0.01% and 0.02% to a 1% increase in the shock variable (precious metals production
relative to the stock) over a horizon of 1–10 years. Note that the annual production of precious
metals usually corresponds to about 1.5% of the European stock, as shown in Figure 8. Thus, it
is intuitive that a 1% increase in the shock variable translates into approximately a 1%∗1.5%=

0.015% increase in the European money stock.39

Neither the selection of control variables (including adding lags of the shock) nor the choice
of lag lengths for the dependent variable drive the qualitative results (see Figures A8–A15 in the
Supplementary Appendix). In this and the following two paragraphs, I refer to additional results
which consider alternatives to the baseline sample. Figure A16 in the Supplementary Appendix
shows the main results when using the entire period 1531–1790. As discussed above, the data for
gold production in the eighteenth century is only available at 10-year intervals, so the inclusion of
the eighteenth century leads to attenuation bias, as gold then gains a much larger share of the total
value of production of precious metals. As expected, the response of real GDP is smaller when
incorporating the entire period into the analysis. Nevertheless, the results remain qualitatively
similar: the response of nominal GDP initially exceeds the response of the price level, while real
GDP has a similar hump-shaped response, albeit of smaller magnitude.

Another possibility is to express nominal GDP and prices in silver rather than monetary units,
controlling for changes in the silver content of the unit of account of individual countries.40 While
some of the rise in prices over the early modern period can be explained by debasements, I do
not to control for this in the baseline specification due to the possibility that such changes were
endogenous to the arrival of precious metals from America. In the Supplementary Appendix,
Figure A17 shows the results until 1700 and Figure A18 until 1790. The results are similar to the
baseline results, which suggests that there was no systematic endogenous response of debasements
to the arrival of metals, confirming a similar argument made by Brzezinski et al. (2019).

In a final alternative, I do not adjust the production of metals in the Americas to shipwrecks of
the silver fleets that occurred in the Atlantic. The results, shown in Figure A19 and Figure A20
of the Supplementary Appendix, are qualitatively similar to the baseline results. The results also
remain similar when shipwrecks-adjustments are made in alternative ways (see Figures A21–A24
in the Supplementary Appendix).

3.2. Was there a heterogeneous response for different countries?

I have so far maintained that the annual production of precious metals in America was exogenous
to the state of the European economy as a whole, an assumption which I defend in detail in Section
4. This assumption is compatible with the possibilities that once extracted, different amounts went

39. The baseline results can therefore be understood relative to an increase in the European stock: after 6 years, for
example, a 10% increase in the precious metals relative to the money stock corresponds to an exogenous 0.21% increase
in the European stock, which increases real GDP by around 0.9%. Notice, however, that this is the stock that applies to
Europe as a whole, hence the percentage increase in the money stock in this sample of six countries, which include Spain
and Portugal, would be larger than 0.21%.

40. For this I rely on the Karaman et al. (2020) dataset, with two exceptions. German currencies are not included,
so I rely on Allen (2001)’s series for Leipzig, who in turn relies on Elsas (1940). For Italy I rely on Malanima (2002,
p. 409)’s series for Florence, which has a closer correspondence to the sources used by Malanima (2011) to reconstruct
GDP than the series for Venice used by Karaman et al. (2020). In some cases the authors of the national income series
already provided their price indexes in silver units. For these cases, I conducted the reverse operation in order to recover
the price indexes in monetary units which I use in the baseline analysis.
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1610 REVIEW OF ECONOMIC STUDIES

to different countries (McCloskey and Zecher, 1976), and had heterogeneous effects. To test for
heterogeneity of responses across countries, I run a series of country-specific regressions using
the following specification for each country:

ln(yt+h)−ln(yt−1)=αc
h +βc

h ln(st)+ψc

h
xt +uc

t+h, (3.2)

where, as before, the left-hand side is the log-change in the outcome variable of interest across
horizon h; αc

h is a horizon-specific constant term; st is the shock variable; xt is a vector of control
variables whose components are described below each local projection figure; and uc

t+h is a
horizon-specific error term.

The results are shown in Figure 10.41 For two countries, Spain and Portugal, the effects on real
GDP are particularly pronounced from an earlier date, around years 0–4. This is likely to be due
to the more immediate (and less variable over time) passage of metals from production to Spanish
or Portuguese coin circulation, the money being ready to use for trading with other European
countries, and some wealth effects.42 Only after arriving to Spain did the money move to other
countries via trade networks and military payments. Hence, in Spain (and nearby Portugal), the
time lag between the arrival of metals and the minting of new coins was less variable over time.
In contrast, the lag between the production of metals in America and the arrival of these metals
in the other countries of the sample was more variable, due to disruptions in the trade networks
with Spain. For all countries, the results are significant around years six to nine under the baseline
specification for the shock that takes shipwrecks into account.43

3.3. American precious metals and European mint output

In the previous subsections, I have shown reduced-form results of the impact of American precious
metal production on the European economy. The results are reduced-form in the sense that
the structural transmission mechanism of the monetary non-neutrality effect runs from metal
production in America to national mint outputs in Europe in a first stage, and then from mint
output to real GDP and prices in a second stage. I now examine the association between precious
metals, mint output, and the outcome variables in more detail. Together with the case-study of
Spain (in the Supplementary Appendix), the evidence I provide here supports the view that the
results were not mainly due to wealth effects.44

National mint outputs provide evidence that the arrival of precious metals from America
increased European money supplies. The spread of Spanish-origin coin through Europe is not

41. I use Newey–West standard errors which allow for serial correlation in the error term of up to one lag (two lags
leads to similar results). Wooldridge (2009, p. 429) recommends one or two lags for annual data.

42. Precious metals were produced, and for the most part minted into coins in America, after which they arrived
in Spain. The vast majority of the coins minted in Spanish colonial mints “left Spanish America immediately to go
elsewhere” TePaske (2010, p. 224). The results for Italy are also strong, which may be attributable to the fact that for
long periods of the sample, Italian merchants and bankers were involved with business and financing to Spain, and parts
of Italy were under the rule of the Spanish Crown, requiring frequent military and diplomatic payments.

43. In the case of Holland, the result is only significant at 10%, while for the other countries it is significant at
5%. When not controlling for shipwrecks, the results remain similar, but the effects for Holland and Germany are not
significant; see Figure A25 in the Supplementary Appendix. The results are also similar when adjusting for shipwrecks
in the same year as metals production takes place (Supplementary Figure A26) or if losses due to combat and piracy are
also deducted from the production of precious metals (Supplementary Figure A27).

44. England received its share of the silver and gold via trade and diplomatic transfers, rather than directly.
But even for Spain, the value of the silver and gold was not of sufficient value to have large wealth effects; in
Supplementary Appendix D, I show that Spanish annual precious metal inflows ranged only between 0.04% and 0.4% of
the Spanish wealth level.
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PALMA REAL EFFECTS OF MONETARY EXPANSIONS 1611

Figure 10

Local projections for response of real GDP to a 1% increase in precious metals relative to stock (1531–1700), by

country. Each graph shows a separate set of time series local projections for each country. Newey–West standard errors

are employed to control for autocorrelation in the error term. One standard deviation, 90% and 95% confidence intervals

are shown. The regressions control for country-specific linear and quadratic trends, four lags of the dependent variable,

contemporaneous and four lags of temperature as well as a war with Spain dummy.

directly observable because countries melted foreign specie into their national currencies.45

National mint output data does exist in fragmentary form for a few European countries, however.
Besides that of England, the best quality (based on the number of years for which data has survived)
corresponds to Holland, France, and Genoa which I show in Figure 11.46 In the figure, zeros are
typically missing observations, rather than actual zeros. I adjust for the silver value of each
monetary unit so that nominal mint output measures how much silver was being minted annually,
rather than simply how many monetary units were being issued (Karaman et al., 2020).47 As
the figure suggests, there is a close “first-stage” association between mint output and production
of precious metals (in silver-equivalent tones) in the Americas. While mint output was flat for
both countries until about 1700, it increased afterward, in accordance with the increase in New

45. Nonetheless, hoards of Spanish coins have appeared in several countries such as France and Denmark
(Moesgaard, 2012).

46. I start in 1640 because the data for Holland is fragmentary before that date. Additionally, French data only
covers some of the mints; see also Velde (2009, p. 602).

47. Despite this adjustment, exceptionally high years typically correspond to debasement years. This was the case
for instance with France in 1718, which corresponds to the peak visible in the graph when the grams of silver required to
mint one monetary one livre tournois were decreased by about a third (Karaman et al., 2020). Since old coin would have
been melted, the peak does not correspond to a net change.
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1612 REVIEW OF ECONOMIC STUDIES

Figure 11

New world precious production (in silver-equivalent tonnes) and nominal mint output in Holland, France, and Genoa in

country-specific units of accounted indexed to 1696–1705. Zeros in the graph typically refer to missing data. Sources:

Spooner (1972, pp. 334–341), Morineau (1984), Stampel (2016), Zuijderduijn et al. (2018); Felloni (1976, pp.

318–323); TePaske (2010); Jara (1966).

World metals production.48 This overall minting pattern is also consistent with the even more
fragmentary mint output evidence available for Castile (Motomura, 1997, p. 355), and Portugal
(Sousa, 2006, pp. 263–273).49

In the case of England, both mint output and coin supply are available. Figure 12 shows English
nominal mint output during the 1531–1790 period. Mint output had been rather low during the
fifteenth century, but as the figure shows it increased from the sixteenth century onwards, becoming
“entirely unprecedented” in the words of Mayhew (1999, p. 57). This is suggestive evidence that
the increases in American precious metals did lead to increases in money supply in Europe,
including for second-wave receivers such as England which received it mainly by trading with
Spain and Portugal.50

48. Indeed, French coins during the eighteenth century contain much Brazilian gold (Barrandon et al., 1999).
49. In addition to being fragmentary, mint output data for the latter two and their American empires is not

representative of normal Western European levels due to the fact that these were the producers of the metals.
50. The chemical composition of English coins confirm the Spanish-American origin of much of English silver

coinage (Desaulty and Albarede, 2013). Scientists have hence confirmed the view of historians who claimed that “there
can be no doubt that Spanish bullion did come into the mint, and did so in such quantity that ... [at times] it formed the
core of mint supply” (Challis, 1978, p. 195); see also Mayhew (1999, p. 63). The scientists have traced the provenance of
coinage through variations in their isotopic abundances, which is possible because European silver can be distinguished
from Mexican and Andean metal. They conclude that “Nine out of the 12 [English] silver coins from the 16th to the
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PALMA REAL EFFECTS OF MONETARY EXPANSIONS 1613

Figure 12

England’s nominal mint output (in millions of pounds). Isolated peaks can correspond to recoinages, but the figure

already corrects for major recoinages. Sources: Challis (1992) and Palma (2018a,b).

3.4. IV estimation for England

Changes in precious metal production in America can be used as an IV for changes in England’s
money supply, in turn showing how the latter affected income and prices. I divide the annual
mint output for England, taken from Challis (1992), by the coin stock, from Palma (2018a,b).
This generates a variable, which approximately represents annual changes in the money supply.51

Figure 13 illustrates the first-stage: annual production of American precious metals (as a share
of Europe’s stock) works well as an instrument for English mint output (as a share of England’s
coin supply).52 As most of the money supply was composed of coins, a 1% change in the latter

17th centuries were minted from 50-90% bullion from Mexico, or from foreign denominations that contained Mexican
silver [...] If geologically old English lead was used during reminting [...] these proportions represent a lower limit”
(Desaulty and Albarede, 2013, p. 136). Other studies have led to similar conclusions regarding the importance of new
American precious metals for the changes in coinage of other European countries. See Barrandon et al. (1999) and
Desaulty et al. (2011, p. 906).

51. Mint output is not perfect, because it is a gross measure and it underestimates annual increases when foreign
coins entered circulation. For instance, after Portugal’s discovery of massive quantities of gold in Brazil, Portuguese
coins frequently circulated in Cornwall and elsewhere in England in their original form, i.e. without going through the
Tower mint. I correct it into a net measure by taking into account the four recoinage periods reviewed in Palma (2018a,b).
Furthermore, as with the treasury ledgers, mint records do not always follow a January–December calendar (Challis,
1992, p. 313).

52. I use as the first-stage baseline a shipwrecks-adjusted shock (with combat or piracy losses excluded). However,
in this baseline I spread the shipwreck losses over five years as the Spaniards were certain to smooth each shipwreck loss
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1614 REVIEW OF ECONOMIC STUDIES

Figure 13

First-stage variables for England. Sources: see text.

ratio is a close proxy for a 1% change in the money supply.53 I hence estimate:

ln(yt+h)−ln(yt−1)=αIV
h +βIV

h ln(m̂intt)+ψIV

h
xt +uIV

t+h, (3.3)

where mint output as a percentage of coin supply m̂intt is instrumented by the log of American
production of precious metals as a share of Europe’s stock st ; and, as before, αIV

h is a constant

term, xt is a vector of controls, and uIV
t+h is a horizon-specific error term.

Table 3 shows the first-stage results, which show that the instrument is relevant and the signs
are as expected. For the baseline specification, I interpolate the four recoinage periods using a
five-year average around each episode.54 Additionally, I added a dummy for the Cottington treaty

over a number of years when making payments that would have reached England. As in the panel results, including the
potentially endogenous combat or piracy cases leads to similar results. The same is true for not adjusting for shipwrecks
at all, which could make sense because the English set up joint-stock companies to fish for Spanish shipwrecks (Murphy,
2009, p. 10–11). As I show in Supplementary Figure A28, not adjusting for shipwrecks leads to similar results for England.

53. I focus on the period for which we have the best annual variation in precious metals production in the Americas,
1559–1700. The first of these dates is justified by the fact that we only have silver production in Mexico from that data, as
well as to avoid confounding due to the fact that debased currency due to the Great Debasement remained in circulation
until the late 1550s. The second is explained by the fact that we do not have annual production of gold, which became
central for eighteenth century England coinage. Starting in 1531 would lead to similar, but less significant, results.

54. This procedure is necessary to reduce measurement error because, as previously explained, re-coinages would
otherwise create spurious peaks. Following the well-known Tudor debasements and re-coinages of 1545–1, there were
several episodes that fall into my sample period: 1561–62 (Elizabeth’s recoinage), 1662–3 (Royalist recoinage), and
1695–8 (Great Recoinage).
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PALMA REAL EFFECTS OF MONETARY EXPANSIONS 1615

TABLE 3
First-stage results for England IV regression (1559–1700). Regressions control for linear and quadratic trends and a

dummy variable for the Cottington Treaty period (1631–47).

Dependent variable: (1) (2) (3) (4) (5)
money stock Baseline Lag 0 Lag 2 No Cott. 3-y average

Metals production relative to stock 1.628∗∗∗ 1.946∗∗∗ 1.533∗∗∗ 1.604∗∗∗ 1.751∗∗∗

(0.443) (0.489) (0.485) (0.474) (0.454)
Cottington control YES YES YES NO YES
Observations 142 142 142 142 142
First-stage F statistic 13.5 15.8 10.0 11.4 14.9
(excluded instrument)

period (1631–47), when England had preferential access to Spanish bullion (Palma, 2018b, p.
246). For the baseline, I assume a lag of one year for mint output to respond to precious metal
production, but the results are similar if either a contemporaneous response is assumed, or a lag of
two years (columns 2 and 3). The fourth column shows the same specification as the baseline but
without the Cottington treaty dummy. All the specifications give qualitatively similar results, and
for all specifications, the first-stage F-statistic for the excluded instrument lies above the value of
10, which is usually used to assess instrument relevance. The first stage shows that an increase in
precious metals increased mint output: the coefficients showing the effect of precious metals on
mint output are always positive and highly significant with p<0.01. According to the baseline
estimate in column 1, a 1% increase in the production of precious metals relative to the European
stock led to a 1.6% increase in English mint output relative to stock 1 year later.

The second-stage results can be seen in Figure 14. Overall, the results are qualitatively similar
to the main results in Section 3.1: while nominal GDP responds after 5–6 years, prices are sticky
and respond less as well as later. Together, this explains the hump-shape of real GDP, which
parallels the main panel results: after 8–9 years, an exogenous 10% increase in coin supply leads
to a 1% increase in real GDP.55 Hence, the results for England suggest that it is reasonable to
assume that the reduced-form panel data results from the previous subsections capture monetary
non-neutrality through the increased minting activity in European states.

4. INTERPRETATION AND THREATS TO IDENTIFICATION

In this section, I argue that the results so far make sense in historical context. I then turn to
potential threats to the validity of this natural experiment. First, I show placebo tests for the main
results. These show that variation in future precious metal production levels was not anticipated.
Second, I discuss the possibility that the timing of the discovery of the mines, or the mining
intensity, could have been endogenous to the state of the European economy.56 To show that this
was not the case, I follow an IV strategy: using weather shocks as a source of exogenous variation
to the state of the European economy (real GDP), I show that these do not cause future changes

55. The fact that prices do not respond 1-to-1 to monetary changes even after 12 years is related to the fact that a 1%
increase in the shock variable does not correspond to the equivalent increase in the (unknown) money stock for the present
sample of countries. Furthermore, changes in real output and velocity can drive a substantial wedge between money and
prices. European economies were open and exported some of their precious metals and coin, hence a one-to-one effect on
the aggregate price level is not to be expected. See Sargent and Surico (2011) and Teles et al. (2016) for related evidence
in different contexts which also suggests that although the quantity of money is an important determinant of the price
level, the relationship is rarely one-to-one.

56. In the Supplementary Appendix, I discuss problems of measurement error in the independent variable. I show
that measurement error is unlikely to be large.
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1616 REVIEW OF ECONOMIC STUDIES

Figure 14

Impulse response of nominal GDP, the price level, and real GDP in England, to a contemporaneous 1% increase in mint

output relative to coin stock (1559–1700), calculated using a two-stage IV local projection method. In the first stage,

mint output relative to coin stock is instrumented by a one-period lag of production of precious metals relative to

European metals stock. Newey–West standard errors are employed to account for serial correlation. One standard

deviation, 90% and 95% confidence intervals are shown. The regressions control for linear and quadratic trends and a

dummy variable for the Cottington Treaty. Sources: see text.
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PALMA REAL EFFECTS OF MONETARY EXPANSIONS 1617

in the production of precious metals in America. Additionally, I show that a credible measure
of unanticipated arrivals of precious metals to Europe looks like white noise, hence increasing
the credibility of my placebo tests by ruling out anticipation effects which would have operated
through the endogenous formation of expectations.

4.1. Plausibility of empirical results

There are good reasons to believe that strong monetary non-neutrality effects could exist in
premodern economies. Late medieval Europe was distinguished by its comparatively well-
developed factor markets (van Zanden, 2009). In England, about 40% of households lived mainly
on wages in 1524–5, a ratio which had been approximately constant since the thirteenth century
(Dyer, 2002, p. 364). This is a lower bound to the percentage of people involved with market
activity, since others could be for instance farmers who owned land and sold their product to the
market. By the early 1780s, few people had no involvement in the cash economy (Porter, 1990,
p. 187). Money mattered not only for industry and services but also for the agricultural sector:
workers in this sector used money both as purchasers of goods and services and as sellers and
payers of taxes (Dyer, 2002).

The evidence from the previous sections suggests that prices were sticky in the past, as they
are today.57 Intuitively, this might not be surprising as many of the contemporary causes of price
stickiness, such as menu and information costs, must have also played a role earlier in history.
Additionally, social norms about when it is acceptable to raise prices and reluctance by firms to
antagonize or inconvenience their customers (Blinder et al., 1998) could have operated centuries
ago as well. This could be, of course, due to expectations of repeated business among people
who knew each other, which in the context of small communities was even more prevalent than
it is today. There is also considerable evidence of nominal rigidity in poor countries today (Kaur,
2019).

It is possible that money mattered more for industry and services than it did for agriculture,
but even if that was the case, recent work by economic historians has shown that the share of non-
agricultural GDP in pre-modern European economies was not as small as previously believed,
so there was plenty of scope for money to matter.58 Early modern Western European economies
were richer than many poor countries in Africa today—we certainly have better written records
about their rural activities than is often the case today (Jerven, 2013; Bolt et al., 2018). Thus,
Western Europe was well above subsistence. Moreover, the part of agriculture that was for self-
consumption will not appear in the GDP estimates, as is standard; hence, all the GDP variation
which I capture must represent variation in market activity.

57. Studies of pre-modern price nominal rigidity are few in number, but those that exist suggest that this was the
case in other contexts as well (Velde, 2009; Brzezinski et al., 2019).

58. We cannot extrapolate current cross-country evidence across poor and rich countries back in time and assume
that the sectorial composition in poor countries today is a good indicator of sectorial compositions more than two hundred
years ago. In England, for example, the industrial and service sectors already accounted for 40% of the labour force
in 1381, and by 1759 agriculture’s share of the labour force had shrunk to 37% (Broadberry et al., 2013). Wallis et al.
(2018) also show, using a different methodology, that by the early eighteenth century only around 45% of the male labour
force were in agriculture. In Portugal, the size of the population working in the nonagricultural sector was always above
30% from 1500 onward, reaching 46.5% around 1750 (Palma and Reis, 2019). The share of non-agricultural GDP would
have been even higher, since nonagricultural workers had higher labour productivity than those working in agriculture
(Palma and Reis, 2019). It is hence certain that the total share of nonagricultural GDP in premodern Portugal was above
50%. (This includes not only urban workers but also people working outside of agriculture in rural areas, e.g. proto-industry
and rural services).
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1618 REVIEW OF ECONOMIC STUDIES

Figure 15

Placebo test for the response of past growth of real GDP to an increase in current precious metals, using the Jordà

(2005) local projection method (1531–1700). The graph shows how the past growth from the years indicated on the

x-axis responds to an increase in current precious metals. Country fixed effects are included, and standard errors are

clustered by country to control for correlation in the error term across years. One standard deviation, 90% and 95%

confidence intervals are shown. Control variables follow the main specification with the exception that past lagged

dependent variables cannot be included. Sources: see text.

4.2. Placebo tests

If future variation in the production of precious metals was anticipated, agents should have
engaged in intertemporal consumption smoothing and we should observe some GDP growth
prior to the arrival of the metals (even if credit constraints could imply that people were limited
in their borrowing capacity). If current variation in the annual production of precious metals was
instead not well anticipated in previous years, as I argue, then an increase in the current value of
metals production cannot influence past GDP growth.

Figure 15 comprises a Jordà method placebo test to confirm this. The figure shows the growth
of real GDP over past years as a result of a change in the current shock variable.59 For example, at
the x-axis value of −2, the figure shows how current monetary shocks affect the real GDP growth
over the past two years. If future monetary shocks were unpredictable and hence unrelated to
current GDP, we would expect current shocks not to be able to predict past real GDP growth
levels. Figure 15 shows that this is the case.

59. The specification is the same as in the main regression results, with the exception that past values of the
dependent variable cannot be included because they are collinear with the left-hand side variable.
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PALMA REAL EFFECTS OF MONETARY EXPANSIONS 1619

4.3. Did European GDP cause changes in the production of precious metals?

Another endogeneity concern is that mining in America could have reacted to the state of the
European economy. The literature on the nineteenth-century gold standard assumes that gold
production was indeed endogenous: the model used by Barro (1979) describes the adjustment of
money and prices under the gold standard, assuming that the supply of gold in the long run was
determined by the opportunity cost of producing gold. Hence, if there was a rise in productivity in
the non-gold producing sector of the economy, there was a subsequent increase in the demand for
money. In turn, this leads to a fall in prices (i.e. to a rise in the purchasing power of gold), which
stimulates gold production.60 It could also be the case that conditions in Europe might have an
impact on the intensity of explorations, for instance by limiting the funding of the explorers in
bad times.

I now test the reverse-causality hypothesis using a IV strategy for the whole panel of countries,
relying on variation in incomes caused by the weather. In pre-modern Europe, growing season
temperature influenced agricultural output (Galloway, 1986). This could lead to reverse causality
from GDP to the production of precious metals. For example, suppose that in a given year,
output increased due to good weather. This could cause increased money demand and potentially
influence American production of precious metals, as suggested by the Barro (1979) model.
I test this hypothesis in order to eliminate the confounding factor of reverse causality. For
air temperature, I rely on a dataset which is built from a large number of sources including
tree ring series, historical documents, ice-core isotopic series, and pollen-based series.61 In the
first stage, I regress GDP on temperature (and lags thereof), where I use country-specific air
temperature, which is expressed in deviations from the 1961 to 1990 average. In terms of the
exclusion restriction, it seems reasonable to assume that the weather in Europe did not affect
the production of precious metals in America via other channels in addition to (potentially) the
differential levels of money demand caused by changes in GDP.

The first-stage results are shown in Table 4. As expected, the instruments are relevant, having
a first-stage F-statistic of 19.56, well above the usual rule-of-thumb of 10.62 There is a positive
association between temperature and GDP: a 1 degree centigrade increase in average growing
season temperature leads to 1.5% higher GDP in the same year, holding temperature in the previous
two years constant. There are similar effects from lagged temperature. While the coefficients are
not individually significant, they are jointly significant.

Figure 16 shows the second-stage results, which demonstrate that exogenous variation in real
GDP did not cause an increase in the production of precious metals at any time horizon. Hence,
these results suggest that the state of the European economy did not significantly influence future
discoveries or mining intensity of precious metals in America.

4.4. Accounting for endogenous formation of expectations

There are two further reasons why the shocks which resulted from American production of
precious metals were exogenous and unanticipated. First, people were not in a position to
know how much money was coming in. Second, even if they had the best-available information
throughout, this information exhibited large errors on a yearly basis. This is important because

60. It would be interesting to test these theoretical predictions for the period Barro was writing about using the
timing of the discovery and mining intensity of nineteenth century gold rushes in Alaska, Russia, Australia, South Africa,
and California. I leave this for future work.

61. Anderson et al. (2017), who in turn partly rely on Guiot and Corona (2010).
62. Notice also that the variables are jointly significant at the 1% significance level.
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1620 REVIEW OF ECONOMIC STUDIES

TABLE 4
First stage regression of lagged real GDP on lags of temperature. Sources: see text.

Dependent variable: ln real GDP First stage regression

Temperature
Contemporaneous 0.015

(0.021)
First lag 0.008

(0.015)
Second lag 0.014

(0.016)
F-statistic 19.56
Prob > F 0.0034

Figure 16

Local projections showing the effect of GDP on the production of precious metals, with temperature as an instrument

for GDP. Country fixed effects are included and standard errors are clustered by country to control for correlation in the

error term across years. One standard deviation, 90% and 95% confidence intervals are shown. Sources: see text.

if people could correctly estimate the size of the annual monetary injections to the European
economy, any effects could be already priced in. I now argue each of these two points in turn.

People did not have access to information on the annual value of metals either being produced
in America or arriving to Europe, even after their arrival. They were unable to know what the
process in Figure 8 looked like. This is not only because they would not have known the numerator
as the exact amounts were private information, but neither the denominator: the European precious
metals stock. So, it would have been impossible to evaluate the relative magnitude of any given
injection. Additionally, even if people formed expectations rationally, and were literate or had
access to someone who was—and who could hence internalize the information given by the
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economic press of the time—such information was scarce. Still, certain newspapers did report on
the arrivals; I will now show that the reported quantities were on average correct, but exhibited
large errors in most years.63

A comparison between the arrivals numbers given by the economic press of the time with the
true arrivals shows that the annual unanticipated part of the shock was typically large. I construct
my measure of the unanticipated component of the monetary increases as follows. Reports in
the economic press announcing the arrival quantities represent the best information available at
the time. One source which exists and has been studied in detail is that of the Dutch gazettes
(Morineau, 2009). They reported how much silver and gold was arriving in Spain and Portugal
every year.64 In turn, for the case of eighteenth-century gold arrivals to Portugal, we know,
on an annual basis, the true arrivals.65 Hence, I define each annual innovation as the quantity
that actually arrived minus that which a hypothetical best-informed agent might expect from
relying on public information alone (Figure 17 shows the annual innovations, and Figure A29 in
the Supplementary Appendix the original data in levels). In the initial decades, the newspapers
exaggerated the quantities arriving, and there was some persistence in these mistakes, as visual
inspection of Figure 17 suggests.66 However, as the century advanced, the variance in these errors
diminished, and the direction of the errors also became less systematic.

Figure 17 shows that the unanticipated component is centered around zero: the newspapers
got average arrivals about right.67 This is confirmed by the fact that the innovation series is
white noise.68 More importantly, the innovations are large relative to average arrivals.69 This
unanticipated part of the arrivals plays an important role: even for the well-informed, annual
variation in precious metals arrivals constituted a shock, as agents could not predict well either

63. The most common theoretical way to obtain short-run neutrality of money assumes not only rational expectations
but also instant market clearing. Even today markets do not clear instantly, because of various frictions such as sticky
plans, prices, and wages, and the same was true for the past; but early and accurate announcements about arrivals would
have given more time for individual re-optimizations to take place.

64. They represent an informational upper bound, i.e. the quantities that an hypothetical agent which was as well
informed as they could possibly be and who formed expectations rationally, could best forecast.

65. Brazilian gold formed a large fraction of the total value of gold arrivals to Europe during the eighteenth century
(the gold surge after about 1700 is visible in Figure 7), and there is evidence that it then spread out all over Europe (Blanning,
2007, p. 95). The data on gold arrivals were private information to the receiving agents and their intermediaries and to
the king of Portugal, and has been obtained from a fiscal source, the livros de manifestos de 1%, available at the Lisbon
mint. Costa et al. (2013) provide the data, which are available for the period 1720–1808, and contain information not only
about the amounts arriving but also its receivers, both public and private. The livros de manifestos de 1% was compulsory
for all the fleets that transported gold arriving from 1720 onward. Costa et al. (2013, p. 20) argue persuasively that any
quantities of gold smuggled must have been minor compared with those shipped officially, because 1% was a small cost
once agency and transportation costs as well as decreased risk are taken into account.

66. It seems, however, likely that the reverse would have been true earlier in the century, when the Brazilian
discoveries were starting, but no data on the true arrivals is available prior to 1720.

67. Notice that the resolution of the uncertainty was never known to the agents since the true quantities arriving
remained, for them, unobservable. Since privately owned individual quantities were often picked up by intermediaries,
arguably communication between these could lead to a rough estimate of the totals. However, the very fact that commercial
gazettes were providing these estimates suggests that the total quantities were not otherwise known to the public.

68. Portmanteau and Bartlett’s periodogram-based test for white noise both fail to reject the hypothesis of white
noise at the 5% significance level (see Supplementary Appendix Figure A30).

69. The median annual value for arrivals during the 1720–88 period was 7.26 tonnes of gold (Costa et al., 2013).
Unfortunately, in the case of arrivals in Spain, an equivalent measure cannot be constructed. This is because while the
Dutch gazettes also reported quantities of Spanish American gold arriving to Europe, no source analogous to the livros
de manifestos de 1% is available in the Spanish American case (Costa et al., 2013), rendering an analogous calculation
of the innovations impossible for that case. But there seems to be no good reason to suppose that the Dutch gazettes were
able to predict quantities coming from Spanish America any better than they were in the Brazilian case.
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Figure 17

A lower bound to the innovation component of gold arrivals, in tonnes (defined as true arrivals, given by a source that

was private information, minus the best-information higher-bound expectation, given by a source which was public

information). Sources: see text.

variation in production levels in the Americas or annual arrivals to Europe, thus increasing the
credibility of variation in my independent variable as exogenous, unpredictable shocks.

5. CONCLUSION

Identification in macroeconomics is elusive: convincing natural experiments or instrumental vari-
ables that allow us to answer important questions are rarely available (Nakamura and Steinsson,
2018a). In the case of the identification of the effects of money on the real economy, an
extensive literature has developed, but the fact that causal effects are so difficult to identify
has led to all sorts of conclusions, ranging from monetary shocks having no effects (Uhlig, 2005;
Sims and Zha, 2006) to them having small-to-moderate and persistent effects (Christiano et al.,
1999), to strong and very persistent effects (Romer and Romer, 2004; Gertler and Karadi, 2015;
Arias et al., 2019).

The early modern monetary injections from America provide a source of identification for
monetary non-neutrality.70 While restricted to a period of the past, the evidence supports the
notion of non-neutrality, and is in favour of large, and persistent, effects of money on real output.

70. I do not take an active position in this paper on what was the mechanism through which money affected real
economic activity. Data on money market interest rates is not systematically available or directly observed for these
economies, and more than one type of monetary transmission mechanism is consistent with these results. See, however,
Brzezinski et al. (2019), who find liquidity effects using interest rates recovered from bill of exchange contracts.
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Still, the considerations in this article have been concerned with the internal validity of the results,
as opposed to the degree to which they may be informative about modern economies. The safest
interpretation is that the timing and magnitude of the effects that I find apply only to the context
of the early modern European economy; the fact that early modern economies were different
from those of today certainly precludes direct extrapolation of the results. It is difficult to know at
this stage, for instance, whether prices were more or less sticky than in modern economies since
qualitatively, an argument could be made both ways; to my knowledge, no study has undertaken
a systematic comparison of wage and price rigidities in the past vis-à-vis modern economies. On
the one hand, in early modern economies social norms could lead to price and wage rigidities
as well as market illiquidity. Land contracts, for instance, were often set for several generations.
And unlike today, in the early modern period nominal wages (though not prices) only varied
intermittently, often staying constant over an interval of many years. But at the same time, in
modern economies most prices (but not wages) seem to vary considerably less than they did in
the past, perhaps due to the stabilizing influence of modern central banks. And yet it is striking
that the response of past economies to monetary shocks was as qualitatively similar as it was to
what some macroeconomists expect for modern economies; see, for example, Wolf (2020).

Many extensions of this work are possible for the future. For some countries it is possible to
split the output data into agricultural versus non-agricultural (industry and service) sectors, but as
more and better data becomes available this will be possible for more countries. It seems possible
that the effects are faster and stronger for the latter sectors, which would then suggest that the
full results are to a large degree being driven by an elastic response of industry and services, even
if agriculture also responded to some degree. Another promising avenue is to consider whether
the effects are conditional on the state of the economy, e.g. stronger at times of recession. That
exercise is not straightforward since a definition of “recession” for pre-modern economies is far
from clear-cut, and the annual frequency of the data allows us only to consider episodes where the
recessions lasted at least 1 year. Still, one possibility would be to define recession as periods below
trend growth, which would allow us to consider whether the effects change conditional on the
receiving economy being in recession (Thwaites and Tenreyro, 2016; Ramey and Zubairy, 2018;
Jordà et al., 2020). Finally, my emphasis in this article has been on reduced-form results but there
is related work that tries to understand the structural mechanism behind them (Brzezinski et al.,
2019).
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