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Abstract

The current study employs a quasi-experimental design to test the efficacy 

of situational crime prevention (SCP) in understanding risk avoidance 

behavior in a darknet environment. Specifically, we deployed a web 

scraper to extract data from a popular darknet market. We then used 

these data to assess change in vendors and customers’ behavior following 

the deliverance of a warning message from the market administrator 

regarding the former market administrator’s intention to scam market 

participants. In the one-month following the message, vendors posted fewer 

advertisements and customers spent less and made fewer transactions on 

the marketplace. These findings expand the scope of SCP and provide 

evidence for Hutchings and Holt’s notion that darknet markets can be 

disrupted by means of gossip.
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Introduction

Inquiry into the techniques offenders use to avoid the risks of detection by 

law enforcement and victimization by adversaries dates back to the 1930’s 

with Sutherland’s (1937) study on professional thieves. He found successful 

thieves tended to select jobs unlikely to result in arrest or leave incriminating 

evidence. Such thieves also employed predetermined strategies to avoid con-

viction when apprehended by the police. Multiple scholars have since 

expanded upon Sutherland’s classic work and have garnered insight into how 

different types of offenders comply with the rationale proposed by rational 

choice theoreticians (Jacques & Reynald, 2012), and avoid risks specific to 

their trade (e.g., Jacobs, 1993; Johnson & Natarajan, 1995; Weisburd et al., 

2006; Wright & Decker, 1996). For example, Atlas (1990) and Jacques and 

Reynald (2012) employed theoretical constructs from situational crime pre-

vention (SCP) (Clarke, 1995) to better understand how offenders apply risk 

avoidance techniques to avoid detection and their own victimization. They 

found offenders reverse engineer the situational techniques meant to prevent 

the occurrence of crime to instead reduce the risks associated with police 

apprehension and victimization. These scholars suggest the decision to apply 

risk avoidance techniques goes beyond weighing the risks and rewards of the 

specific action in question; rather, risk avoidance involves an interactional 

social process that relies on informal information channels and assessing 

those channels’ credibility to determine the best course of action while initiat-

ing a criminal event (Dickinson & Wright, 2015).

Although past criminological research has reported that gossip from infor-

mal communication channels alters offenders’ decision to offend (Dickinson 

& Wright, 2015; Jacques & Reynald, 2012), this research has been unable to 

establish causality due to the nature of the research designs employed. 

Moreover, while this past research focused on offenders’ decisions to initiate 

offline crimes such as drug dealing and auto theft, the relationship between 

gossip relayed through informal communication channels and offenders’ 

decision-making is less clear in the context of cyberspace.

In recent years, scholars have attempted to fill this gap in the literature. 

For example, Maimon et al. (2021) conducted two experiments using a sam-

ple of active hackers and found gossip relating to law enforcement opera-

tions reduces the frequency and severity of reoffending. Notably, it is unclear 

how these findings generalize to other forms of offenses carried out in 

cyberspace, such as purchasing and selling illicit products on darknet mar-

kets. However, scholars, such as Hutchings and Holt (2017), have theorized 

that darknet markets can be disrupted through the administration of gossip, 

a phenomenon referred to as “lemonization.” Thus, drawing on the 
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assumption that cybercriminals engage in risk avoidance behavior when 

exposed to gossip warning them of risks (Maimon et al., 2021), we assess 

Hutchings and Holt’s (2017) notion that darknet markets can be disrupted 

(or lemonized) by means of gossip. Specifically, we assess whether a gossip 

message, warning users of an exit scam, altered the behavioral patterns of 

those users (i.e., customers and vendors) on the market.

To establish whether this form of gossip triggers risk avoidance, we 

employed a one-group pretest-posttest quasi-experimental design (Campbell & 

Stanley, 1963, p.47). To gather data for the study, we developed and deployed 

a web scraper to extract information from the darknet market Silk Road 3.1 on 

a weekly basis throughout 2019. During the data collection process, the admin-

istrator of the market posted a warning message directly to the market’s forum 

and on other darknet platforms warning users that a former administer was 

planning to scam market participants. Providing support for the SCP frame-

work and demonstrating the importance of informal communication channels 

in eliciting behavioral change, we found vendors posted fewer advertisements 

and customers reduced the amount of money spent and the number of transac-

tions made on the market upon receiving the warning message. Migration from 

the market, as we will discuss in more depth below, demonstrates the effective-

ness of “lemonization” as a proactive disruption tactic.

Theoretical Background

Rational Choice and Situational Crime Prevention

The rational choice perspective is an economic based model that suggests if 

for a given person the expected utility of an act (either legal or illegal) is 

greater than the expected utility of other alternatives, the person will resume 

the act (Becker, 1968). Adopting the rational choice model yet acknowledg-

ing the ineffectiveness of the criminal justice system to detect, punish, and 

prevent crime, Jeffery (1971) and Newman (1972) were working in the early 

1970s toward devising environmental solutions for crime reduction. Jeffery 

(1971) published Crime Prevention Through Environmental Design, which 

argued the criminal justice system should be more proactive in its approach 

to curtail criminal events from occurring. More specifically, he suggested the 

abandonment of punishment and treatment philosophies in favor of a preven-

tative approach geared toward manipulating the physical environment condu-

cive to crime. Shortly thereafter, Newman (1972) coined the term “defensible 

space,” which argued that crime can be mitigated through environmental 

design. For example, grouping housing units in a fashion that facilitates sur-

veillance, establishes certain pathways for movement, and defines certain 
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areas of activity, which, in turn, leads residents to adopt territorial attitudes 

and create self-policing measures. These social and architectural alterations 

combine to decrease opportunities conducive to crime.

Clarke, in continuation of the event-based perspective to crime reduc-

tion, developed SCP. In essence, this framework attempts to curtail crime 

by manipulating the specific situational characteristics conducive to crimi-

nogenic engagement (Clarke, 1980; Welsh & Farrington, 2009). The main 

premise behind SCP states that offenders operate with agency: crime is a 

choice that can be altered through decreasing the rewards and increasing 

the pains associated with the event (Clarke, 1980). Although some level of 

rationality is assumed, SCP contends that offenders operate with bounded 

rationality, “a decision-making process in which offenders weigh only a 

few aspects of a limited number of alternatives and ignore the rest” (Jacobs 

& Wright, 2010, p. 1741). Unlike most dispositional theories of crime, 

SCP is especially useful in providing practical efforts to reduce offending. 

These techniques are laid out by Clarke and his colleagues (Clarke, 1995; 

Cornish & Clarke, 2003), and fall into one of five categories: increase the 

efforts, increase the risk, reduce the rewards, reduce provocations, and 

reduce excuses.

Similar to the way SCP techniques are used by law enforcement and 

potential victims to prevent crime, several scholars suggest that criminals 

also adopt these techniques to avoid police apprehension and their own vic-

timization (Atlas, 1990; Jacques & Reynald, 2012). For example, Atlas 

(1990) noted that offenders use defensible space techniques to survey other 

people approaching the area. Through this strategy, criminals can create com-

munication channels, warn others when law enforcement is approaching, and 

even hinder law enforcement efforts all together. Through physical altera-

tions such as boarded windows, peepholes, and reinforced doors, criminals 

use defensible space techniques to create “offensible space.” Thus, criminals 

can reverse engineer classic crime reduction techniques to gain the advantage 

over law enforcement and avoid personal risk. More recently, Jacques and 

Reynald (2012) found drug dealers use a range of prevention-oriented tech-

niques to reduce their likelihood of apprehension and victimization. Examples 

of these techniques include intermittent selling, utilization of stash spots, cus-

tomer screening, avoidance in carrying paraphernalia, and the use of consis-

tent pricing. According to these scholars, “by increasing the efforts or risks of 

victimizers and law enforcement officials, and also by reducing their rewards, 

provocations, and excuses, adversarial behavior is reduced.” (p. 286).

Information sharing between criminals is key in their efforts to alter envi-

ronmental and situational factors that may result in their own arrest or victim-

ization. For example, Sutherland (1937) discussed how professional thieves 
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would share information related to target selection and police activity to 

avoid risks (e.g., detection and sanction) and maximize gains (e.g., monetary 

earnings). Moreover, Dickinson and Wright (2015) conducted a series of in-

depth interviews with active drug dealers and found that offender decision-

making and risk avoidance behavior is an interactional social process largely 

influenced through informal communication. More specifically, criminals 

rely on gossip to avoid police detection and victimization by employing the 

informal communication channels available to those operating in this logisti-

cal capacity. Importantly, research on intrapersonal communication has long 

recognized people are more likely to have faith in messages delivered by 

credible sources (Hovland & Weiss, 1951). Once offenders hear about a con-

veyed threat (e.g., arrest or victimization), they often implement self-protec-

tion measures, such as reducing the frequency and severity of the criminal 

acts in which they are engaged (Moeller et al., 2016).

Given the apparent success of SCP in reducing criminal incidents in the 

physical world, it stands to reason that cybercrime incidents can also be 

reduced through cyber-environmental alterations. Indeed, a large body of lit-

erature exists across disciplines that demonstrate the utility of SCP in cyber-

space (see Howell (2021) for a detailed overview). Moreover, and much like 

offenders in the physical world, cyber offenders have demonstrated an 

uncanny ability to reverse engineer the situational crime prevention tactics 

meant to curtail crime to evade risk in a manner consistent with the notions 

set forth by Jacques and Reynald (2012) and Dickinson and Wright (2015). 

For example, Holt et al. (2008) examined how consumers of sex work use 

open-web forums to avoid the risk of detection. One forum post reads:

“If anyone attempts to use Kenney park, be advised that I saw at least 3 officers 

doing foot patrol walking through woods. [I] Askd [sic] one of the officers 

(since I was there, sitting on my hood eating a late lunch) and he said the staties 

are going to be regularly patrolling the park and they will be attempting to have 

a walking a patrol hitting the spot. . .to clean things up.”

In this example, the forum is used to establish communication channels and 

warn other members about law enforcement activity. Offenders use these 

anonymous channels to avoid being arrested in the physical world (also see 

Aldridge & Askew, 2017).

Risk Avoidance in Darknet Markets

In a similar manner, offenders utilize darknet markets to avoid police detec-

tion and reduce susceptibility to victimization. Access to the darknet, and 
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illicit markets existing on the darknet (such as Silk Road 3.1), requires the use 

of special software such as The Onion Router (Tor). Tor enables anonymous 

communication by concealing the user’s location and grants access to sites 

hosted on the onion router. Importantly, Tor and other anonymizing technol-

ogy (e.g., I2P and Freenet) was intended to increase privacy and security for 

Internet users around the globe. Darknet markets emerged as a byproduct of 

anonymity and should not be viewed as synonymous with the Tor project. An 

interested reader can learn more about Tor by visiting their official site, 

(https://www.torproject.org/).

Darknet markets serve as virtual meeting places for deviants, drug users, 

entrepreneurs, fences, and political activists, which support the commerce of 

illegal goods sold anonymously (Martin, 2014; Ouellet et al., 2022). These 

transactions are made with an anonymous source, in hopes of acquiring an 

illegal product or service, and therefore are not backed by buyer-protection 

services, such as used by PayPal. Additionally, a disgruntled customer of ille-

gal goods cannot (without facing the possibility of sanction) report theft to 

the police, nor can they retaliate against an anonymous seller (Bergeron et al., 

2022). With these obstacles to safety in mind, darknet markets should strug-

gle to stay afloat; yet they are thriving with dozens of identified active mar-

kets in existence (Décary-Hétu & Morselli, 2011).

Cybercriminals have made darknet markets successful through several 

means including, but not limited to, structuring the market in such a way that 

they can develop a system of trust (Yip et al., 2013), maintaining logistical 

operations to avoid law enforcement (Kamphausen & Werse, 2019), reducing 

drug market violence through virtual transactions, communicating through 

asynchronous connections (Aldridge, 2019), and managing self-regulatory 

support systems to address marketplace discord (Morselli et al., 2017). In 

other words, cybercriminals employ a series of techniques to avoid being 

caught by law enforcement or victimized by adversaries. Moreover, when 

law enforcement officers do successfully seize a market, market participants 

quickly adapt through mass migration to new platforms (Ouellet et al., 2022).

In the context of darknet market supply and demand, the most crucial of 

these factors is a system of trust (Kim & Ahn, 2007). A prominent method 

used to establish reputability is a vendor rating system, which is similar to the 

rating systems present on legitimate e-commerce websites (e.g., Amazon and 

eBay) (Décary-Hétu & Dupont, 2013). Vendors are rated based on their past 

transaction history. Those who have completed more successful transactions 

receive higher scoring reviews. Buyers, as would be expected, choose top-

rated vendors and avoid those with lower ratings, even if it means paying 

higher prices (Duxbury & Haynie, 2018). Recent studies have shown that 

being a reputable darknet vendor is associated with returning customers 
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(Décary-Hétu & Quessy-Doré, 2017) and greater monetary gain (Nurmi 

et al., 2017). Moreover, darknet market administrators also serve a crucial 

role in upholding a secure milieu of trustworthiness (Kamphausen & Werse, 

2019). These administrators often create and maintain escrow systems to 

increase the likelihood of successful transactions between customers and 

vendors. Moreover, they also serve as mediators by managing conflict 

between customers and vendors (Morselli et al., 2017).

However, trusting a third party to manage funds can also create risks for 

those using darknet markets. Darknet market administrators have been 

accused of running exit scams: shutting down markets and keeping crypto-

currencies stored in escrow accounts (sometimes worth millions of dollars) 

(Van Buskirk et al., 2017). In fact, the closure of darknet markets occurs more 

frequently from inside jobs than from law enforcement operations (Branwen, 

2013). Moreover, such behaviors (or the perception of such behaviors) from 

darknet market administrators can also inadvertently risk “lemonizing” the 

market in which they are overseeing. Essentially, “lemonization” of a market 

is an economic phenomenon incited by the state of uncertainty over the qual-

ity of a product or legitimacy of the market (see Akerlof, 1978; Reuter & 

Caulkins, 2004). In the context of underground economies online, lemoniza-

tion can emerge through slanderous gossip against customers, vendors, or 

market administrators (Franklin et al., 2007). Scholars have theorized how 

means of slander appear to be particularly relevant in the context of darknet 

markets. For example, Hutchings and Holt (2017) posit that gossip can create 

distrust among buyers and sellers, disrupting market operations. Gossip sur-

rounding darknet market operations may be initiated through a variety of 

channels, both formal and informal. Law enforcement may deliver official 

warnings via popular news outlets or social media. Customers may leave 

negative reviews about vendors on the market, or vendors may complain 

about administrators over forums dedicated to the market. One form of gos-

sip that may be particularly relevant to disruption is gossip delivered by an 

official administrator about the safety of users operating on the market they 

oversee. Since market administrators oversee operations, it is plausible their 

messages are viewed as credible sources of information. To date, no known 

study has investigated if and how credible sources of gossip lemonize mar-

kets and incite risk avoidance behavior.

Current Study

The primary objective of the current study is to develop a better understand-

ing of risk avoidance behavior in a darknet environment. Drawing from the 

SCP framework, we assess Hutchings and Holt’s (2017) notion that darknet 
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markets can be disrupted through means of gossip. Specifically, we investi-

gate whether a gossip message warning darknet market users of potential 

victimization experiences alters the behavioral patterns of those users, both 

customers and vendors. The message, as presented in Figure 1, warned users 

that a former administrator from Silk Road 3.1 was running an exit scam to 

steal their cryptocurrencies. The message was posted by the administrator on 

the market’s official forum, meaning everyone who accessed the market 

could view the message.

Applying Jacques and Reynald’s (2012) notion that offenders adopt SCP 

techniques to avoid detection, punishment, and victimization, we believe 

online offenders adopt risk avoidance strategies when learning they may be 

victimized in a darknet environment. One way for drug dealers in the physi-

cal world to avoid risk is to limit the amount of product they sell (Jacques & 

Reynald, 2012). For vendors on the darknet, this risk avoidance strategy 

would result in less product advertisement being posted on the market, limit-

ing the amount potentially lost during an exit scam. Therefore, the first 

hypothesis is as follows:

Hypothesis 1—Darknet market vendors who receive a message warning 

them of potential victimization experiences will reduce the number of 

posted advertisements.

In conjunction with Hutchings and Holt’s (2017) notion that entire mar-

kets can be lemonized through slander, one may suspect that in the face of 

credible information regarding potential victimization experiences, distrust 

will ensue, increasing offenders’ risk avoidance behavior independent of the 

accomplice’s (or vendor’s) reputation. In other words, it is our belief that 

Figure 1. Message warning Silk Road 3.1 users of potential victimization.
Note. The message was posted by a Silk Road 3.1 administrator to the market’s official forum 
on February 8th, 2019.
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customers’ distrust for the market and its administrators will outweigh the 

trust bestowed upon reputable vendors forcing a mass migration from the 

market. Therefore, we posit that customers will make fewer transactions and 

spend less money (on the lemonized market) with both reputable and non-

reputable vendors after receiving a warning message from a credible source. 

Stated as hypotheses:

Hypothesis 2 – Darknet market customers who receive a message warning 

them of potential victimization experiences will reduce the number of 

transactions made with vendors, independent of the vendor’s reputations.

Hypothesis 3 – Darknet market customers who receive a message warning 

them of potential victimization experiences will reduce the amount of 

money spent with vendors, independent of the vendor’s reputations.

Data and Methodology

Data for this study were gathered from Silk Road 3.1, a darknet market only 

accessible through Tor that serves as a platform to sell illegal commodities 

such as drugs, fraudulent documents, and criminal services. These data were 

acquired by using a Python scraper built for the sole purpose of gathering 

data on Silk Road 3.1. This market was scraped on a weekly basis throughout 

2019, which allowed for the extraction of all information posted on the mar-

ket to a local database server hosted at a large southern university in the 

United States. This data collection protocol was reviewed by the Institutional 

Review Board (IRB) and approved under Protocol number H19510.

Intervention

The intervention (or stimuli) in this quasi-experimental study was reception 

of the message about potential victimization experiences on Silk Road 3.1. 

On February 8th, 2019, a Silk Road 3.1 market administrator posted a mes-

sage directly to the market’s official forum warning users that a former 

administrator was running an exit scam in attempt to steal their cryptocurren-

cies. Our research team, while extracting data, identified the message within 

an hour of its posting, and the message has since received thousands of com-

ments, demonstrating it was both accessible and widely viewed by the target 

population. The original posting is presented in Figure 1 above. In line with 

past research (Maimon et al., 2021) we examined behavioral patterns 4 weeks 

(or month) before and after reception of the message. The month preceding 

the message was considered the control condition while the month of opera-

tion following the message is considered the treatment condition.
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Dependent Variables

Risk avoidance behavior is operationalized in two separate manners, one for 

customers and one for vendors. Regarding vendors, it is operationalized as a 

reduction in the number of unique product listings advertised on the market 

the month of operation post intervention compared to the month of operation 

prior to the intervention. Regarding customers, it is operationalized as a 

reduction in the amount of money spent and number of transactions made on 

the market the month of operation post intervention compared to the month 

prior to the intervention.

Using these scraped data, we were able to determine the total number of 

unique advertisements posted in the month prior and the month of operation 

following the intervention. Additionally, we were able to discern the number 

of transactions made and amount of money spent (converted to USD based 

on exchange rates at the time of inquiry) with each vendor (on Silk Road 3.1) 

daily through the summation of each vendors’ total number of transactions 

and the dollar amount of these transactions during the observational period. 

Lastly, we were able to gather each vendor’s rating, which is a score based on 

the number of successful transactions made. It is important to note that Silk 

Road 3.1 makes this information publicly available to all registered users of 

the site; we simply developed a systematic method to automatically extract 

the information and store it in a structured database.

We gathered information on 80 vendors who were active on Silk Road 3.1 

within the 4 weeks of operation before and/or after the intervention. The ven-

dors’ ratings ranged from 1 to 5, with the majority of vendors (n = 48) receiv-

ing a score of 1. A score of 1 means the vendor has not established a reputation, 

whereas a score higher than 1 indicates the vendor has established at least 

some level of reputability. Therefore, for the purpose of this study, any ven-

dor with a rating score greater than 1 is considered a reputable vendor, 

whereas any vendor with a score of 1 is considered a non-reputable vendor. 

The reputation variable was dichotomized (0/1) to reflect this distinction.

Analytic Strategy

The quasi-experimental design employed here is known as the “one-group 

pretest-posttest design” (Campbell & Stanley, 1963, p.47). Since random 

assignment was not possible, we simply observed the behavioral patterns of 

Silk Road 3.1 customers and vendors before and after the naturally occurring 

intervention and conducted seven one-tailed paired samples t-tests. We report 

the mean differences, t-test results, and Cohen’s effect size d for each of the 

seven models presented. Generally, Cohen’s d is a measure of difference 
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between groups in terms of standard deviation units. A rule of thumb is that a 

d = 0.2 is considered small, d = 0.5 is medium, and d = 0.8 is large.

First, we examined the mean difference in the number of advertisements 

posted by vendors the month of operation before and after the intervention to 

assess the message’s impact on vendors’ risk avoidance behavior. Next, we 

examined mean differences in the number of transactions made and amount 

of money by customers the month before and month of operation after the 

message was delivered to determine the message’s overall effect on custom-

ers’ risk avoidance behavior. Lastly, we examined mean differences in the 

number of transactions made and amount of money spent by customers with 

both reputable and non-reputable vendors the month of operation before and 

after the intervention to determine if risk avoidance behavior was employed 

irrespective of the vendor’s reputations. A post hoc power test showed that all 

seven models had sufficient power to detect at least medium effect size 

differences.

Results

Table 1 presents the descriptive and inferential findings regarding customer 

and vendor behavior across the study’s timespan. Table 1, Model 1 compares 

the number of advertisements posted by vendors to Silk Road 3.1 the month 

of operation before and after the intervention. The average number of unique 

advertisements posted per day the month of operation prior to the interven-

tion was 6.71 (SD = 1.16). In the month of operation following the interven-

tion, the number of unique advertisements fell to a daily average of 4.03 

(SD = 0.26), resulting in an average difference of 2.68 unique advertisements, 

which reached conventional levels of statistical significance (t = 11.92, 

p < .05). The impact of the difference between the pre- and post-intervention 

means was large (d = 3.19). In support of our first hypothesis, this finding 

shows that vendors demonstrate risk avoidance behavior by posting fewer 

advertisements after being confronted with a gossip message warning them 

of potential victimization experiences.

Furthermore, and as presented in Model 2, the number of transactions 

made with the 80 vendors in our study ranged from 0 to 14 the month of 

operation before the intervention, with the average number of transactions 

being 2.46 (SD = 2.59). A sharp reduction occurred the month of operation 

following the message. Specifically, the number of transactions ranged from 

0 to 8, with the average number of transactions being 1.06 (SD = 1.88). The 

mean difference in the number of transactions before and after the interven-

tion was 1.4 and reached conventional levels of statistical significance 

(t = 3.86, p < .05). The effect size of the difference was medium (d = 0.62).
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Similar trends, as displayed in Model 3, emerge when examining the 

amount of money spent with vendors before and after the intervention 

occurred. The amount of money spent with these vendors before the interven-

tion ranged from $0 to $4747 USD, with an average of $399.26 (SD = $796.20) 

USD spent. The amount of money spent after the intervention ranged from $0 

to $3620 USD, with an average of $227.39 (SD = $578) USD spent. The dif-

ference in the amount of money spent before and after the posted message 

was $171.97 USD and is statistically significance (t = 1.78, p < .05, d = 0.25). 

This difference shows that customers demonstrate risk avoidance behavior 

by making fewer transactions and spending less money with their vendors 

after being confronted with a warning message from a credible source, thus 

garnering initial support for the second and third hypothesis.

Table 1. Paired Samples t-test Results of Darknet Vendors and Customers’ 
Behavior After Exposure to a Warning Message.

Comparison n M M diff. SE t d

Model 1

 Advertisements before 28 6.71 2.68 0.22 11.92* 3.19

 Advertisements after 28 4.03  

Model 2

 Transactions before 80 2.46 1.40 0.36 3.86* 0.62

 Transactions after 80 1.06  

Model 3

 Dollars spent before 80 399.26 171.87 96.43 1.78* 0.25

 Dollars spent after 80 277.39  

Model 4

 Non-reputable transactions before 48 1.79 0.96 0.41 2.34* 0.51

 Non-reputable transaction after 48 0.83  

Model 5

 Reputable transaction before 32 3.47 2.06 0.66 3.13* 0.79

 Reputable transaction after 32 1.41  

Model 6

 Non-reputable dollars before 48 244.54 136.56 81.45 1.68* 0.35

 Non-reputable dollars after 48 107.98  

Model 7

 Reputable dollars before 32 631.35 224.84 209.76 1.07 0.23

 Reputable dollars after 32 406.51  

Note. *p < .05. For column abbreviations: “n” is number of observations; “M” is mean;  
“M diff.” is mean difference; “SE” is standard error of the difference; “t” is the value of the 
t-test; “d” is Cohen’s effect size.
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In addition to examining overall market trends post message, we also 

examined whether customers practice risk avoidance behavior independent of 

their vendor’s reputations. In other words, we assessed how the intervention 

affected the number of transactions and amount of money spent with both 

reputable and non-reputable vendors. As indicated in Table 1, we found a sig-

nificant reduction in the number of transactions made with non-reputable 

(Model 4) and reputable (Model 5) vendors before and after the intervention. 

Regarding reputable vendors, the average number of transactions declines 

from 3.47 (SD = 3.07) to 1.41 (SD = 2.01), resulting in a statistically significant 

mean difference of 2.05 transactions (t = 3.13, p < .05). Note, the effect size of 

the difference was large (d = 0.79). Regarding non-reputable vendors, the 

average number of transactions declines from 1.79 (SD = 1.98) to 0.83 

(SD = 1.78), resulting in a statistically significant mean difference of 0.96 

transactions (t = 2.34, p < .05). The effect size of the difference was medium 

(d = 0.51). Although customers reduced the number of transactions made with 

both reputable and non-reputable vendors, the number of transactions made 

by customers with reputable vendors was reduced by 59% in comparison to 

54% for non-reputable vendors. These findings, in further support of hypoth-

esis two, indicate customers are likely to employ risk avoidance behavior irre-

spective of their vendor’s reputation, but those who are more reputable suffer 

a slightly greater loss.

Similar patterns emerge when examining the amount of money customers 

spend. Regarding non-reputable vendors, and as reported in Model 6, cus-

tomers spent an average of $244.54 USD before and $107.98 USD after the 

intervention, resulting in a statistically significant mean difference of $136.56 

USD (t = 1.68, p < .05). Regarding reputable vendors, and as presented in 

Model 7, customers spent an average of $631.35 USD before the intervention 

compared to $406.51 after the intervention, resulting in a non-significant 

mean difference of $224.84 USD (t = 1.07, p = ns). Although customers 

reduced the amount of money spent with both non-reputable and reputable 

vendors, reputable vendors experienced a 36% reduction (which was non-

significant) in the amount of money generated in comparison to non-reputa-

ble vendors who experienced a 56% reduction. Paralleling the findings above, 

and providing further support for hypothesis three, this indicates customers 

are likely to employ risk avoidance behavior irrespective of their vendor’s 

reputation, but in terms of monetary lost, non-reputable vendors take a larger 

(and statistically significant) financial hit. It should be noted the effect size of 

the difference for both reputable (d = 0.23) and non-reputable vendors 

(d = 0.35) was small.
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Discussion

Although a large body of literature has examined how offenders avoid the 

risks of both police apprehension and victimization from adversaries, prior 

studies rely almost exclusively on qualitative research designs. Qualitative 

research is useful in providing preliminary insight into understudied phenom-

enon but is unable to assess causal assumptions. To our knowledge, the cur-

rent study is the first examination of offenders’ risk avoidance behavior in 

cyberspace using a quasi-experimental design that supports casual inference. 

We find, when presented with a credible source’s warning about potential 

victimization experiences, both darknet vendors and customers demonstrate 

risk avoidance behavior. More simply put, gossip stemming from an informal 

communication channel prompted vendors to post fewer advertisements, and 

customers to make fewer transactions and spend less money.

In essence, the study answers the call for rigorous inquiry into cybercrimi-

nal behavior using innovative, interdisciplinary methods (Howell & Burruss, 

2020). In doing so, we find support for the notion that cybercriminals act with 

rationality (Howell et al., 2017; Maimon et al., 2021): when confronted with 

a risk, behavior is altered to avoid personal harm. Additionally, the current 

study advances the SCP literature by highlighting the importance of a credi-

ble source’s ability to incite behavioral change through means of gossip. Both 

Atlas (1990) and Jacques and Reynald (2012) found that offenders reverse 

engineer traditional situational techniques to avoid sanction in the physical 

world. Additionally, Dickinson and Wright (2015) established gossip as a rel-

evant informal communication channel that leads offenders to employ risk 

avoidance techniques. We expand upon these findings by demonstrating that 

gossip (in the form of a warning message) influences offenders’ decision to 

engage in risk avoidance behavior in a darknet environment.

Policy Implications

In addition to providing important theoretical contributions to the SCP lit-

erature, the findings presented in the current study have practical implica-

tions as well. It has been well-established that police officers are unable to 

deal with cybercrime in any systematic way (Burruss et al., 2019). It is also 

evident through the yearly increase in the rates of cybercrime incidents that 

the current retroactive approach to cybercrime prevention is ineffective. The 

current study provides evidence that human-based interventions can be an 

effective and proactive means in curtailing the commission of criminal 

events from occurring.
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In terms of policy development, the findings presented here demonstrate 

that lemonization (Hutchings & Holt, 2017) can be successfully utilized to 

disrupt darknet market operations. We find that if a credible source warns 

darknet marketplace users of a potential scam, the customers and vendors of 

such markets will reduce their engagement with the market. Therefore, it 

stands to reason that those wishing to disrupt a darknet market can do so 

using various other informal communication channels, if they first infiltrate 

the online ecosystem and establish credibility among market participants. 

This approach may prove more effective and less costly than the search and 

seizure approach currently employed by law enforcement officials 

(Ladegaard, 2019). However, such activity may also displace users to a dif-

ferent darknet market: instead of simply leaving Market 1, users may begin 

shopping at Market 2. This could still be advantageous if Market 2 is notably 

better than Market 1. For example, if Market 1 allows for the selling of deadly 

substances such as fentanyl but Market 2 does not, displacing users from 

Market 1 to Market 2 is still beneficial from a public health perspective.

Limitations and Future Research

The study presented here does have notable limitations. As discussed above, 

we conducted what Campbell and Stanley (1963) refer to as a one-group 

pretest-posttest design, but with a naturally occurring stimuli. This design 

does not rule out the possibility of alternative hypotheses to explain the 

changes in online offending behavior. It is possible, although unlikely, that 

something else occurred at the same time the darknet market administrator 

posted the warning message that sparked the behavioral change. In this hypo-

thetical scenario, some alternative event, rather than the warning message, 

could have altered offenders’ risk avoidance behavior. Furthermore, this 

study has limited external validity. Silk Road 3.1 is a relatively small market. 

It is possible that general behavior, and risk avoidance behavior more specifi-

cally, differ from market to market based on size and other unobserved fac-

tors. External validity can be improved through replication. Ideally, future 

researchers will employ similar research designs using other samples of 

active online offenders. Lastly, it is possible that customers did not limit the 

number of transactions made and money spent, but instead made those trans-

actions and spent their money elsewhere. Similarly, it is possible vendors 

posted advertisements to different markets. Although we were unable to test 

the notion of displacement in the current study, this too would exemplify risk 

avoidance behavior supportive of our hypotheses. Future studies should 

assess the efficacy of disruption on the darknet ecosystem, rather than a sin-

gular market operating within the ecosystem (Ouellet et al., 2022).
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Conclusion

Although limitations exist, and future research is warranted, one thing is 

evident: human-based interventions must not be dismissed when developing 

comprehensive cybersecurity prevention strategies (Howell et al., 2019; 

Perkins & Howell, 2021). Technological innovation and target hardening 

will always have a place in cybercrime prevention, but to overlook what 

does and does not work in a sociological and psychological context regard-

ing those engaged in cybercrime perpetration is a drastic mistake. Given the 

previous literature and the current study both present evidence that cyber-

criminals are rational in their decision-making capabilities (Perkins et al., 

2022), it is our belief that effective cybersecurity can only be achieved 

through collaborative, multi-disciplinary efforts examining both the human 

and technical elements of a cybercrime incident.
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