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1 three frequent ideas 
in machine learning.



independent and identically distributed data

• This experimental paradigm has driven machine learning progress.

• The essential assumption is that training and testing data are exchangeable, 
e.g., follow the same distribution.



model selection tradeoffs

Approximation

• We cannot search 𝑓∗ among all possible functions.

• We search instead 𝑓ℱ∗ that minimizes the expected risk 𝐸 𝑓 within 
some richly parameterized family of functions ℱ.

Estimation

• We cannot minimize 𝐸(𝑓) because the data distribution is unknown.

• We minimize instead the empirical risk 𝐸𝑛(𝑓)𝐸𝑛 𝑓 = 1𝑛  ℓ(𝑓 𝑥𝑖 , 𝑦𝑖)



model selection tradeoffs

ℱ
How complex a model can you afford with your data?



Vapnik’s razor

“ When solving a (learning) problem of interest, do not solve
a more complex problem as an intermediate step. ”

How complex a model can you afford with your data? (again)

• To classify patterns, use a model that outputs a class and nothing else.

• To achieve something more complex,

i. carefully define the problem,

ii. solve the problem and nothing else. 



conceptual viewpoints in machine learning

oo capacity tradeoff same distribution Vapnik’s razor

statistical learning theory 

(ERM, SRM, SVM, …)
yes yes yes

Bayesian learning

(generative models, priors, …)
yes yes no (1)

algorithmic learning theory

(regret bounds, …)
yes no (2) yes

1) See the discriminant versus generative debate. On the one hand, some authors see generative 
models as an implicit form of regularization. On the other hand, generative models are often 
appealing because they easy to combine, unlike strict discriminant classifiers.

2) Online regret bounds express how a learning algorithm performs relative to a class of competitors. 
Although they do not depend on i.i.d. assumptions, they lose value when none of the competitors 
works well, for instance because the data is too far from i.i.d..



2 the tradeoffs of 
large-scale learning.



statistics and computation

Statistical Perspective

• It is good to optimize an objective function that ensures a fast    
estimation rate when the number of examples increases.

Optimization Perspective

• To efficiently solve large problems, it is preferable to choose an 
optimization algorithm with strong convergence properties.

Incorrect Conclusion

• To address large-scale learning problems, use the best algorithm to 
optimize an objective function with fast estimation rates. *



statistics and computation



learning with approximate optimization



error decomposition



small scale versus large scale

Beyond informal definitions…

Small scale learning problem

• We have a small-scale learning problem when the active budget 
constraint is the number of examples 𝑛.

Large-scale learning problem

• We have a large-scale learning problem when the active budget 
constraint is the computing time 𝑇.



small-scale learning



large-scale learning



test error versus training time



test error versus training time

• Vary the number of examples



test error versus training time

• Vary the number of examples, the model, the algorithm



test error versus training time

• Optimal combination depends on training time budget.

Good 

combinations



asymptotics



asymptotics: estimation



asymptotics: estimation + optimization



…estimation + optimization + approximation



analysis of a simple case

Simple parametric setup

• Family of function ℱ fixed.

• Functions 𝑓𝑤 𝑥 are linearly parametrized by 𝑤 ∈ ℝ𝑑 .

Comparing three iterative optimization algorithms

1. Gradient descent

2. Second order gradient descent (Newton)

3. Stochastic gradient descent



quantities of interest



gradient descent



second order gradient descent



stochastic gradient descent



benchmarking sgd on simple problems



text categorization with a linear svm



text categorization with a linear svm



text categorization with a linear svm



text categorization with a linear svm



text chunking with a crf



text chunking with a crf



the tradeoffs of large-scale learning

Small-scale learning ≠ large-scale learning

• Large-scale learning involves more complex tradeoffs
that depends on the properties of the optimization algorithm.

Good optimization algorithm ≠ good learning algorithm

• Mediocre optimization algorithms (e.g., SGD) 
often outperform sophisticated optimization algorithms 
on large-scale learning problems.

provided that the code is correct (which is harder than it seems.)



3- breadth versus accuracy



diminishing returns

• Accuracy improvements cannot justify the computational cost forever.

• Why then use very large training sets ?

Training set size
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Bayes error

At some point

we should simply 

choose another 

problem…
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Zipf distributed data

• Roughly half of the search queries are unique.

Queries sorted in frequency order

way enough data to train

not enough data to train



doubling the size of the training set

2x

Diminishing returns

for average accuracy 

improvements.

No diminishing returns

on number of queries 

for which we can learn 

correct answers.



the value of big data in machine learning

Accuracy improvements are subject to diminishing returns.

Breadth improvements are not subject to diminishing returns.

“How accurately do we recognize an object category?”
vs. “How many categories do we recognize well enough?”

Should we optimize a different criterion?

How does this helps if average accuracy
is what we care about ?

?



same distribution?

Data collection in traditional machine learning

• Training data collection for real-life machine learning is difficult.
The data distribution must reflect the operational conditions.

• The i.i.d. assumption is not automatically satisfied.
It happens through manual data curation.

Data collection in big data machine learning

• Big data exists because data collection is automated.

• No manual curation to enforce the identical distribution assumption.

• The output of the machine learning system frequently 
impacts the distribution of future training data.



dealing with covariate shifts

𝑃 𝑋, 𝑌 = 𝑃 𝑌 𝑋 𝑃 𝑋

Minimizing the training set error

• Approximation errors are pushed towards patterns 𝑋 with low probability.

• What if these patterns occur more frequently at testing time?

Maximize the “diversity” of patterns that are recognized well enough.
• Yields a solution that is more robust to 𝑃(𝑋) changes.

We want to model 𝑌 ≈ 𝑓 𝑋 .
We must assume that the training 

data describes 𝑃(𝑌|𝑋) well enough.

We cannot trust 𝑃 𝑋 . 

We want to train a system 

robust to 𝑃(𝑋) changes.



independent examples?

MNIST digits

• Training set : 600 writers × 100 digits.

• Testing set: 100 different writers × 100 digits.

• How many independent training examples, 600 or 60000?

Search queries

• Lots of queries entered by lots of users.

• The search engines must satisfy the users, not the queries.

• The satisfaction of a user is not proportional to its satisfied queries.

wrong trousers



independent examples?

Assume that a user is not satisfied below 95% correct answers.

80%

100%

80%

80%

80%

80%

95%

95%

95%

60%

60%

95%

Average error: 10%

Users satisfied: 0

Average error: 12%

Users satisfied: 3

Minimize average error Maximize queries answered at 95% level



scalability opportunities

• No need to consider all examples of already known queries.

• Best is to focus on queries near the boundary of the known area.

• Curriculum learning and active learning come naturally in this context.

• Scalability gains across the board.

Queries sorted in frequency order

enough data to train

not enough data to train

?

no need to use all this data to 

learn good enough answers 



3. deep learning 
and transfer learning



engineering machine learning



engineering machine learning



engineering machine learning



deep learning



unsupervised learning



unsupervised learning



unsupervised learning



auxiliary tasks



example – face recognition



example – natural language tagging



revisiting Vapnik’s razor

“ When solving a (learning) problem of interest, do not solve
a more complex problem as an intermediate step. ”

Rationale: how complex a model can we afford with our data? 

However, solving a more complex task and transferring features

often allows us to leverage more data of a different nature.

• Lots of implications. 

“From machine learning to machine reasoning”, L.B., 2011.



conclusion

A good time to be in machine learning research.


