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PREFACE

The scientific study of language has been developing with particular
rapidity during the past decade or so. One thinks immediately of
the basic work of Zipf and Skinner, of the developments in informa-
tion theory, in concept formation, in second language learning, in
word association research, and generally of the increasing integra-
tion of the psychological and linguistic approaches as reflected in
the activities of the Social Science Research Council Committee on
Linguistics and Psychology. Almost every new issue of a social
science journal brings additional evidence of this heightened activ-
ity. A significant aspect of much of this development has been the
devising and application of new quantitative measurement tech-
niques. During the past six or seven years, a group of us at the
University of Illinois has been concentrating on the development
of an objective measure of meaning, and this book is largely a
progress report of that research.

As such, this book is truly a collaborative effort — not only by
the three authors whose names appear on the title page, but also by
some thirty or more colleagues and graduate students whose theses,
research assistance, and contributions in seminars have given much
in the way of substance and criticism to this work. Throughout we
try to give credit where it is due. There have also been many under-
graduate clerical assistants who, though they must go nameless,
have spent long hours working and reworking over — quite literally
— pounds of numbers and figures. It will also become increasingly
apparent as the course of our work unfolds that much of this
activity would have been quite impossible — at least in this rela-
tively short period if not in a full lifetime — without the avail-
ability of the ILLIAC, the University of Illinois electronic digital
computer. We wish to give our sincere thanks to Professor J. P.
Nash, of the computer laboratory, for his indulgence in scheduling
our huge problems on the ILLIAC. It also has been our good fortune
to interest investigators elsewhere than on our own campus.

It should be underlined that this book is more a progress report
of our work on the measurement of meaning and of some notions
about the nature of meaning than it is a fimished product. Perhaps
this can be said of almost any ongoing research program, but we
feel this to be particularly true in our case. Although the results of
some fifty or so studies are reported in this book, they represent



work covering a period of only six years, and there are still many
gaps and insufficiencies. This should be pointed out in the beginning
because in writing the body of the book, we probably display a
tone of assurance not actually felt. This, however, is a stylistic mat-
ter — there is nothing as dreary as a continually tentative and
hedging style.

One of the major insufficiencies in our work so far lies in the
coordination of a theoretical conception of the nature of meaning
with our empirical techniques of measurement. Many readers may
feel that we would have been wiser to have entirely deleted the
theoretical considerations, and they may be quite correct. But hav-
ing at hand a theoretical model worked out in some detail, the urge
to attempt some correlation with the operations of measurement
was almost irresistible — and for this we beg your indulgence.

Beyond the intellectual debt to our colleagues and students, we
must acknowledge support of a more material kind that has facili-
tated this research activity. The Institute of Communications
Research and the Department of Psychology at the University of
Illinois have provided both the spiritual encouragement and the
tangible assistance of money, time, and space. The University
Graduate Research Board has repeatedly made funds available to
carry out various portions of the program. The senior author owes
a special vote of thanks to the officers and council of the Social
Science Research Council for the support extended in the form of a
three-year faculty fellowship. He also must express his gratitude
to the John Simon Guggenheim Foundation for a fellowship in
1955-56, part of which was spent in the writing of this book.

Our thanks too to Mrs. Barbara Mitchell for handling the typing
chores with speed and accuracy, and to the editors of the Univer-
sity of Illinois Press for their aid in the preparation of the
manuscript. And we owe a special debt to our wives — Patty,
Nancy, and Brocha — for bearing with us throughout.

Charles E. Osgood, George J. Suci, Percy H. Tannenbaum

Institute of Communications Research Untversity of Illinois
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THE LOGIC OF SEMANTIC DIFFERENTIATION

Apart from the studies to be reported here, there have been few,
if any, systematic attempts to subject meaning to quantitative
measurement. There are probably several reasons for this, even in a
period of intense objectivity in psychology: For one thing, the term
“meaning” seems to connote, for most psychologists at least, some-
thing inherently nonmaterial, more akin to “idea’” and “soul” than
to observable stimulus and response, and therefore to be treated
like the other “ghosts” that J. B. Watson dispelled from psychology.
For another thing, it certainly refers to some implicit process or
state which must be inferred from observables, and therefore it is
the sort of variable that contemporary psychologists would avoid
dealing with as long as possible. And there is also, undoubtedly, the
matter of complexity — there is an implication in the philosophical
tradition that meanings are uniquely and infinitely variable, and
phenomena of this kind do not submit readily to measurement.
Whatever the reasons, psychologists have generally been quite will-
ing to let the philosopher tussle with the problem.

This does not imply, however, that psychologists and other social
scientists have denied the significance, both practical and theoreti-
cal, of this variable. Most social scientists would agree — talking
freely on common-sense grounds — that how a person behaves in a
situation depends upon what that situation means or signifies to
him. And most would also agree that one of the most important
factors in social activity is meaning and change in meaning —
whether it be termed “attitude,” or “value,” or something else again.
Even at the core of psychological theorizing, in the field of percep-
tion as well as in the field of learning (see Osgood, 1953), one
encounters the problem of representational or symbolic processes.
The problem of meaning in behavior is probably no more difficult
and certainly not greatly different from the problems of dealing
with other intervening variables, like emotion and intelligence. Any
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variable of this sort is useful to the extent that it can be integrated,
conceptually and empirically, with existing theory and indexed
quantitatively. Although our chief concern in this book will be with
measurement, it will be useful at the outset to sketch at least the
theoretical conception of meaning to which our type of measure-
ment is relevant.

MEANINGS OF “MEANING"

There are at least as many meanings of “meaning” as there are
disciplines which deal with language, and of course, many more
than this because exponents within disciplines do not always agree
with one another. Nevertheless, definitions do tend to correspond
more or less with the purposes and techniques of the individual
doing the defining, focusing on that aspect of the phenomenon which
his discipline equips him to handle. Thus, the sociologist or anthro-
pologist typically defines the meaning of a sign in terms of the
common features of the situations in which it is used and of the
activities which it produces. A careful correlation of occurrences of
the term sTicK, for example, with external situations and behaviors
will gradually isolate its “meaning” from BRANCH, from PIPE, from
sTRING, and so on. This clearly applies better to denotative mean-
ings than to connotative meanings, and it says nothing about the
behavioral principles operating within human organisms which bring
about such correlations.

Linguistic Meaning

American linguists have a split tradition with respect to the mean-
ing of “meaning.” On the one side, following Bloomfield (1933),
they are prone to dismiss the problem from their own sphere of
legitimate interest in messages per se by adopting the sociological
type of definition. Bloomfield defined the meaning of a linguistic
form as ‘“the situation in which the speaker utters it and the re-
sponse which it calls forth in the hearer,” and expressed discourage-
ment as to the linguist’s ability to handle 1t, rather relegating the
task to other sciences. The only judgment about meaning the
linguist was required to make in applying his own methods was that
of “same or different.” On the other side, some linguists (see Joos,
1950; Harris, 1951) have sought a definition of meaning within
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their own methodology, defining it in terms of the total linguistic
context within which a given sign appears. “Now the linguist’s
‘meaning’ of a morpheme . .. is by definition the set of conditional
probabilities of its occurrence in context with all other morphemes
(Joos, 1950).” Needless to say, such a procedure involves immense
practical difficulties. There is yet another sense in which linguists
use the term “meaning”; this is in connection with the concept of
“structure” of a language code, the “meaning” of a linguistic unit
(phoneme, morpheme, ete.) being its function or position in the
code system as a whole. Thus the “linguistic meaning” of the happy
boy in the utterance the happy boy is playing in the pond is
“nominative substantive form class” (see Bloch and Trager, 1942).
It is clear that these meanings of “meaning” serve to define the
relationship of signs to other signs in the message matrix, but are
independent, operationally of both the sociological situation-behavior
matrix and the psychological organismic-process matrix.

Psychological Meanlng

Following the classification scheme used by Charles Morris
(1946) , we may call the relation of signs to situations and behaviors
{sociological) pragmatical meaning, and the relation of signs to
other signs (linguistic) syntactical meaning. Both philosophers and
psychologists have tended to be more interested in what Morris
calls semantical meaming — the relation of signs to their significates.
The philosopher is typically interested in stating the logically neces-
sary and sufficient conditions for signification, which may or may
not involve the behavior of the sign-using organism as a component;
the psychologist is typically interested in the role of the organism’s
behavior system in mediating the relation between signs and signifi-
cates. Or, to put it another way, the psychologist is typically inter-
ested in defining that distinctive mediational process or state which
occurs in the organism whenever a sign is received (decoded) or
produced (encoded). However, psychological theories of meaning
differ among themselves as to the nature of this distinctive process
or state.

We may start a logical analysis of the psychological problem here
with a self-evident fact: The pattern of stimulation whick is a sign
1s never identical with the pattern of sttmulation which is the signifi-
cate. The word “hammer” is not the same stimulus as the object it
signifies. The former is a pattern of sound waves; the latter, de-
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pending on its mode of contact with the organism, is some complex
of visual, tactual, proprioceptive, and other stimulations. Neverthe-
less, the sign (“hammer”) does come to elicit behaviors which are
in some manner relevant to the significate (HAMMER), a capacity
not shared by an infinite numbe¢r of other stimulus patterns that are
not signs of this object. In simplest terms, therefore, the problem for
the psychologist interested in meaning is this: Under what condi-
tions does a stimulus which is not the significate become a sign of
that significate? In other words, we are seeking criteria for defining
a sub-set of the class “‘stimulus,” this sub-set to be called “sign.”
On the basis of the criteria proferred we can identify a number of
different psychological theories of meaning.

Mentalistic View. The classic interpretation takes for granted the
dualistic philosophy of lay Western culture and seeks a correlation
between material and nonmaterial events. Since meanings are ob-
viously “mental” events and the stimuli representing both signs and
significates are obviously “physical” events, any satisfactory theory
must specify the interrelation between these levels of discourse. At
the core of all mentalistic views, therefore, we find an association
between signs and ‘“ideas” (or their equivalents, “expectations,”
“thoughts,” “engrams”), the latter term usually being unanalyzed.
In other words, something which is not the significate becomes a
sign of that significate if it gives rise to the idea or thought of that
stgnificate. There are, of course, many ways in which the essential
dualism may be disguised, but it always is present as long as the
term referring to the organismic mediation process remains unde-
fined with respect to materialistic observables. Probably the most
sophisticated expression of the mentalistic view is to be found in
Ogden and Richards, The Meaning of Meaning (1923). These writ-
ers clearly isolate the essential representational character of signs,
the learning or experiential criterion, and the lack of any direct
connection between signs and the things they signify (the point
made again and again by the General Semanticists in more recent
years), but the process which mediates the relation of signs to their
significates is a “mental” one. Of course, if a dualistic view is har-
monious with the truth, then the Ogden and Richards theory is the
most tenable one available.

Substitution View. Naive application of Pavlovian conditioning
principles by early behavorists like Watson led to the theory that
signs achieve their meaning simply by being conditioned to the same
reactions originally made to significates. The significate is the un-
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conditioned stimulus and the sign is the conditioned stimulus, the
latter merely being substituted for the former and thus acquiring
its meaning. The resulting definition of the sign-process thus be-
comes: Whenever something which is not the significate evokes in
an organism the same reactions evoked by the significate, it s a
sign of that significate. The very simplicity of this theory highlights
its inadequacy. Signs almost never evoke the same overt responses
as the things they represent. Nevertheless, this formulation is ob-
jective and includes the learning criterion; it represents a first step
toward a behavioral interpretation of the sign-process.
Dispositional View. Although Charles Morris was trained as a
philosopher in the tradition of Peirce and other American prag-
matists, it has been clear in his recent writings, particularly his
Signs, Language and Behavior (1946), that he feels it necessary to
anchor a theory of meaning to the behavior of sign-using organisms.
To further this end, he worked with two prominent behavior the-
orists, Tolman and Hull, and the effects of this immersion in learn-
ing theory are evident in his book, which is a pioneering attempt
to reduce semeiotics to an objective basis. The essence of his defini-
tion may be phrased as follows: Any pattern of stimulation which
1s not the significate becomes a sign of the significate if it produces
in the organism a “disposition” to make any of the responses pre-
viously elicited by the significate. This definition avoids the sub-
stitution fallacy, but it involves the danger that “disposition” may
serve as a mere surrogate for “idea” without further explication.
This and certain other difficulties with Morris’ view are discussed
in an earlier article (Osgood, 1952) and will not be detailed here.
The following conception of the sign-process can, in fact, be viewed
as an attempt to make more explicit the behavioral nature of what
Morris has termed “dispositions.”

Meaning as a Representational Mediation Process

Certain stimulus patterns have a “wired-in” connection with cer-
tain behavior patterns (unconditional reflexes) and additional stim-
uli have acquired this capacity (conditional reflexes). Food-powder
in the mouth regularly and reliably elicits a complex pattern of food-
taking reactions in the hungry animal (including salivating, swal-
lowing, and the like); a shock to the foot-pads regularly and
reliably elicits a complex pattern of escape reactions (leaping, run-
ning, urinating, autonomic “fear” reactions, and the like). We may
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define a significate, then, as any stimulus which, in a given situa-
tion, regularly and reliably produces a predictable pattern of be-
havior. For the naive organism, there are multitudes of stimuli
which do not have this capacity — a buzzer sound does not reliably
produce escape behavior like the shock does; the sound of a met-
ronome does not reliably produce food-taking reactions, initially;
the auditory effects of hearing “hammer” do not produce behavior
in any way relevant to EAMMER object in the pre-verbal child. How
can such initially meaningless stimuli become meaningful signs for
the organisms affected by them?

We have seen that ordinary single-stage conditioning does not
provide a satisfactory answer — reactions made to signs are seldom
identical with those made to the objects signified. But if we look
into the conditioning situation more carefully, a possible solution
to the problem may be seen. Many experiments on the details of
the conditioning process combine to support the following conclu-
sion: Components of the total unconditioned reaction vary in their
dependence on the unconditioned stimulus and hence in the ease
with which they may become conditioned to another stimulus.
Typically, the less energy-expending a reaction component (e.g.,
“lhight-weight” components like glandular changes and minimal
postural adjustments) and the less interfering a reaction component
with ongoing overt behavior (e.g., components which do not hinder
overt approaches, avoidances, manipulations, and the like), the
more promptly it appears in the conditioned reaction and hence the
more readily available it is for the meditation function. The argu-
ment thus far may be summarized as follows: Whenever some
sttmulus other than the significate is contiguous with the significate,
it will acquire an increment of association with some portion of the
total behavior elicited by the significate as a representational media-
tion process. As diagramed in Figure 1 (A), this stimulus-producing
process (r, — sy) is representational because it is part of the same
behavior (Rrx) produced by the significate itself (8) — thus the buz-
zer becomes a sign (&) of shock (8) rather than a sign of any of a
multitude of other things. It is mediational because the self-
stimulation (sn) produced by making this short-circuited reaction
can now become associated with a variety of instrumental acts (Rx)
which “take account of” the significate — the anxiety state gen-
erated by the buzzer may serve as a cue for leaping, running,
turning a rachet, or some other response sequence which eliminates
the signified shock.
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Fig. 1. Symbolic account of the development of sign processes.
A. Development of a sign; B. Development of an assign.

Whereas Morris linked sign and significate through partial
identity of significate-produced and “disposition”-produced behav-
iors, we have linked sign and significate through partial identity of
the “disposition” itself (r,) with the behavior produced by the
significate. Thus, according to this view, words represent things
because they produce in human organisms some replica of the actual
behavior toward these things, as a mediation process. This is the
crucial identification, the mechanism that ties particular signs to
particular significates rather than others. Stating the proposition
formally: A pattern of stimulation which is not the significate 1s
a sign of that significate if it evokes tn the organism a mediating
process, this process (a) being some fractional part of the total be-
havior elicited by the significate and (b) producing responses which
would not occur without the previous contiguity of non-significate
and significate patterns of stimulation. It will be noted that in this
statement we have chosen the term “mediating process” rather than
“mediating reaction’’; this is to leave explicitly open the question
of the underlying nature of such representational mediators — they
may well be purely neural events rather than actual muscular con-
tractions or glandular secretions in the traditional sense of *‘reac-
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tion.” In any case, in the formal statement of the theory they are
presumed to have all the functional properties of stimulus-producing
reactions. The above definition of a sign-process may be somewhat
cumbersome, but all the limiting conditions seem necessary. The
mediational process must include some part of the same behavior
produced by the significate if the sign is to have its particularistic
representing property; the presence of this property must depend
upon the prior contiguity of non-significate and significate patterns
of stimulation in the experience of the organism if the definition is
to include the criterion that sign-processes are learned.

What this conception does in effect is to divide the usual S— R
paradigm into two stages. The first stage, which we may call
decoding, is the association of signs with representational mediators,
i.e., “interpretation.” The second stage, which we may call encoding,
is the association of mediated self-stimulation with overt instru-
mental sequences, i.e., “expression of ideas.” One advantage of this
is that, since each stage is itself an S-R process, we are able to
transfer all of the conceptual machinery of single-stage S-R psy-
chology into this two-stage model without new postulation. Return-
ing for a moment to Morris’ trichotomy, it can be seen that this
view encompasses two of his aspects of meaning, semantical meaning
(sign is related to significate via the common properties of r, and
Ry} and pragmatical meaning (signs are related to overt behavior
via the mediation function). To take account of syntactics, includ-
ing the transitional relations between signs in messages, it is neces-
sary to go beyond this model, but this need not concern us here,

The vast majority of signs used in ordinary communication are
what we may term assigns — their meanings are literally “assigned”
to them via association with other signs rather than via direct asso-
ciation with the objects signified. The word zebre is understood by
most six-year-olds, yet few of them have encountered ZEBRAa objects
themselves. They have seen pictures of them, been told that they
have stripes, run like horses, and are usually found wild. As indi-
cated in Figure 1 (B), this new stimulus pattern, zebra, /s/, acquires
portions of the mediating reactions already assoclated with the
primary signs. In learning to read, for example, the “little black
bugs” on the printed page are definitely assigns; these visual pat-
terns are seldom associated directly with the objects signified, but
rather with auditory signs (created by the child and teacher as
they verbalize). Most of the signs with which we shall deal in this
book are assigns in this sense.
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It is apparent that, according to this view, the meanings which
different individuals have for the same signs will vary to the extent
that their behaviors toward the things signified have varied. This is
because the composition of the representational process — which is
the meaning of the sign — is entirely dependent upon the nature of
the total behavior occurring while the sign is being established.
Given the essential sameness of human organisms and the stability
of physical laws, of course, the meanings of most primary perceptual
signs should be quite constant across individuals (e g., the signifi-
cance of the visual cues arising from APPLE object). Given stability
of learning experiences within a particular culture, also, meanings
of most common verbal signs will be highly similar (e.g., the adjec-
tive sweet will be heard and used in much the same types of total
situations regardiess of the individual in our culture). On the other
hand, the meanings of many signs will reflect the idiosyncrasies of
individual experience, as, for example, the meanings of FATHER,
MOTHER, and ME for individuals growing up in “healthy” vs. “un-
healthy”” home environments. Variation in meaning should be par-
ticularly characteristic of assigns since thelr representational
processes depend entirely upon the samples of other signs with
which they occur.

Meaning as a Relatlonal Concept

The meaning of “meaning” for which we wish to establish an
index 1s a psychological one — that process or state in the behavior
of a sign-using organism which is assumed to be a necessary con-
sequence of the reception of sign-stimuli and a necessary antecedent
for the production of sign-responses. Within the general framework
of learning theory, we have identified this cognitive state, meaning,
with a representational mediation process and have tried to specify
the objective stimulus and response conditions under which such a
process develops. At a later point we shall try to show how a par-
ticular kind of measurement operation, the semantic differential,
relates to the functioning of representational processes in language
behavior and hence may serve as an index of these processes.

But it must be emphasized that merely because we choose for our
purposes to study this psychological aspect of “meaning” does not
imply that other meanings of “meaning” are incorrect. “Meaning,”
like “emotion,” is a relational or process concept. It is because
language signs have certain meanings in the psychological sence
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{i.e., are associated with certain representational processes) that
they are used consistently in certain situations and consistently
produce certain behaviors (sociological meaning), and this is also
the reason, in part at least, that they occur in predictable associa-
tion with other signs in messages (linguistic meaning). But, on the
other hand, as we have seen, it is the very consislencies among
situations and behaviors in human experience, including the ex-
perience of hearing and seeing message sequences, that determines
the nature of representational processes and hence psychological
meaning,

Serious questions will undoubtedly be raised — by the philoso-
pher, by the linguist, and by others whose traditions in this field
differ from those of the psychologist — as to whether it is really
“meaning” that we are measuring. The issue here is both subtle and
difficult to discuss. It is also necessary that the reader be reasonably
familiar with our logic and our methods of measurement before it
can be handled in any fundamental way. Therefore, at this point
we merely promise to return to the question — in what sense 1s the
semantic differential a measure of meaning? —in the final, sum-
mary chapter of this book.

THE PROBLEM OF MEASUREMENT

Of all the imps that inhabit the nervous system — that “little
black box” in psychological theorizing — the one we call “meaning”
is held by common consent to be the most elusive. Yet, again by
common consent among social scientists, this variable is one of the
most important determinants of human behavior. It therefore be-
hooves us to try, at least, to find some kind of objective index.

To measure anything that goes on within “the little black box”
it is necessary to use some observable output from it as an index,
Looking back at the theoretical paradigm for the representational
mediation process (Figure 1, A) — a hunch about how “the little
black box” is wired, if you will— we can see that the process
(1. = sm), which we have identified with meaning, is assumed to be
an antecedent, initiating condition for overt behavior (Rx). It is
clear that we need to “tap” this line somehow, need to use some
aspect, characteristic, or sampling of Ry as a means of inferring
what is happening at r,. To put the problem yet another way, we
wish to find a kind of measurable activity or behavior of sign-using
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organisms which is maximally dependent upon and sensitive to
meaningful states, and mimmally dependent upon other variables

The search for such indices of meaning, while never very exten-
sive and often inadvertent, has followed a number of different direc-
tions These may be classified as physiological methods, learning
methods, perceptual methods, association methods, and scaling
methods They may be evaluated agamnst the usual criteria for
measuring mstruments (1) Objecturty The method should yield
venifiable, reproducible data which are independent of the 1diosyn-
crasies of the investigator (2) Reliability It should yield the
same values within acceptable margins of error when the same con-
ditions are duplicated (3) Vahdity The data obtamned should be
demonstrably covariant with those obtamed with some other, mde-
pendent index of meaning (4) Sensitinty The method should
yield differentiations commensurate with the natural units of the
material bemng studied, 1 ¢, should be able to reflect as fine distine-
tions 1n meaning as are typically made in communicatimg (5) Com-
parabihity The method should be applicable to a wide range of
phenomena 1n the field, making possible comparisons among differ-
ent individuals and groups, among different concepts, and so on.
(6) Utihty It should yield mformation relevant to contemporary
theoretical and practical 1ssues 1n an efficient manner, 1 e, 1t should
not be so cumbersome and laborious as to prohibit collection of data
at a reasonable rate This 1s not an exhaustive list of criteria of
measurement, but 1t 18 sufficient for our purposes What follows 1s
a digest of an earlier review of measurement problems in this area
(Osgood, 1952)

Physiologlcal Methods

It has proven convenient mn theorizing about meaning to define
the representational mediation process as an mmplicit response which
produces 1ts own distinctive self-stimulation As said earlier, this
makes 1t possible to import the standard conceptual machinery of
8-R psychology However, 1f we accept the peripheral theory of
consciousness or cognition, a literal mediating reaction with its
self-stimulation becomes a necessary condition for meaning, and
hence the 1nvestigator 18 encouraged to discover direct physiological
correlates
Action Potentwals m Striate Musculature Introspective psycholo-
gists of another generation generally agreed in finding kinaesthetic
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sensations present as a residue when everything but “meaningful
thought” was excluded from consciousness. But the method of in-
trospection did not allow them to determine whether these vague
muscular and organic sensations were actually meanings or merely
a background of bodily tonus. Experimentalists picked up the prob-
lem at this point. Following J. B. Watson’s dictum that thought
was nothing but implicit speech, a small host of gadgeteers (see
Thorson, 1925) filled subjects’ mouths with an astounding variety
of mechanical devices while they both thought and mumbled unusual
items like “psychology.” Little or no correspondence between
thought-movements and speech-movements was found. Electrical
amplification and recording methods later provided apparatus of
sufficient sensitivity for the problem, and both Jacobson (1932) and
Max (1935, 1937) made detailed records of muscle potentials during
periods of directed “thought.” Although a consistent and localized
correlation was found — while imagining lifting one’s arm muscle
potentials are picked up from the appropriate muscles, deaf-mutes
show greater potential in finger muscles than normals solving the
same mental problems, etc. — this provides at best a very cumber-
some and crude index of meaning. There is no way of “reading” the
meaning of a sign to a subject from the recorded activity, no satis-
factory demonstration of the necessity of the motor component has
ever been offered, and the apparatus required is extremely compli-
cated and expensive.

Salivary Reaction. Another pioneer exploration into the organic
correlates of meaning was that of Razran (1935-36), using himself
as subject, words for “saliva’ in several languages with which he
was differentially familiar as stimuli, and amount of salivation as
the dependent response. Salivation was greatest in his childhood
language (Russian), next in his most proficient one (English), and
less in three slightly known languages (French, Spanish, and Polish).
We have here a demonstration of a relation between the magnitude
of secretion of a gland and the meaningfulness of a set of signs, but
this method would provide a most restricted index of meaning in
general,

The Galvanic Skin Response. GSR is one of several indices of
autonomic activity, and to the extent that meanings include emo-
tional components this measure should be useful. It is readily
elicited by warning or preparatory signals, has been used to index
the intensity of emotional reactions to words and other stimuli,
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and thus may be said to reflect at least some aspects of the media-
tional process. Unfortunately, the two most directly relevant experi-
ments using this measure — one by Mason (1941) relating
“discovery” and “loss” of meaningfulness of a sign to GSR and
another by Bingham (1943) relating degree of ‘‘meaningfulness,
significance and importance” of signs to GSR — leave much to be
desired in the way of methodological finesse.

All of these physiological methods are of somewhat dubious
validity, since there has been no demonstration of the necessity of
these peripheral components, and they are not sensitive measures in
that we are unable to interpret details of the records in our present
ignorance. Their chief drawback, however, is cumbersomeness —
the subject has to be “rigged up” in elaborate gadgetry to make
such measurements. For this reason, even should validity and sensi-
tivity problems be solved, it seems likely that physiological indices
will be mainly useful as criteria against which to evaluate more
practicable techniques.

Learning Methods

There are many learning studies employing meaningful materials,
but only rarely is meaning itself the experimental variable. And
even where meaning has been deliberately varied, interest has gen-
erally centered on the effect upon learning rather than upon the use
of learning as an index of meaning.

Semantic Generalization. When a reaction conditioned to one stim-
ulus transfers to another, and the amount of transfer varies directly
with the similarity between the two stimuli, we speak of stimulus
generalization. In semantic generalization the necessary similarities
lie in the meanings of the stimuli rather than their physical charac-
teristics. Many experiments have demonstrated semantic general-
ization from significate to sign: Here some reaction is first condi-
tioned to the significate (say, a flash of blue light), and then it is
shown that this new reaction appears without training to the sign
(say, when the word “blue” is spoken). Traugott and Fadeyeva
(1934), for example, associated excitatory CR’s to certain signifi-
cates and inhibitory CR’s to others, demonstrating that subsequent
free associations to the signs (words) for these stimuli were faster
for excitatory than inhibitory significates. Many other experiments
have demonstrated semantic generalization from sign to sign: here
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some reaction is first conditioned to one sign (say, the word “tree”)
and then tested for transfer to another sign (say, the word “bush”).
Razran (1939), for example, has shown that generalization 1s greater
between semantically related words (e.g., sTYLE and FasHIoN) than
between phonetically related words {e.g., sTyLE and sTILE), and
Riess (1940) has obtained similar results. The latter investigator
has also demonstrated (1946) that the importance of meaningful or
semantic similarity increases with age while that of physical (pho-
netic) similarity decreases.

Transfer and Interference Studies. If there is generalization among
meanings as shown above, then it would be anticipated that prac-
tice on learning one list of words should facilitate subsequent learn-
ing of another list, to the extent that there are meaningful similar-
ities involved. Just such facilitative transfer has been shown by
Cofer and Foley (1942) and their various associates (see Cofer, et
al., 1943). On the interference side, Osgood (1946) has shown that
there is less interference among similar meaningful responses than
among unrelated meaningful responses in the successive learning of
lists of paired associates; furthermore, it was also shown (see
Osgood, 1948) that there is a special kind of reciprocal inhibition
operating between meaningfully opposed responses in such lists, the
learning of one verbal response tending to block or decrease the
speed of responding with the opposite verbal response to the same
stimulus.

These findings suggest a general law in this area — that when a
sign or assign is conditioned to a mediator, it will also tend to elicit
other mediators in proportion to their simtlarity to the original
reaction and will tend to inhibit other mediators in proportion to
the directness of their antagonism, or oppositeness, to the original
reaction — but they offer very little in the way of measurement
of meaning. Beyond considerable cumbersomeness procedurally,
these learning measures lack comparability as indices of meaning.
This is because any measure of generalization or interference is
necessarily made relative to the original learning of some standard,
which, of course, varies from case to case. We can tell that HaPPY
is more similar in meaning to JoYFUL than is smooTH, but this
cannot be compared in any way with other such relations. The chief
value of these learning methods, therefore, lies in the testing of
specific hypotheses about meaningful processes deriving from learn-
ing theory.
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Perceptual Methods

That there is an intimate relation between perceptual and mean-
ingful phenomena is borne out by the confusion which psychologists
display in using these terms. The voluminous literature on memory
for forms, for example, has been interpreted both as demonstrating
perceptual dynamics (see Koffka, 1935) and semantic dynamics
{see Bartlett, 1932) — witness particularly the experiment by Car-
michael, Hogan, and Walter (1932) in which the deliberate intro-
duction of different meaningful words in association with the same
abstract forms markedly influenced the way they were reproduced.
But, as was the case with learning studies, there are few experi-
ments in which meaning has been deliberately introduced as a
variable and none in which anything resembling a measuring tech-
nique for meaning is offered. The effects of motives upon the
perception (or meaning) of ambiguous stimuli has been amply
demonstrated (see McClelland and Atkinson, 1948; Postman and
Bruner, 1948), and there 1s some evidence that personal values can
influence both perceptual significance {Bruner and Goodman, 1947)
and the tachistoscopic availability of printed words (see Postman,
Bruner and McGinnies, 1948). Skinner (1936) has devised a “ver-
bal summator” technique for studying language behavior which
resembles these perceptual methods. Samples of meaningless speech
sounds are repeated until the subject perceives some meaningful
form — a kind of verbal inkblot. Like the tachistoscopic method,
this gets at the relative availability of meaningful forms but does
not distinguish among them semantically.

The chief drawback with perceptual methods in general, then, is
that they serve to index the comparative availability or habit
strength of alternative meaningful forms, but not the meaning itself.
The fact that a religious person perceives VESPERS with a shorter
presentation time than a theoretically oriented person says nothing
about how the meanings of this term differ for them; the fact that
the religious person perceives VESPERS more quickly than THEORY
says nothing about the difference in meaning of these two words to
this individual. The same statements apply to Skinner’s “verbal
summator” technique.

Assoclation Methods

Freud would have been the first to agree that the associations
produced when a patient “allows one idea to lead to another” are
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in no sense free, but rather are semantically determined. Inspection
of the Kent and Rosanoff (1910) lists of associates obtained from
1,000 subjects also makes it clear that the vast majority of re-
sponses depend upon the meaning of the stimulus word. Similarly,
from the fact that two subjects differ in their associations to a
given stimulus word we can probably infer at least momentary
differences in their meanings of the stimulus word. The association
method is sensitive to differences in the mode of the stimulus sign:
Dorcus (1932) showed that associations to eolor words (linguistie
signs) and colored papers (perceptual signs) differed, and Kar-
woski, Gramlich and Arnott (1944) have found that associations
to the verbal labels of objects differ from those to either pictures or
direct perception of these objects. Other studies demonstrate that
the association method is also sensitive to the context in which the
stimulus word appears, whether it be the situational context of
the subjeet (see Bousfield, 1950; Foley and MacMillan, 1943) or the
linguistic context of the sign itself (Howes and Osgood, 1954).
But does the association method provide us with an adequate in-
dex of the meanings of the signs used as stimuli? The answer is
“no,” and for several reasons. For one thing, this measure lacks
comparability; the responses of two individuals to the same stimulus,
or of the same individual to two stimulus words, are essentially
unique as bits of data. For another thing, word associations depend
upon more than the meaning of the stimulus word, specifically upon
the strengths of transitional habits based upon contingencies in
experience. Thus, for example, MARY is often encountered in com-
pany with her sister saLLy and therefore, given MARY as a stimulus,
our subject is likely to respond by saying “Sally” — but does the
response “Sally” in any way index the meaning of marY to our
subject, liis aifection for her, for example? A basic distinction
must be drawn between the meaning of a sign and its associations.
This point needs to be labored because one recent writer (Noble,
1952), at least, has seriously proposed that the meaning of a sign is
nothing more than the number of different associations between it
as a stimulus and other signs as responses. According to Noble,
“The index of meaning (m) of a particular stimulus was defined
. as the grand mean number of (acceptable) written responses
given by all Ss within a 60 sec. period.” This solution to the
troublesome problems of the nature and measurement of meaning
is as simple as it is ludierous. Looking into his data we find, for
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example, that JELLY, JEWEL, and HEAvEN have approximately the
same m-scores and hence, presumably, nearly the same meaning.
It is his basic notion — that meaning and association can be
equated — which is wrong. Does BLACK mean white because this is
the most common associate? Does NEEDLE mean sew, BREAD mean
butter, MAN mean woman? Noble’s m might be identified as mean-
ingfulness rather than meaning, or better, simply the association
value of the stimulus, since this is actually what he is measuring.

Scalfing Methods

Considering the number of traits, attitudes, and abilities that psy-
chologists have scaled, it is perhaps surprising that there has been
little effort to measure meaning in this way. What has been done
along somewhat relevant lines has been motivated by the need to
provide learning experimenters with standardized materials with
respect to certain dimensions of variation. Thus Glaze (1928), Hull
(1933), and others have scaled the “associative value” of nonsense
materials on the basis of the relative frequency with which they
evoke meaningful words as associates; Noble’s (1952) m-measure,
discussed above, essentially extends this method to meaningful as
well as nonsense verbal stimuli. Working from a similar orientation,
Haagen (1949) scaled 400 pairs of common adjectives in terms of
their synonymity, vividness, familiarity, and association value;
although useful for standardization in learning experiments, these
scales do not provide us with measures of meaning — the judgments
required of the subjects were always relative to some particular
standard word, which varied from one set of test words to another
(i.e., the measure does not meet the criterion of comparability).
The most relevant scaling study was one by Mosier (1941) in
which subjects rated adjectives on an 11-point scale in terms of
their favorableness — unfavorableness. Mosier was able to demon-
strate a reasonable ordering of evaluative words in terms of their
mean locations (e.g., ezcellent, good, common, fair, poor, etc.},
including such bits of information as the fact that better is con-
notatively less favorable than good (grammarians to the contrary).
The limitation in Mosier’s technique, however, is that he tapped
only one dimension of meaning, the admittedly important evalu-
ative dimension, whereas we may assume at the outset that mean-
ings vary multidimensionally.
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THE SEMANTIC DIFFERENTIAL

Let us glance back at the theoretical paradigm shown in Figure 1
again. What we shall call encoding is the selective evocation of
overt instrumental acts (Rx) by the representational mediation
process, (ry—>8y), presumably on the basis of differential rein-
{forcement. These Rx’s are responses to the sign, which are assutmed
to depend upon the prior association of sign and significate and
which are therefore, presumably appropriate to the meaning of the
sign. What types of overt responses may constitute Rx and hence
serve as an index of rp? Many intentionally encoded responses are
non-linguistic. We often infer (rightly or wrongly) the meaning of
a sign to an individual from his facial expressions, gestures, gross
bodily movements, etc. — he smiles and stretches out his arms in
welcome, he draws back his head and wrinkles up his nose in dis-
gust, or he flees or strikes with his fists. But not only is such
behavior difficult to quantify and cumbersome to record, it also
does not yield comparable units and is probably insensitive to
subtler meanings, at least in most of us.

Language as an Index of Meaning

What about Linguistic encoding, ordinary intentional language?
After all, the basic function of language is supposed to be the
communication of meaning — it is often defined as ‘“‘the expression
of ideas.” Ordinarily, if we want to find out what something means
to a person, we ask him to tell us. What does a POLITICIAN mean to
you? “Well, it is someone who campaigns and does or does not get
elected. It's usually a hearty, husky, good-natured guy who's
always on the ‘g0’ — but also a ‘glad-hander’ and liable to be un-
trustworthy, a double-talker. Not as good as a statesman, of
course. . . .”” What does soPuIsTICATED mean? “Well . . . T know
what it means, all right, but it’s hard to put into words. It’s being
clever and wise about people and things — knowing the ropes, so
to speak. It's sort of smooth and polished, graceful but not awk-
ward . . . poised, ‘savvy,’ you know. . . .” It might be noted in
passing that the responses one gets when he asks what something
means are usually quite different from those he gets when he asks
for associations (e.g., what other things X makes him think of).
POLITICIAN: Washington, smoke-filled room, insineere, laws, investi-
gations, etc. SOPHISTICATED: lady, cocktails, music, educated, clever,
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smart, ete. There is some overlap, of course, because a common
mediation process (elicited by the stimulus sign) is operating in
both cases.

Unrestricted linguistic output of this sort has high presumptive
validity, unless we question the honesty of the subject — and there
is no more reason to expect malingering here than in other psycho-
logical test situations (a poorly instructed or motivated subject
in a psychophysical experiment may say “heavier” when it actually
feels lighter; he may take a wrong alternative in a finger-maze
when he knows it is wrong). At least we can say it has as much
validity as any other technique based upon requested introspection,
For highly intelligent and verbally fluent subjects this method
would be sufficiently sensitive, since it seems likely that a language
will tend to include those discriminations which its users find nec-
essary to communicate. Less fluent subjects, however, find it very
difficult to encode meanings spontaneously (in a taste test on brands
of ice cream, one of the authors found that most subjects could
produce “creamy,” “tasty,” and a few other terms, but little more,
yet given a form of the semantic differential these same individuals
quickly and confidently indicated a large number of judgments).
But what spontaneous linguistic output may gain in validity and
sensitivity, it certainly loses on other grounds-— casual introspec-
tions are hardly comparable and do not lend themselves to quanti-
fication. What sort of quantitative index of meaning could be
applied to the two sample outputs above? How could we compare
the outputs of two different subjects discussing their meanings of
the same term and indicate the degree of similarity or difference in
meaning?

It is apparent that if we are to use linguistic encoding as an
index of meaning we need (a) a carefully devised sample of alter-
native verbal responses which can be standardized across subjects,
(b) these alternatives to be elicited from subjects rather than
emitted so that encoding fluency is eliminated as a variable, and
(c) these alternatives to be representative of the major ways in
which meanings vary. In other words, rather than relying on the
spontaneous emission of words relating to a particular stimulating
sign, we need to play a game of “Twenty Questions” with our
subject: sOPHISTICATED — is it hard or soft? Is it pleasant or un-
pleasant? Is it fast or slow? Just as in “Twenty Questions” the
selection of successive alternatives gradually eliminates uncertainty
as to the object being thought about, so selection among successive
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pairs of common verbal opposites should gradually isolate the
“meaning” of the stimulus sign. To increase the sensitivity of our
instrument, we may insert a scale between each pair of terms, so
that the subject can indicate both the direction and the infensity of
each judgment.

The semantic differential is essentially a combination of con-
trolled association and scaling procedures. We provide the subject
with a concept to be differentiated and a set of bipolar adjectival
scales against which to do it, his only task being to indicate, for
each item (pairing of a concept with a scale), the direction of his
association and its intensity on a seven-step scale. The crux of the
method, of course, lies in selecting the sample of descriptive polar
terms. Ideally, the sample should be as representative as possible
of all the ways in which meaningful judgments can vary, and yet
be small enough in size to be efficient in practice. In other words,
from the myriad linguistic and non-linguistic behaviors mediated
by symbolic processes, we select a small but carefully devised
sample, a sample which we shall try to demonstrate is chiefly
indicative of the ways that meanings vary, and largely insensitive
to other sources of variation.

Research Background of the Semantic Differentiol

The semantic differential as a technique for measuring meaning
was not developed directly out of the reasoning described above. As
is so often the case, the actual measurement procedures developed
more or less “Topsy-like” in the course of experimental research
along other, though related, lines, and the reasonings leading to the
measurement of meaning in general grew out of interpretations of
the findings in this earlier research.

The notion of using polar adjectives to define the termini of
semantic dimensions grew out of research on synesthesia with
Theodore Karwoski and Henry Odbert at Dartmouth College.
Synesthesia is defined by Warren in his Dictionary of Psychology
{1934) as “a phenomenon characterizing the experiences of certain
individuals, in which certain sensations belonging to one sense or
mode attach to certain sensations of another group and appear
regularly whenever a stimulus of the latter type occurs.” This
implies a sort of “neural cross-circuiting” that occurs in only a
few freak individuals, and it is true that many of the classic case
histories gave credence to this view. The series of researches by
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Karwoski, Odbert, and their associates, however, related synesthesia
to thinking and language in general. Rather than being a freak
phenomenon, color-music synesthesia was reported by Karwoski
and Odbert (1938) as being regularly indulged in by as many as
13 per cent of Dartmouth College students, often as a means of
enriching their enjoyment of music. A much larger number reported
that they had such experiences occasionally.

The regular photistic visualizers varied among themselves as to
the modes of translation between sound and vision and as to the
vividness of their experiences, and their difference from the general
population seemed to be one of degree rather than kind. Whereas
fast, exciting music might be pictured by the synesthete as sharply
etched, bright red forms, his less imaginative brethren would merely
agree that words like “red-hot,” “bright,” and “fiery,” as verbal
metaphors, adequately described the music; a slow, melancholic
selection might be visualized as heavy, slow-moving “blobs” of
somber hue and be described verbally as “heavy,” “blue,” and
“dark.” The relation of this phenomenon to ordinary metaphor is
evident: A happy man is said to feel “high,” a sad man “low”;
the pianist travels “up” and “down” the scale from treble to bass;
souls travel “up” to the good place and “down” to the bad place;
hope is “white” and despair is “black.”

Interrelationships among color, mood, and musical experiences
were studied more analytically by Odbert, Karwoski, and Eckerson
{(1942). Subjects first listened to ten short excerpts from classical
selections and indicated their dominant moods by checking sets of
adjectives arranged in a mood circle (see Hevner, 1936); on a
second hearing they gave the names of colors that seemed appropri-
ate to the music. The colors were found to follow the moods created
by the music. Delius’ On Hearing the First Cuckoo in Spring was
judged leisurely in mood and predominantly green in color; a portion
of Wagner’s Rienzi Quverture was judged exciting or vigorous in
mood and predominantly red in color. When another group of sub-
jects was merely shown the mood adjectives (with no musical stim-
ulation) and asked to select appropriate colors, even more consistent
relations appeared. There is a great deal of supporting evidence, of
course, for consistent relations between colors and moods.

These results indicate that stimuli from several modalities, visual,
auditory, emotional and verbal, may have shared significances or
meanings — cross-modality stimulus equivalence. Further experi-
ments with even simpler stimuli by Karwoski, Odbert, and Osgood
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Fig. 2. Sample of photisms drawn by complex synesthetes to represent &
simple tone which grows louder and then softer.

(1942) indicated that such equivalence across modalities shows
continuity along dimensions of experience. In one study complex
synesthetes drew pictures to represent what they visualized when
simple melodic sequences were played by a single instrument.
Figure 2 shows a sample of reactions to a tone which simply gets
louder and then softer (crescendo-diminuendo). Subject e, for ex-
ample, drew a solid form which grows continuously thicker and
then thinner; subject 2 made a color continuously more and then
less saturated; subject ¢ (who always created meaningful rather
than abstract forms) reported a little car that came continuously
nearer and then farther away. These are functionally or meaning-
fully equivalent responses to the same auditory stimulus, and they
display continuous translation between modalities. That these prac-
ticed synesthetes were not exercising a “rare” capacity was shown
in two subsequent experiments: In one, subjects who had never
even thought of “seeing things” when they heard music were played
the same stimulus selections and told that they had to draw some-
thing to represent each one — exactly the same types of productions
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were obtained. In another experiment, 100 unselected college sopho-
mores were given a purely verbal metaphor test in which the
auditory-mood and visual-spatial characteristics, observed in syn-
esthetes, translated into adjectives and presented as pairs (e.g,
LouD-soft; SMALL-LARGE), were combined in all possible ways and
judged (by circling that member of the second pair which seemed
to go best with the first, capitalized member of the first pair). Here
again the relations utilized by complex synesthetes were regularly
chosen by unselected subjects — 96 per cent, for example, linking
LoUD with LARGE in the example above.

Are such relations entirely dependent upon culture or is it pos-
sible that they represent even more fundamental determinants
operating in the human species? In an early attempt to get at this
question, the senior author® studied anthropological field reports on
five widely separated primitive cultures — Aztec and Pueblo Indian,
Australian Bushman, Siberian Aborigine, Negro (Uganda Protec-
torate), and Malayan — with the purpose of obtaining evidence on
semantic parallelism. The generality of certain relationships was
quite striking: for example, good gods, places, social positions, ete.,
were almost always up and lght (white), whereas bad things were
down and dark (black). A prevalent myth tells how the gods
helped the original man to struggle from the dark, cold, wet, sad
world below the ground up to the light, warm, dry, happy world on
the surface. Among certain Siberian Aborigines, members of a
privileged clan call themselves the white bones in contrast to all
others who are referred to as the black bones. Recently he has
studied a small number of Southwest Indian subjects, playing
simple tape-recorded melodic lines of the same type used earlier
with synesthetes in our own culture and having the Indian subjects
draw their visualizations. Although it was often difficult to secure
cooperation, in those cases where it was obtained essentially the
same types of translations again appeared.

It seems clear from these studies that the imagery found in synes-
thesia is intimately tied up with language metaphor, and that both
represent semantic relations. Karwoski, Odbert, and Osgood sum-
¥narized this work with the statement that the process of metaphor
In language as well as in color-music synesthesia can be described
as the parallel alignment of two or more dimensions of experience,
definable verbally by pairs of polar adjectives, with translations
WWeen equivalent portions of the continua. This is

1 C. E. Osgood, undergraduate thesis in psychology, Dartmouth College.
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translatable into our learning theory model as an instance — com-
plex, to be sure — of mediated generalization. Take the case of
parallelism between auditory pitch and visual size (synesthetes
typically represent high tones as small and low tones as large): it
is characteristic of the physical world that large-sized resonators
produce low frequency tones and small-sized resonators, high fre-
quency tones (think of a series of organ pipes, bells, or even hollow
logs and sticks, and of the voices of men vs. boys, large dogs vs.
little dogs, or lions vs. mice). This means that repeatedly the visual
stimulus of large objects will be paired with the auditory stimulus
of low-pitched tones, and so on consistently throughout the con-
tinuum. Any representational processes associated with one (e.g.,
danger significance of threatening big dog vs. play significance of
little dog) will tend to be associated with the other as well (e.g.,
sounds produced). Thus will a hierarchy of equivalent signs come
to be associated with a common mediation process. Any encoding
responses associated with this mediator, such as “large” drawing
movements and saying the word “large,” will tend to transfer to
any sign which elicits this mediator — thus “synesthesia” when a
deep tone produces “large” drawing movements and ‘“‘metaphor”
when the word “deep” is associated with the word “large.” Much
learning of this type is carried in the culture, of course, as when the
storyteller speaks of the Bic pADDY BEAR (bass), The Mother Bear
(normal voice), and the little baby bear (soprano voice}.

Stagner and Osgood (1946) adapted this method for measuring
social stereotypes and also made explicit the notion of a continuum
between the polar terms, by using such terms to define the ends of
seven-step scales. Rather than studying the relations between con-
tinua, a set of scales was used to determine the “profiles” of various
social stereotypes, such as PACIFIST, RUSSIAN, DICTATOR, and NEU-
TRALITY. Successive samples of subjects were tested throughout the
period of the United States’ gradual involvement in World War II.
The feasibility of using this method to record the changing struc-
tures of social stereotypes (i.e., the changing meanings of a set of
social signs) was demonstrated. More important from the point of
view of methodology, it was found that, as used by our subjects in
making their judgments, the semantic scales fell into highly inter-
correlated clusters. For example, fair-unfair, high-low, kind-cruel,
valuable-worthless, Christian-antiChristian, and honest-dishonest
were all found to correlate together 90 or better. Such a cluster
represents the operation of a single, general factor in social judg-
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ments, obviously here an evaluative factor. Scales like strong-weak,
realistic-unrealistic, and happy-sad were independent of this evalu-
ative group and pointed to the existence of other dimensions of the
semantic framework.

Logic of Semantic Differentiation

Most of our work to date has been concentrated on developing
the measuring instrument and applying it to a variety of practical
problems. Little has been done in testing the various learning
theory implications that may arise from the method; what evidence
and experimental proposals we do have will be summarized in a
later chapter. But this has been a major gap in our work so far:
There has been no explicit statement of the relation between the
theoretical conception of meaning as a representational mediation
process, and the operations of measurement which constitute the
semantic differential technique. The account to be given here is
admittedly a highly speculative one — a sort of preliminary archi-
tect’s sketch of what a bridge between these two levels of discourse
might eventually resemble. To accomplish the building of such a
bridge, it is necessary to analyze and express our operations of
measurement in terms of the constructs of the theoretical model.

We begin by postulating a semantic space, a region of some un-
known dimensionality and Euclidian in character. Each semantic
scale, defined by a pair of polar (opposite-in-meaning) adjectives,
is assumed to represent a straight line function that passes through
the origin of this space, and a sample of such scales then represents
a multidimensional space. The larger or more representative the
sample, the better defined is the space as a whole. Now, as we have
seen in both the synesthesia studies and in the measurement of
social stereotypes, many of the “directions” established by particu-
lar scales are essentially the same (e.g, the evaluative cluster in
the Stagner and Osgood study) and hence their replication adds
little to the definition of the space. To define the semantic space
with maximum efficiency, we would need to determine that mini-
mum number of orthogonal dimensions or axes (again, assuming
the space to be Euclidian) which exhausts the dimensionality of
the space — in practice, we shall be satisfied with as many such
independent dimensions as we can identify and measure reliably. The
logical tool to uncover these dimensions is factor analysis, and

.in the following chapter we shall deseribe a number of such
Investigations.
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What is meant by “differentiating” the meaning of a concept?
When 2 subject judges a concept against a series of scales, e.g.,

FATHER
happy : X : : : sad
hard . S : : : : soft
slow : : : X : fast, ete.,

each judgment represents a selection among a set of given alter-
natives and serves to localize the concept as a point in the semantic
space. The larger the number of scales and the more representative
the selection of these scales, the more validly does this point in the
space represent the operational meaning of the concept. And con-
versely, of course: Given the location of such a point in the space,
the original judgments are reproducible in that each point has an
orthogonal projection onto any line that passes through the origin
of the space, i.e., onto any scale. By semantic differentiation, then,
we mean the successive allocation of a concept to a point in the
multidimensional semantic space by selection from among a set
of given scaled semantic alternatives. Difference in the meaning
between two concepts is then merely a function of the differences in
their respective allocations within the same space, i.e., it is a func-
tion of the multidimensional distance between the two points. It
is apparent that some index of this generalized distance is a desider-
atum of the system, and such a measure is introduced in Chapter 3.
We now have two definitions of meaning, In learning-theory
terms, the meaning of a sign in a particular context and to a
particular person has been defined as the representational mediation
process which it elicits; in terms of our measurement operations
the meaning of a sign has been defined as that point in the semantic
space specified by a series of differentiating judgments. We can
draw a rough correspondence between these two levels as follows:
The point in space which serves us as an operational definition of
meaning has two essential properties — direction from the origin,
and distance from the origin. We may identify these properties with
the quality and intensity of meaning, respectively. The direction
from the origin depends on the alternative polar terms selected, and
the distance depends on the extremeness of the scale positions
checked.
What properties of learned associations — here, associations of
signs with mediating reactions — correspond to these two attributes
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of direction and intensity? At this point we must make a rather
tenuous assumption, but a necessary one. Let us assume that there
is some finite number of representational mediation reactions avail-
able to the organism and let us further assume that the number of
these alternative reactions (excitatory or inhibitory) corresponds
to the number of dimensions or factors in the semantic space.
Direction of a point in the semantic space will then correspond to
what reactions are elicited by the sign, and distance from the origin
will correspond to the intensity of the reactions.

Let us try to clarify this assumed isomorphism somewhat. Cor-
responding to each major dimension of the semantic space, defined
by a pair of polar terms, is a pair of reciproeally antagonistic
mediating reactions, which we may symbolize as ryr and fnr for
the first dimension, run and Fuu for the second dimension, and so
forth. Each successive act of judgment by the subject using the
semantic differential, in which a sign is allocated to one or the other
direction of a scale, corresponds to the acquired capacity of that
sign to elicit either r, or I'm, and the extremeness of the subject’s
judgment corresponds to the intensity of reaction associating the
sign with either r, or ¥... There is actually evidence that words of
opposed meaning are mediated by such reciprocally antagonistic
reactions. Osgood (1948) demonstrated that the successive pairing
of words of opposed meaning with the same stimulus produced
significant amounts of blocking (failure of response) and decreased
speed of responding, as compared with words of similar meaning,
both phenomena predictable from the reciprocal inhibition hypo-
thesis. Evidence for a direct relation between extremeness of graphic
judgment on the semantic differential and speed of associative
judgment (an index of reaction intensity) will be offered later in
this book.

) Figure 3 represents an attempt to coordinate these models graph-
lcally. The sign is represented as a point in an n-dimensional space
(.here, three dimensions). As a point in space, the sign has projec-
tions onto each of the dimensions. The magnitude and direction of
the coordinate on each dimension is, on the one hand, estimated
from the direction and extremeness of the subject’s judgment
against those scales of the differential representing this dimension
a.nd, on the other hand, is assumed to be proportional to the inten-
Sity with which the sign elicits the rm or i corresponding to this
dlr_nension. The lower portion of Figure 3 represents the meaning of
this sign as a simultaneous nierarchy of representational reactions,



28 THE MEASUREMENT OF MEANING

f.”

l‘ml

Py

Fig. 3. Assumed relation between mediation and semantic space models.

the intensity of evocation varying for rmm > Tmr > fmun. It should
be noted that whereas the reciprocal reactions within each dimen-
sion are assumed to be incompatible, those corresponding to
independent dimensions are assumed to be compatible and hence
capable of simultaneous excitation. What we have done, in other
words, is to divide the total representational mediation process into
a set of bipolar components, the meaning of a sign corresponding to
the pattern and intensity with which these components are elicited.

It remains to express the actual behavior of subjects taking the
semantic differential in terms of the learning theory model. Each
item (pairing of a specific concept with a specific scale) presents
the following situation:

(concEPT)
polar term X : : : : : : polar term Y
1 @ @ @ 6 ® O
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in which the scale positions have already been defined for the sub-
ject in the instructions (see Chapter 3) as:

(1) extremely X (7) extremely Y
(2) quite X (6) quiteY
(3) slightly X (5) slightly Y

(4) neither X nor Y; equally X and Y

We shall assume that, on the basis of a great deal of prior experi-
ence in encoding, the terms “extremely,” “quite,” and “slightly” as
linguistic quantifiers have been associated with more or less equal
degrees of intensity of whatever representational process (X or Y)
happens to be elicited, and therefore, that the sign combinations
“extremely X,” “quite X,” and so forth will elicit an ryn of the
quality X and of the intensity given by the quantifier. In a subse-
quent chapter, data will be offered to substantiate this scaling as-
sumption. We shall also assume that, even though the instructions
relating scale positions to quantifying terms are only given once at
the beginning of the “test,” they persist throughout.

Now, following our general analysis, any concept being judged is
a sign eliciting a distinctive set of component rn’s and Fn’s with
differing intensities. Similarly, the polar terms defining the scales
are signs eliciting their own characteristic patterns of ry's and
Iw's, and, when combined with quantifiers associated with scale
Ppositions, each scale position elicits an 1, pattern whose selection
depends upon the polar term and whose intensity depends upon the
quantifier. Two additional comments about the representational
processes associated with the scales should be made: First, since
the polar terms X and Y are meaningful opposites, we assume that
the r,, pattern characteristic of X will be reciprocally antagonistic
to that characteristic of Y (ie., wherever a component of X is rp,
the same component of Y will be fr, and conversely). Second, since,
a8 will be seen in subsequent chapters, scales are chosen which
maximize one factor or component and minimize all others, the ry,
pattern elicited by any X-Y set will tend to have one dominant
component.
) To summarize our theoretical analysis, it can be seen that what
18 operationally quite simple (the procedure of the subjeect in re-
Sponding to the semantic differential) proves to be quite complex
behaviorally. The location of a concept in the semantic space de-
fined by a set of factors is equated with the evocation by the con-
cept of a set of component mediating reactions, direction in space
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being equated to what mediators are evoked (from among recip-
rocally antagonistic pairs) and distance from the origin being
equated to how intensely (with what habit strength) these are
evoked. Each position on one of our semantic scales is also assumed
to be associated with a complex mediating reaction, the dominant
component depending on the polar terms, X and Y, and its intensity
depending upon the qualifiers, “extremely,” “quite,” ete. These dif-
ferent mediators are associated, in encoding, with checking the
various scale positions. Through the functioning of a generalization
principle, the concept will elicit checking of that scale position
whose dominant mediator component most closely matches in inten-
sity the corresponding component in the process associated with the
concept itself. Since the positions checked on the scales constitute
the coordinates of the concept’s location in semantic space, we as-
sume that the coordinates in the measurement space are funec-
tionally equivalent with the components of the representational
mediation process associated with this concept.

This, then, is one rationale by which the semantic differential,
as a technique of measurement, can be considered as an index of
meaning. One may well ask whether such an elaborate and specu-
lative analysis — which perhaps impresses the reader as a tour de
force — is necessary? It is true that many of the practical uses of
the semaniic differential, indeed its own empirical validity, depend
little, if at all, on such a tie-in with learning theory. On the other
hand, if we are to use the semantic differential as an hypothesis-
testing instrument, and if the hypotheses regarding meanings and
changes in meaning are to be drawn from learning-theory analyses,
some such rationale as has been developed here is highly desirable.
Further, from the writers’ point of view, it is an awkward and some-
what embarrassing state of affairs to entertain simultaneously a
theoretical conception of the nature of meaning and a procedure
for measuring it which have no relation to one another. Whether
this attempt at resolving this state of affairs has reduced this awk-
wardness is another matter.
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The meaning of a sign has been defined as a representational
mediation process, a complex reaction divisible into some unknown
but finite number of components. This learning theory construct
has been tentatively coordinated with our measuring operations by
identifying this complex mediation reaction with a point in a multi-
dimensional space. The projections of this point onto the various
dimensions of the semantic space are assumed to correspond to what
component mediating reactions are associated with the sign and
with what degrees of intensity. The essential operation of meas-
urement is the successive allocation of a concept to a series of
descriptive scales defined by polar adjectives, these scales selected
80 as to be representative of the major dimensions along which
meaningful processes vary. In order to select a set of scales having
these properties, it is necessary to determine what the major dimen-
sions of the semantic space are. Some form of factor analysis seems
the logical tool for such a multidimensional exploratory task. In this
chapter we describe a series of factor analytic studies designed to
'{solate and identify the major factors operating in meaningful
Judgments.

.Before deseribing particular factor studies, it will be useful to
discuss a few of the general requirements of this approach. One of
the most important requirements is, of course, representative
sampling. Qur problem is different from most factor studies in that
we are dealing with three sources of variability — subjects, scales,
aI}d concepts judged. Since the purpose of our factoring work is to
discover the “natural” dimensionality of the semantic space, the
System of factors which together account for the variance in mean-
Ingful judgments, it is important that our sample be as free from
bias as possible. The nature and number of factors obtainable in
any analysis is limited by the sources of variability in the original
data — in g real sense, you only can get out what you put in — and
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we wished to avoid both the production of artificial factors by
deliberately inserting scales or concepts according to a priori
hypotheses and the omission of significant factors through insuffi-
cient sampling.

Our sampling has not been entirely satisfactory. Perhaps the
greatest inadequacy has been in subject variance. Ideally, our
subject sample should be a representative cross-section of the gen-
eral population. As the reader will realize, it is difficult and expen-
sive to obtain such a sample; it is also hard to use subjects of this
sort in a prolonged study (subject-time in the three major factor
analyses to be described here averaged about three hours) and get
across instructions for what seems superficially to be a rather triv-
ial and repetitious task. For the major factorial studies, then, we
have employed college undergraduates. There are some advantages
in this choice, of course — such subjects are probaby more repre-
sentative of the sorts of populations that will be used in most appli-
cations of the final instruments; having a higher average in-
telligence they probably yield a clearer picture of the most finely
differentiated semantic space. Finally, we have available subsidiary
factor data from the general population to serve as a check on the
college population.

QOur greatest care has been taken with the sampling of descriptive
scales, since it is dimensionality of the scale system in which we
are mainly interested. And the chief danger was that some a priori
conceptions of what the semantic space should look like would in-
fluence our sampling. To avoid such bias, we have sampled scales
in terms of an external criterion (with respect to the experimenters).
In the first case this criterion was sheer frequency-of-usage in the
college population of descriptive terms as qualifiers. Since it became
apparent that this criterion resulted in a relative overloading of
scales representing the dominant factor, and did not permit identi-
fication of many minor factors at all, in a subsequent factorization
we used Roget’s Thesaurus as a source of scales, logically a more
exhaustive sampling criterion. In several other factor studies to be
reported, scales have been sampled on still other grounds.

The results of any factor analysis, including the somewhat intui-
tive identification and labeling of factors, at best merely provides
an hypothesis to be tested in further factor analyses. One’s confi-
dence in the validity of a particular factor structure grows as this
structure persistently reappears in replications of the analysis. How-
ever, there is a danger of forcing the same structure to appear again
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by using the factors obtained in the first study as a criterion for
selecting the scales to be used in the subsequent studies. In other
words, it is no trick to get the same factors in a second study if one
deliberately selects groups of variables to go with, and duplicate,
the variables already isolated as factors. But this tests neither the
validity nor the generality of the factor structure originally obtained
— it merely reaffirms whatever biases were present in the first anal-
ysis. Therefore, whenever we have varied the sample of scales, we
have made the sampling independent of previous factor results (ex-
cept for the inclusion of a small number of reference seales). To test
the generality of the factor structure obtained, we have in our sev-
eral studies (a) varied the subject populations, (b) varied the con-
cepts judged (and in one case eliminated specific concepts entirely),
(c) varied the type of judgmental situation used in collecting data,
and (d) varied the factoring method used in treating the data. Since
the same primary factors keep reappearing despite these modifica-
tions, we conclude that the factor structure operating in meaningful
judgments is not dependent upon these variables, at least.

ANALYSIS I: CENTROID FACTORIZATION, GRAPHIC METHOD
Sampling

In obtaining a sample of scales of semantic judgment, a frequency-
of-usage or availability criterion was used. Forty nouns were taken
from the Kent-Rosanoff list of stimulus words for free association
and these were read in fairly rapid succession to a group of approxi-
mately 200 undergraduate students. These subjects were instructed
to write down after each stimulus noun the first descriptive adjec-
tive that occurred to them (e.g., TREE— green; HOUSE — big;
PRIEST — good). These subjects were asked not to search for exotic
qualifiers, simply to give whatever occurred to them immediately,
and the rapid rate of presentation further restricted the likelihood
of getting rare associates. These data were then analyzed for fre-
Quency of occurrence of all adjectives, regardless of the stimulus
words with which they had appeared. As might be expected, the
adjectives good and bad oceurred with frequencies more than double
those of any other adjectives. Perhaps less expected was the fact
that nearly half of the 50 most frequently appearing adjectives
Were also clearly evaluative in nature. Also among the frequently
glven adjectives were most of the common sensory discriminations,
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such as heavy-light, sweet-sour, and hot-cold. These frequently used
adjectives were made into sets of polar opposites and served as the
sample of descriptive scales used in this study. For theoretical rea-
sons, a few additional sensory continua were inserted in this set of
50; these scales were pungent-bland, fragrant-foul, and bright-dark.
The kind of bias that this method of sampling has probably intro-
duced will be considered later. The entire set of scales is given in
Table 1.

The sampling of concepts presented a less critical problem, since
our purpose was a factor analysis of scales of judgment rather than
of concepts. It was important, however, that these concepts be
others than those on which the adjective sample had been based
(the 40 original stimulus words from the Kent-Rosanoff lists), that
they be as diversified in meaning as possible so as to augment the
total variability in judgments, and that they be familiar to the
subjects we intended to use. On these bases the experimenters simply
selected the following 20 concepts: LADY, BOULDER, SIN, FATHER,
LAKE, SYMPHONY, RUSSIAN, FEATHER, ME, FIRE, BABY, FRAUD, GOD,
PATRIOT, TORNADO, SWORD, MOTHER, STATUE, COP, AMERICA. The avail-
ability and test-sophistication of the college student population
dictated our sampling of subjects. A group of 100 students in intro-
ductory psychology served; they were well paid for their work, and
internal evidence testifies to the care with which they did a long
and not very exciting task.

Procedure

The pairing of 50 descriptive scales with 20 concepts in all pos-
sible combinations generates a 1000-item test form. For checking
reliability, 40 of these 1000 items, chosen at random, but with the
restriction that no concept should be used more than twice and no
scale more than once, were repeated as a final page of the mimeo-
graphed test booklet (see Chapter 4). The ordering of concept-scale
pairings was deliberately rotated rather than random; it was felt
that this procedure would better guarantee independence of judg-
ments, since the maximum number of items (19), would intervene
between successive judgments of the same concept and the maximum
number of items (49) would intervene between successive judgments
on the same scale. Each item appeared as follows:

LADY rough : : : : : : smooth,
with the subject instructed to place a check-mark in that position
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indicating both the direction and intensity of his judgment. The
instructions given may be found in Chapter 3 (pp. 82-84).

Trectment of Data

The combination of scales, concepts, and subjects used in this
study generates a 50 X 20 X 100 cube of data. Each scale position
was assigned a number, from 1 to 7 arbitrarily from left to right,
and hence each cell in this cube contains a number representing
the judgment of a particular concept, on a particular scale, by a
particular subject.

Matriz of Intercorrelations. Each subject provides a complete set
of 50 judgments on each of 20 concepts —one judgment on each
scale. Since both subjects and concepts are replicated, it would be
possible to obtain separate matrices of scale intercorrelations for
individual subjects (summing over concepts) as well as for indi-
vidual concepts (summing over subjects). However, since our long-
run purpose was to set up a semantic measuring instrument which
would be applicable to people and concepts in general, we wished to
obtain that matrix of intercorrelations among scales which would
be most representative or typical. We therefore summed over both
subjects and concepts, generating a single 50 X 50 intercorrelational
matrix of every scale with every other scale to which the total data
contribute. Another reason for summing over concepts was to avoid
spuriously low correlations resulting from low variability of judg-
ments on single concepts. If nearly all subjects call TORNADO ex-
tremely cruel and also agree in calling it extremely unpleasant, the
correlation between kind-cruel and pleasant-unpleasant would ap-
proach indeterminacy, despite the fact that over concepts in general
there is g high positive correlation between these scales.

Each of the 50 scales was responded to 2000 times, each of the
100 subjects responding once to each of 20 concepts. Thus, every
Scale.can be paired with every other scale 2000 times, each subject
cOI.ltrlbuting 20 pairs to the total and each concept contributing 100
pairs. In computing each correlation — the summations for cross-
Products — means and variances were taken across hoth subjects
and concepts. If X, is the score on the ith scale, for the
7th concept, and vth subject, and X, . . is the mean for the ith scale
found by summing over concepts and subjects and dividing by
2.0 X 100, then the cross-products between scales ¢ and & in devia-
tions from the means were found from:
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Z Z (Xliv - Xi. ) (inv - Xk. .)-

]
The expression for the variance on scale ¢ is then:

Z Z (Xiiv - Xi . .)2
N

These intercorrelations were calculated with IBM equipment. The
variance due to differences between concept means (the difference
between X, 3’8) is necessarily included in the correlation values. The
possible effect of this on our results will be considered at a later
point.

Factor Analysis. Thurstone’s Centroid Factor Method (1947) was
applied to this matrix of correlations. Four factors were extracted
and rotated into simple structure, maintaining orthogonality. The
rotated factor matrix for this first analysis appears as Table 1.
Since orthogonal relations were maintained in rotation, the matrix
in this table represents uncorrelated factors. We stopped extracting
factors after the fourth; this factor accounted for less than 2 per
cent of the variance and appeared by inspection to be a residual.
The pattern of scales having noticeable loadings on it (between .20
and .27) made no sense semantically. It is to be expected that a
larger sampling of scales, with less emphasis on the evaluative
factor, would allow some number of additional factors to appear.

The problem of labeling factors is somewhat simpler here than in
the usual case. In a sense, our polar scales label themselves as to
content. The first factor is clearly identifiable as evaluative by list-
ing the scales which have high loadings on it: good-bad, beautiful-
ugly, sweet-sour, clean-dirty, tasty-distasteful, valuable-worthless,
kind-cruel, pleasant-unpleasant, sweet-bitter, happy-sad, sacred-
profane, nice-awful, fragrant-foul, honest-dishonest, and fair-unfair.
All of these loadings are .75 or better, and it will also be noted by
referring to Table 1 that these scales are “purely” evaluative in the
sense that the extracted variance is almost entirely on this first
factor. Several other scales, rich-poor, clear-hazy, fresh-stale, and
healthy-sick, while not as highly loaded as the first set on the eval-
uative factor, nevertheless restrict their loadings chiefly to this
factor.

The second factor identifies itself fairly well as a potency vari-
able (or, as one of our undergraduate statistical assistants puts it,
a “football player” factor): large-small, strong-weak, heavy-light,
and thick-thin serve to identify its general nature, these scales hav-
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ing the highest and most restricted loadings. The tendency for scales
representing this factor to be contaminated, as it were, with the
evaluative factor is apparent in Table 1. The following scales are
mainly potency continua, but reflect considerable evaluative mean-
ing as well: hard-soft, loud-soft, deep-shallow, brave-cowardly,
bass-treble, rough-smooth, rugged-delicate, and wide-narrow. It also
should be noted from inspection of this table that in general load-
ings on the evaluative factor are higher than those on potency, even
where “pure” scales are involved.

The third factor appears to be mainly an activity variable in
judgments, with some relation to physical sharpness or abruptness
as well. The most distinctively loaded scales are fast-slow (.70),
active-passive (.59), and hot-cold (.46); somewhat different in ap-
parent meaning, but displaying similar factor loadings, are sharp-
dull (.52) and angular-rounded (.43). The following scales have
considerable loading on this activity factor, but also as much or
more loading on evaluation: red-green, young-old (the subjects
were college undergraduates), feroctous-peaceful, and tense-relazed.
The noticeable tendency for both activity and power to be associated
with positive evaluation (e.g., good, strong, and active tend to go
together rather than good, weak, and passive) may represent a cul-
tural semantic bias. We can say that there appear to be independent
factors operating, even though it is difficult to find many specific
scales which are orthogonal with respect to evaluation.

The percentages of total variance and common variance accounted
for by the three factors isolated are given at the bottom of Table 1.
These values suggest that the evaluative factor plays a dominant
role in meaningful judgments, here accounting for almost 70 per
cent of the common (extracted) variance, and this impression will
be confirmed in subsequent studies to be reported. It is also some-
what startling to note that, even with college students of congider-
able sophistication and intelligence as subjects, almost half of the
total variance in meaningful judgments of 20 varied concepts
against 50 varied scales can be accounted for in terms of only these
three factors, evaluation, potency, and activity. Is it possible that
the apparently rich and complex domain of meaning has such a
simple structure as this? Although we shall want to delay any
answer to this question until the results of more factor studies are
reported, it nevertheless should be noted that 50 per cent of the
total variance does remain unexplained. Even though some part of
this remainder can be attributed to sheer unreliability (error vari-
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ance), part of it does represent the presence of some unknown num-
per of additional factors, here appearing as specific to particular
scales, but potentially extractable in more extensive analyses.

ANALYSIS 11: D-FACTORIZATION, FORCED-CHOICE METHOD

The first factor analysis of meaningful judgments raises a number
of methodological questions. For one thing, the method used to ob-
tain correlations — summing over both concepts and subjects —
necessarily includes the variance attributable to the mean differ-
ences between both subjects and concepts. In a small-scale analysis,
using only 10 subjects, 10 concepts, and 10 scales drawn from the
original data, in which the variance attributable to first subjects
and then concepts was held constant statistically, it was found that
although there was no change in factor structure attributable to
subjects, there was some change due to concepts. To the extent that
there are differences in factor structure as between concepts, and to
the extent that our sampling of only 20 concepts was nonrepresenta-
tive, the factorial results of the first analysis could be biased. For
another thing, there was the question of whether our factor results
were somehow a function of the graphic method and would not ap-
pear when only the polar terms themselves were associated by an-
other technique. The second factor analysis was an attempt to
eliminate these possibilities.

Sampling

Since this second analysis was designed as a direct check on the
ﬁrst,. it was decided to use exactly the same sample of descriptive
C9nt1nua, e.g., the same 50 sets of polar terms. The subjects were
different, individuals, but drawn from the same undergraduate col-
lege population. There were 40 subjects used in this analysis. A
n}ethod of collecting data was employed which eliminates concept
d}ﬁ‘erences entirely as a variable; since no specific concepts were
gven for judgment, the factorial structure of the scales obtained
cannot be attributed to the particular sample of concepts used.

Procedure

The method used involves a forced choice between pairs of polar
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terms as to the direction of their relationship. Given the following
item, for example: sHARP-dull; relaxed-tense

the subject is asked to simply encircle that one of the second pair
which seems closest in meaning to the capitalized member of the
first pair. There is no restriction here on the concept (if any) that
may be used. Some subjects might think of “people” concepts,
others of “object” concepts, and yet others of “aesthetic” concepts.
Introspectively (and as judged from the comments of subjects),
there is usually no particular concept involved. If 100 per cent of
the subjects select tense, as might happen in this case, it would indi-
cate that sharp-with-tense vs. dull-with-relazed is an appropriate
parallelism or association over concepts in general; if subjects divide
randomly (e.g., half one way, half the other) on an item such as

FRESH-stale; long-short

it would appear that either the multitude of conceptual contexts
in which these qualities might be related are random with respect
to direction or that subjects differ randomly in their judgments of
the relation — in either case, no particular concept or set of concepts
is forcing the direction of relation. The exact instructions were as
follows:

We want to find out what dimensions of meaning are related and what
the basic factors in the system seem to be. This is & very important prob-
lem for building any measuring instrument and we ask your complete co-
operation in carrying out the following instructions.

Procedure to follow:

(a) Each item you see will be composed of two pairs of words. Your job
is to encircle the word in the second pair which goes best with the
capitalized word in the first pair.

STRAIGHT-crooked bestial

(b) Don’t look back over the judgments you have already completed.
Judge each item by itself.

(c) Be sure to look at both words in each pair, so as to be judging the
relation of the scales as wholes.

(d) Check back after you have made each judgment to be sure you an-
swered the way you wanted to. Correct any judgment that you feel
was not what you meant.

{e) Try not to base your judgments on your “likes” or “dislikes” of par-
ticular individual words. It is the relation among scales as wholes that
you are judging.
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Yreatment of Data

The pairing of each of 50 pairs of polar terms with every other
pair generates a test comprising 1225 items. Again, a rotational pro-
cedure was used to maximize the separation of identical pairs. The
measure of relation used in this analysis was simply the percentage
of agreement in direction of alignment, e.g., the percentage of sub-
jects circling noble as going with STRAIGHT is entered into a 50 X 50
matrix of such percentages for all pairings. Since the number of sub-
jects cireling one of the terms entirely determines the number cir-
cling the other, calculations are necessary for only one term (the
left-hand term was used consistently, since this corresponded to the
original direction taken as positive in the first factor study). A
perfect relation is inferred from 100 per cent (with left-hand term)
or from 0 per cent (with right-hand term); 50 per cent indicates
no relation, since equal numbers of subjects choose both terms. The
resulting 50 X 50 matrix of percentages was factored by a technique
described below and the results compared with those obtained in the
original centroid analysis.

Factor Analysis. The method of factoring used in this analysis is
pased on a slightly different logic than are the conventional factor-
Ing techniques. Therefore, a brief description of the method itself
will be given before reporting its application to the present problem.
We begin with a symmetric matrix of percentages — analogous to
& matrix of intercorrelations — of order 50 X 50. The logic is simply
this: If two scales are equivalent, i.e., mean the same thing, their
Percentages of agreement with all the other scales will be equivalent.
In other words, we may think of each column of percentages of agree-
ment as sets of scores wherein the higher any single score, the
tg!‘f%lter the relation between two given scales. If two columns con-
an perfectly co-varying scores, they are considered equivalent.
ofne can now find the sum of the cross-products between each column
ressleécentages- of agreement:, and every other column and factor the
as giv:g ;)natnx. The factoring may be done by the diagonal method
pivot tn y'Thu.rstone (1947), selecting any one of the scales as a
an 0 begin with and continuing the factoring until the residuals

e zero,

Wig]h:hlélsethod I.las beejn shown to yield results corresponding closely
corn] :thbtamed with the‘centroid. method when both are applied

e mat ion matrlces..Tpls techmque. has been applied to raw
ableg Il;lces. When this is done the distances (D) between vari-
¢an be reproduced. For this reason, the method has been called

8co



42 THE MEASUREMENT OF MEANING

the D-method of factoring. The technique is described in detail in
the Appendix.

The method results in a matrix of coordinates (loadings) for each
variable on a set of dimensions (factors) which are orthogonal to
each other. Each dimension coincides with a variable chosen as g
pivot. The higher the coordinate of a variable on a dimension, the
more closely related is that variable with the dimension. The scales
which appeared as the successive pivotal dimensions are good-bad,
rugged-delicate, sharp-dull, heavy-light, and empty-full, in this
order. After this fifth dimension had been extracted by the present
method, it became clear that only dimensions with a single high co-
ordinate (the pivotal variable, a ‘“specific’) would continue to
emerge, and therefore the analysis was discontinued. Unlike factor
loadings, the coordinates of variables against the pivotal dimensions
may have absolute values greater than 1.00.

Comparison of Factor Analyses | and i

The five dimensions extracted in the D? factor analysis were
rotated graphically, maintaining orthogonality among the dimen-
sions. This was not done “blindly,” but rather we deliberately tried
to maximize the similarity between this structure and that obtained
with the centroid method. The question was how close a corre-
spondence between the structures obtained in these two studies
could be demonstrated, despite the differences in subjects, methods
of collecting data, and methods of factoring. Table 2 gives the
coordinates of each variable on the five rotated dimensions.

In comparing these two analyses we refer to “loadings” of vari-
ables on “factors” in speaking of results of the centroid method, and
to “coordinates” on “dimensions” in speaking of results of the D?
method. Similarity between the results of the two methods was esti-
mated in three ways: (1) qualitatively, by the extent to which
variables heavily loaded on factors also had high coordinates on
dimensions; quantatively, (2) by the magnitude of correlations be-
tween factor loadings and dimension coordinates across variables
and (3) by the magnitude of indices of factorial similarity, the
coeffictent of proportionality, e, between loadings and coordinates
across the variables.?

*We thank Dr. C. F. Wrigley for bringing this measure to our attention.

?eferences to the use of this index are found in Burt (1948) and Tucker
1951).
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good-bad 2.29 84 07 1.54 00
Jarge-small 12 176  —.02 1.00  ~.34

" beautiful-ugly 2.40 Al 38 148  ~.01
" yellow-blue -.31 -2 -5 .73 —~.44
. hard-soft ~1.39 1.06 68 45 39
| sweet-sour 2.20 4t 14 98  —.26
. strong-weak .38 1.81 .67 1.36 —.53
, clean-dirty 2.38 .46 .60 1.26 —.06
. high-low 1.35 1.21 1.00 1.00 —26
. calm-agitated 2.25 36  —.62 A48 —.14
. tasty-distasteful 2.11 1.05 21 1.21 —-.33
. valuable-worthless 1.87 1.12 .25 1.53 —.46
. red-green —.59 1.03 78 .58 -.19
. young-old 1.22 83 1.26 87 —~.33
. kind-cruel 2.40 49 ~.18 1.2 -—.23
. loud-soft —-171 1.03 61 .69 06
. deep-shallow .30 1.46 —.65 72 .97
. pleasant-unpleasant 2.38 .56 24 1.38 -.29
. black-white —2.11 A8 —64 —.53 13
. bitter-sweet -222  —30 .16 — .82 43
- happy-sad 2.09 .97 .61 1.50 —.22
. sharp-dull .51 1.31 1.88 .53 .00
- empty-full —-62 —122 —-.05 —-.72 1.47
- ferocious-peaceful —2.25 25 A4 .16 —.09
- heavy-light —1.60 1.68 —.92 .06 .00
- wet-dry —.62 .35 —.46 .00 —.34
- sacred-profane 2.29 .58 —.25 1.04 —.24
. relaxed-tense 217 24 -3 62 —.30
- brave-cowardly 1.45 1.56 40 1.66  —.50
- long-short 59 1.01 02 72 —38
- rich-poor 1.31 1.33 22 119 —.36
- clear-hazy 1.92 69 .98 93  —.09
: ilgit-cold' 42 83 65 57 —.50
- bhick-thin —.35 148  —.37 60  —.61
- g‘?e'&wful 2.39 1.07 -2 1.15 —.07
- brlght-dark 1.71 78 1.32 1.07 —.21
* Dass-treble —1.15 18 —1.42 —.06 .01
- ;‘"gulaf-rounded —1.31 .30 77 —.08 42
) }fagmnt-_foul 2.32 .62 .23 1.12 -.31
a°t’!%t-dlsh_onest 1.99 89 .10 1.50 —-.37
- Belive-passive .30 1.64 1.39 79 —~.40
| fough-smooth ~232 28 17 07 31
o tale 2.05 82 68 1271  —32
. tairaen: 42 1.10 1.50 .63 —.02
" rogeod ok 2.22 89 37 1.33 —.29
' ne%tgef -delicate —2.41 80 05 1.10 .00
o cerar 85 1.09 87 74 =7
hog pent-bland -1.41 66 48 06 —.39
wider sk 179 138 63 181  —.54
ow 60 124 —.14 99 —60
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The latter measure is obtained from the formula
2 fuig
k

ey = —=—————— (1)
N /; fii’g,?

where fy, and g, represent the loading and coordinate respectively
of the kth variable on the ith factor and the jth dimension obtained
from the two analyses (see Burt, 1948; Tucker, 1951). In the quali-
tative comparison, “heavily loaded” and “highly coordinate” were
defined by arbitrarily selected criterion values: The criteria for
“neavily loaded” were that variables have loadings >.80, >.50,
and >.50 for factors I, II, and III respectively; the criteria for
“highly coordinate” were that variables have coordinates >2.25,
>1.30, and >1.30 for dimensions I, II, and III respectively.

Table 3 provides a comparison between factor loadings and dimen-
sion coordinates for the two analyses. The variables are placed in
one of the following categories: Variables having both heavy load-
ings and high coordinates; variables having heavy loadings but low
coordinates; and variables having light loadings but high co-
ordinates. The values for 7 and e between factors and dimensions
are given at the top of each column.

I. Evaluation. The near identity of dimension I with factor I is
apparent from both quantitative indices, ¢ (.967) and » (.966), and
the qualitative agreement between them is also very high. Even the
variables that only meet the criterion on one method are actually
close to the criterion on the other — honest-dishonest and fair-
unfair on the factor only, delicate-rugged and smooth-rough on the
dimension only. There is thus no question about identification of
the first dimension of the semantic space — an evaluative factor i8
first in magnitude and order of appearance in both analyses.

II. Potency. The potency determinant in semantic judgments dis-
plays the poorest correspondence between factor and dimension,
but even here the evidence is fairly satisfactory. The correlation
over all 50 variables is .445 and the index of factorial similarity is
.634. The three variables most heavily loaded on factor II are also
exactly the same variables having the highest coordinates on dimen-
sion 11, strong-weak, large-small, and heavy-light. However, of the
two variables meeting the factor criterion only, only hard-soft has &
sizable coordinate on the dimension. Bugged-delicate appears chiefly
as an evaluative variable in the forced-choice method. Of the five
variables meeting the dimension criterion only, three do have siz-



45

THE DIMENSIONALITY OF THE SEMANTIC BPACE

8e'T L Hos-Auyreey

9’1 i sof[eys-dosp

8F'1 W IYg-oryy
2e1 9T Frep-yqduq 9g'1 ¥ Apremod-oasiq A A 9% — gjoouws-y3nox
- 90— °[qauy-ss8q 91 ¥0©  eAlssed-oAnow We— Z—  9)9oIpPp-pasdna

fug uorsusurg Aipug vorsuaunq g uorsusuiacy
901 gg 3jos-pasy A A €8 Areyun-rey
(euou) 09 09° 9)8oT[ep-po33nu 66°1 [0 489U0YSIP-359U0Y
Apug 10pog Fyug sopo g AyuQ o4
622 18 ausjotd-paiaes
8e'Z Z8" quesvoidun-qusseald
88 i Ayp-usop
622 8’ INOS-joaMS8
(AN W [noj-juesduy
88T e nup-daeys 89'1 29 Jud-Aaway 0ve 98" A13n-|njnesq
6e'1 69  oAmsed-oAno¥ oLl 29 [rews-a31g] 687 18 [nyaB-001T
091 oL MO[B-)5¥] 181 Ay Heom-Juosys 6% 88 peq-poo3
yrog yiog yog
ThL =0 yeg =9 196'=29
289 =1 ohy = 996'=1
(0g 1'moun D) (g BoUNUD) (08 1 uouANUD) (05" TOLINUN) (g7 g'uoum D) (08 ‘vouARuD)
111 vowsuauaq@  JI] w0opog I vopsuowd@  [] 0pog I vowsusuy(] I o

{11 AOHIIW) SNOISNAWIA GONV (1 AOHIIW) SYOLOVE NIIMIIE SNOLLVIIN

£ 9199



46 THE MEASUREMENT OF MEANING

able loadings on the corresponding factor — brave-cowardly, thick-
thin, and deep-shallow. Healthy-sick, however, has nearly as high
a coordinate on the evaluative dimension, where it belongs accord-
ing to the first analysis, and active-passive has nearly as high g
coordinate on the activity dimension (1.39), where it belongs ac-
cording to the first analysis.

III. Activity. Dimension III and factor IIT correlate .682 and have
an index of factorial similarity of .741. It is also clearly interpretable
as an activity determinant on a qualitative basis. The three most
highly loaded variables, sharp-dull, active-passive, and fast-slow,
are among the five variables having the highest coordinates on
dimension III. Of the two variables meeting the coordinate criterion
only, bright-dark is actually higher on the evaluative dimension,
where it belongs according to the first analysis. Treble-bass does
not correspond to the results of the first analysis, but its high
coordinate on the activity dimension does correspond to the find-
ings of earlier studies on synesthesia in which high notes were typi-
cally associated with greater movement.

The two factor analytic studies just described yield highly similar
structures among the relations of 50 bipolar descriptive scales. The
first determinant operating in meaningful judgments is clearly eval-
uative in nature and it accounts for more than half of the extract-
able variance. The second and third factors to appear in both
studies seem to represent what may be called potency and activity
determinants in meaningful judgments, and again there is consider-
able agreement between the two analyses. Since entirely different
subjects and entirely different methods of collecting the data (con-
cepts rated on scales in the first analysis and forced-choice among
the scales themselves in the second) were employed, this over-all
correspondence increases our confidence that we are dealing with
something consistent in the structuring of human thinking. The fact
that different factoring methods were used would, if anything, be
expected to reduce the correspondence, i.e., the correspondence ap-
pears despite this difference in methodology. The reader may ask
if we did not force this correspondence by the manner of rotating in
the second analysis; in one sense this is true, but on the other hand,
had the variables been randomly related, not clustered in similar
ways, no placement of the axes could have produced such corre-
spondence.
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ANALYSIS Tils THESAURUS SAMPLING'

Do the three factors so far isolated, evaluation, poteqcy, and
activity, represent an exhaustive description of th.e ser_nantlc space,
the remaining 50 per cent or so of the variance being simply attrib-
utable to error? Or is there some number of additional fagtors,
probably more restricted in application and appearing as “specifics”
in the first two analyses, which a more refined exploration could
reveal? In the first place, there are quite a few scales (presumably
meaningful) for which very little of the variance is accounted on
these general factors: Looking at the A* values in Table 1 (propor-
tion of total scale variance extracted), we find that less than
one-third of the variance in judgments on yellow-blue, red-green,
young-old, wet-dry, long-short, hot-cold, thick-thin, bass-treble,
angular-rounded, near-far, pungent-bland, and wide-narrow is ac-
counted for. It is obvious from inspection that these scales are
largely denotative in character — they refer to the properties of ob-
jects experienced through the senses (with the possible exception of
young-old) and not dependent upon inference and implication. In
the second place, it is apparent also that our original method of
sampling scales — depending upon frequency of usage as qualifiers
—resulted in an overwhelming proportion of evaluative terms.
While this probably reflects a real tendency in human thinking to
Place high priority on the evaluative significance of things, it also
made it difficult for us to obtain a sufficient number of other scales
tO‘Permit additional factors to appear clearly. For these reasons a
third factor analysis was designed, with a sampling procedure that
was both more extensive in size and more logically exhaustive with
respect to possible dimensions.

Sampling

Whrli‘:h‘)btailn a 1Ogical!y exhaustive sampling of semantic dimensions
our pr:(‘m d also bfe independent of our own theoretical biases and
(1941 e‘gf)tl_ls factorial results, we decided to use Roget’s Thesaurus
seqent 1&911) 83 a source. The task set by Roget and his sub-
classin e itors wag pre01§ely to provide a logically exhaustive

cation of word meanings, and this source had the added ad-

* Th, .
study :sa\lthors wish to thank Mrs. Mary Snowden, who collaborated on this

research assistant and
also th ant and herded the data through the ILLIAC. They
ank Mr, Ray Twery for his help on this and other problems.
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vantage that most categories were already arranged in terms of
polar opposition. The senior author and a co-worker, independ-
ently, went through Roget, extracting from each paired category,
one pair of polar terms from the adjective listings and trying to
select the most familiar yet most representative terms. These two
listings were then combined, the judges eliminating in discussion
one alternative where their independent selections had disagreed.
This procedure resulted in a sample of 289 adjective-pairs.

However, we were also faced with a limitation, imposed by the
intended use of the ILLIAC (the Illinois digital computer), that its
“memory” could only handle 76 variables in the centroid method
of factoring. Therefore, it was decided to employ a preliminary
sorting procedure with a small number of subjects to reduce these
289 variables to 76. From an advanced class in advertising copy
writing, 18 people who would presumably be sensitive to subtleties
in word meanings were individually given a deck of cards contain-
ing the 289 polar terms and asked to sort them into 17 piles in terms
of similarity of meaning. These subjects were free to define these 17
categories as they pleased, and there was no requirement that the
piles be equal in size. Our reasoning was that if a set of variables
kept appearing together in the same piles across various sorters,
then they would presumably be highly correlated in a subsequent
factor analysis, would not contribute to our exploration of the total
semantic space, and therefore, all but one of them could be dis-
carded. Since computations on the basis of 18 subjects sorting into
17 categories shows that co-occurrence of variables in the same
category in five or more subjects is significant at the 1 per cent
level, this criterion of significant clustering or association was used.

Using this clustering criterion, the original sample of 289 vari-
ables was reduced to 105. In selecting the alternatives to discard,
we tried to eliminate more unfamiliar terms and ones difficult to
treat as scales. An additional 29 pairs were finally discarded by the
experimenters themselves, using the same criteria, to bring the
sample down to 76. The scales finally used in the factor analysis
appear in Table 5, to the left; other discarded scales which had
been clustered with these by the preliminary sorters are also listed
in Table 5, to the extreme right — we assume that in general these
scales would have clustered closely about the one selected, in the
factor space, had they been used.

The 100 subjects used in the factor analysis of the retained 76
scales were college undergraduates, again for the same reasons given
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Table 4
CONCEPTS JUDGED IN THESAURUS ANALYSIS
(Parenthetical numbers refer to order of appearance)

Person Concepts Physical Objects Abstract Concepts
FOREIGNER (3) ENIFE (2) MODERN ART (1)
MY MOTHER (8) BOULDER (7) SIN (6)
ME (13) sNow (12) TIME (11)
ADLAI STEVENSON (18) ENGINE (17) LEADERSHI?P (16)
Event Concepts Institutions
DERATE (5) HOSPITAL (4)
BIrTH (10) AMERICA (9)
DAWN (14) UNITED NATIONS (13)
BYMPHONY (20) FAMILY LIFE (19)

earlier. They were well paid for their less than three hours’ work.
In sampling the concepts to be judged, we tried to draw from a
variety of categories so as to increase representativeness; in order
to provide a direct tie-in with Factor Analysis I, we included one
of the concepts used there in each of the present categories (i.e.,
five repeat concepts altogether). The 20 concepts used in the present
analysis, listed according to the categories they represent and with
the repeat concepts underlined, are given in Table 4.

Procedure

Rather than rotating the concepts against the scales as had been
done in Analysis I, in this case the subject judged the same concept
against a series of scales before shifting to another concept. Re-
search had been done between the time of these two factor analyses
(see Chapter 3, p. 82) which indicated that no differences in re-
sults were occasioned by these two methods of presentation, and
the method used here, in which a single concept is kept in mind
while making a series of judgments, is much more satisfying to the
subjects. Four-page booklets were made up with 76 scales (seven-
St_ep graphic method) appearing in a constant order but random
With respect to semantic content; the concept being judged was
stamped at the top of each page in these booklets. Each subject
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thus received 20 booklets, one for each concept. But rather than
going through an entire booklet at a time, the subjects were in-
structed to do all the first pages (through all 20 booklets), then all
the second pages, and so on; in this way an increased degree of
shifting from concept to concept was obtained, which it was hoped
would decrease the boredom inherent to some degree in this task.
The general instructions about the use of the semantic differ-
ential — the meanings of the scale positions, the stress on giving
immediate impressions and not struggling over individual items,
ete., as had been used in the first analysis, were repeated here. The
subjects gathered in groups of about 20 and were given considerable
freedom to take cigarette breaks and the like. The experimenters
monitored these sessions and answered in standard fashion occa-
sional questions about the meanings of polar terms (particularly
concerning heterogeneous-homogeneous, tangible-intangible, altruis-
tic-egotistic, inherent-extraneous, and heretical-orthodoz).

Treatment of Data

The raw data were first transferred to IBM cards, one card for
each subject-concept pairing, with the scores (1-7) for the 76 scales
arranged in constant order. There were thus 100 X 20 or 2000 cards,
and this was the number of pairs entering into each correlation since
mesans, variances and cross-products were taken across both subjects
and concepts as had been done in the first analysis (and for the
same reasons). These ordered data were transferred directly to
punched tape by an automatic machine method, and Pearson
product-moment correlations of each scale with every other scale
were obtained on the ILLIAC, yielding & 76 X 76 matrix.

Factor Analysis

Centroid Factor Analysis. This correlation matrix was first fac-
tored by Thurstone’s centroid method, the method used in the first
analysis. The analysis was stopped after eight factors had been
extracted, since the eighth factor accounted for only about 1 per cent
of the variance. The first three factors in this unrotated centroid
matrix were clearly interpretable; the remainder were not.

The first factor was again the evaluative factor (the scales most
heavily loaded on this factor were: good-bad, kind-cruel, grateful-
ungrateful, harmonious-dissonant, beautiful-ugly, successful-
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unsuccessful, true-false, positive-negative, reputable-disreputable,
wigse-foolish). The second was identifiable as the polency factor
(the scales most heavily loaded being hard-soft, masculine-feminine,
severe-lenient, strong-weak, tenacious-yielding, heavy-light, and
mature-youthful in that order). And the third was identifiable as
an activity factor (the most heavily loaded scales being fast-slow,
active-passive, excitable-calm, rash-cautious, and heretical-orthodoz
in that order). Factor IV in this unrotated analysis, characterized
chiefly by awkard-graceful, hot-cold, constricted-spacious, private-
public and ezcitable-calm, might possibly be interpreted as some
kind of anxiety variable; factor V, characterized by such scales as
masculine- feminine, heavy-light, healthy-sick, unusual-usual,
passive-active, blunt-sharp, unimportant-important, public-private,
and large-small, defies consistent interpretation; factor VI (weak-
strong, cautious-rash, tncomplete-complete, straight-curved, trans-
parent-opaque, rational-intuitive, and complez-simple), factor VII
(light-dark, clean-dirty, small-large), and factor VIII (hot-cold,
healthy-sick, dry-wet, humorous-serious, straight-curved, stable-
changeable) also yield no obvious interpretation. The relative
magnitudes of these factors correspond to what was found in the
first analysis — the first factor accounts for about double as much
variance in judgments as the next two and these in turn account
for about double as much as any of the remaining factors. We con-
clude (1) that the three dominant factors isolated in the two pre-
vious factor analyses are also dominant in the present Thesaurus
analysis and (2) that if any clearly identifiable subsidiary factors
are to be revealed, this structure must be rotated.
Quartimaz Rotation of the Centroid. The ILLIAC was used to
rotate this centroid structure by what is known as the Quartimax
method (see Neuhaus and Wrigley, 1954). This is a “blind” pro-
cedure; the experimenters do not observe any plots of one variable
against another and do not determine in any way the location of the
rotated axes. The procedure essentially uses a fourth power criterion
instead of a least squares criterion; ie., the distances from the
variables to the factors are minimized for the fourth power instead
of the second power. In the present case, this kind of rotation
seemed to provide only a little increased clarity of interpretation.
Upon rotation, the original factors were still evident in the strue-
ture, although they no longer appeared in the same order. Factor I
Wwas still the dominant evaluative factor, but factor 11 appeared as
the activity factor, with some additional implications (active-
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passive, important-unimportant, meaningful-meaningless, pungent-
bland, hot-cold, interesting-boring, sharp-blunt, savory-tasteless,
and fast-slow in that order.) The analogue of the potency factor
was now factor V (hard-soft, heavy-light, masculine-feminine,
strong-weak, tenacious-yielding, severe-lenient, and dark-light),
but it was second again in terms of magnitude of loadings. Factor
IV might be dubbed a “chaos” factor, judging from the pattern of
scales having relatively high loadings on it (ezcitable-calm, unusual-
usual, erratic-periodic, incomplete-complete, changeable-stable, and
heterogeneous-komogeneous). Factor IIT in the Quartimax rotation
seemed to be a subsidiary or residual kind of evaluation, a sort of
“personal-soctal misery factor” (comstricted-spacious, constrained-
free, colorless-colorful, painful-pleasurable, plain-ornate, weary-
refreshed, awkward-graceful, and ugly-beautiful). Factor VI re-
sembled what in our final analysis of these data will be termed
8 “tautness” factor (straight-curved, angular-rounded, sharp-dull,
intentional-unintentional, proud-humble, competitive-cooperative,
and severe-lentent in that order). Factor VII was difficult to inter-
pret — perhaps a kind of inept insecurity (private-public, simple-
complex, near-far, youthful-mature, tangible-intangible, rash-
cautious, and untimely-timely).
Square Root Factorization of the Same Data. There are some ques-
tions as to the value of rotation by the Quartimax method, and in
the present case the factors yielded are somewhat dubious as to
interpretation. With the correlational matrix and an ILLIAC pro-
gram available, it was a simple matter to apply the Square Root
method of factoring (see Wrigley and McQuitty, 1953). In this
method, as in Thurstone’s Diagonal method (see Thurstone, 1947),
scales are selected as pivots through which a given factor is placed,
and all variance of other scales in this dimension is exhausted be-
fore selecting another scale as a second pivot. Since we already had
ample evidence for the presence of three dominant factors, evalua-
tion, potency, and activity, in the unrotated centroid analysis of the
present as well as in both previous studies, we decided to select
arbitrarily the first three pivotal scales, allowing the ILLIAC to
proceed mechanically beyond this point. In other words, in an
attempt to clarify the finer factorial composition of our data, we
first extracted the three known sources of variance without allowing
residual scales to influence the choice of the pivotal scales.

The ILLIAC was instructed to select good-bad, hard-soft, and
active-passive as the first, second, and third pivots respectively. The
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Table 6. Continued,
UNROTATED SQUARE ROOT FACTOR ANALYSIS — THESAURUS STUDY

Seal

Evaluation es I II III IV \' Vi VII VIII e Scales Related to Those in Analysis

10. clean dirty 45 —.26 .02 18 —~.02 .06 .09 .02 32  pure-impure B

11. light dark .38 —.30 .01 A1 —.02 A1 .01 .02 .26  radiant-shaded; white-black

12. graceful awkward 38 —~.23 .05 .07 .02 .03 .08 12 .23 refined-vulgar; artful-artiess;
skillful -bungling

13. pleasurable painful 37 —.25 .07 00 —-09 -—.04 .16 .08 25 comfortable-uncomfortable; soothing-
aggravating

14. beautiful ugly b2 =29 —-.02 .03 —.08 06 .14 .02 .38  sweet-sour; tasty-distasteful ;
fragrant-fetid

15. successful unsuccessful .51 .08 .29 .06 .00 .06 .09 12 .38 fortunate-unfortunate -

16. high low 45 .07 17 A0 —-.04 .03 .08 .03 .26  top-bottom; elevated-depressed;
rising-falling; upright-inverted

17. meaningful meaningless 41 .04 25 .04 —04 -—.08 16 .07 27 educational-mystifying; interpreted-
unexplained ; intelligible~
unintelligible; lucid-obscure

18. important unimportant .38 .04 31 04 00 —-.02 .09 .02 .25  famous-obseure; useful-useless:

influential-uninfluential

regressive .43 .08 24 .06 .06 14 .02 15 .30 increasing-decreasing; approaching-
receding; progressive-degenerate;
restoring-relapsing; attiracting-
repelling; pursung-avoiding

19. progressive

20. true false .50 —.03 .01 29 —.06 -—-.01 .00 .05 .34  authentic-facsimile; honest-dishonest ;

virtuous-sinful ; nght-wrong; legal-
illegal; 1nnocent-gwmity; warranted-
unwarranted

21. positive negative .48 .00 .07 12 —.04 .03 .04 .06 .26
"""""""" o s —02 05 13 - 4 deceitiul; pious-profane:
22. reputable disreputable .68 —.02 .05 13 .01 .03 .07 .01 .49 ;z:xalexezlgflc;ﬁif;:; :!;Z:lsic?rd(i)a;!:;ic
--------- i -"j"_“"-"“"“".""'“ ) o - - —. .03 .05 .20  indiscriminate-critical; gullible-
23. believing skeptical .38 .06 .02 18 10 02 indiscrimins
o4, wi — i —. - 1 .05 40  educated-i t; thoughtful-
24. wise foolish 57 .06 11 22 03 .02 0 ‘e,a:‘clzues; l?:toerl?xr;ent-uz?xielhgent
25. healthy sick .33 —.03 .04 14 —-.11 00 10 14 17  therapeutic-toxic; wholesome-morbid
Potency
26. hard soft —.24 97 .00 .00 .00 .00 .00 .00 1.00 tough-fragile

— . .28 tent-impotent; vigorous-fecble;
27. strong weak .30 .40 .10 12 .00 .03 .04 11 2 ﬁfoffﬁ - —l:t’eril:




Table 6. Continued.

UNROTATED SQUARE ROOT FACTOR ANALYSIS — THESAURUS STUDY

Scales I II IIL v v VI VII VIII h? Scales Related to Those in Analysis

Potency. Continued.

28. severe lenient —.25 .43 04 —-.04 A1 ~02 —-.09 14 28 domineering-lax

29. tenacious yielding —.06 .34 .06 11 04 —.03 .01 04 .14  brave-cowardly; nelastic-elastic

30. constrained free —~.16 21 —.04 .04 07 -.09 —11 -—-.07 .10 prohibitive-permissive

31. constricted spacious —.16 .26 .04 10 .03 —.08 -—-.10 -.07 .12 urban-rursl; convergent-divergent;
contracted-expanded; central-
peripheral; concise-diffuse

32. heavy light —.20 48 —.02 00 —04 —-12 —03 .01 .29 thick-thin; deep-shallow; wide-
narrow

33. serious humorous .01 .23 .09 .07 .05 —.03 ~.03 .01 .07

34. opaque transparent —.05 24 —.08 .02 .01 —.01 -—.07 .07

35. large small .09 21 —05 —~.05 .03 .04 .02 .06  long-short

36. masculine feminine —.14 47 .03 —.01 .16 —.056 —.01 .27

— .

Orsented Activity

37. active passive 17 12 .98 .00 .00 .00 .00 .00 1.00 a.li}/le-dend; energtic-inert; moving-
st

38. excitable calm —.15 .03 26 -—.13 .00 .05 A3 —-.04 .13 violent-moderate; impulaive-
deliberate; intemperate-temperate;
emotional -unemotional

390. hot cold .12 09 .26 02 -—-.08 01 13 .04 12

40. intentional unintentional .29 .09 .23 .06 01 -.01 .01 07 15 denb:lmimu-fonuitom; motivated-
aimless

41, fast slow .01 .26 .35 —.05 15 —.01 .05 .15 24

42. complex simple 17 05 25 —.02 .08 A2 .06 .00 .12 difficult-easy; laborious-effortless;
multiple-zingle

Stability

43. sober drunk 4 02 01 .92 00 .00 .00 .00 100 temperate-intemperate

. - . - -11 -0 —-.02 10 bstinate-vacillating; resolute-

44. stable changeable -16 14 08 19 04 1 :)rreslolute; Iasting-transient ;
eternal-momentary

45. rational mtuitive 11 .10 04 .14 .08 02 -—-.06 —.06 .06




Table 5. Continued.
UNROTATED SQUARE ROOT FACTOR ANALYS!S — THESAURUS STUDY

Scales I I III v v VI VII VIII h? Scales Related to Those in Analyss
Stability. Continued.
46. sane insane 48 —.07 .09 32 —.08 —.05 .10 .03 .36
;7 cautious rash 33 —.02 -.05 24 —.02 -—-.01 01 —-.18 20 lesurely-hasty; careful-careless
i . T o : — - -disobedient ; tful-
48. orthodox heretical .26 02 —.12 17 .06 12 .06 .03 .13 g\l);zepl;tcgﬁo: elolye:It- dlsrlzayr;eﬁ
courteous-discourteous
Tautness
49, angular rounded —-.12 .26 16 —.06 .95 .00 .00 .00 100 B )
50. straight curved .08 12 .14 .06 27 05 —.03 —.02 .12 direct-circuitous; parallel-oblique
51. sharp blunt —-06 17 29 03 18 .09 .10 .05 .17 tinghog-numb
Novelty - -
- —-e " i initisl-final; early-late; unused-used;
52. new old 20 -.09 .09 .00 .05 .97 .00 .00 100 ?rxxtor-sull:ie qu:;: y-late; un
53. unusual usual —.04 .02 .03 .00 .03 25 12 .03 .08  eccentric-conventional; impossible-
possible; improbable-probable;
uncertain-certain; absurd-axiomatic;
frequent-frequent
54. youthful mature -10 -23 03 —-12 -4 22 01 -.05 13 young-old; filial-paternal
Receptivity
55. savory tasteless 23 -2 18 .04 -.05 .06 95 .00 1.00
56. refreshed weary 28 -—.17 07 —-.01 .01 10 .16 .10 .16  contented-discontented
57. colorful colorless .20 —.20 .09 —-.04 -.10 .09 27 .08 18
58. interesting boring 40 —.09 .22 01 —.07 .00 .20 .05 .26 witty-dull; eager-indifferent;
curious-indifferent; attentive-
mattentive; retentiva-forgetful
59. pungent bland —.05 .09 25 —.01 .03 06 .16 04 .10 resonant-muted; loud-soft; rough-
smooth; abrasive-oily
60. sensitive insensitive 25 —.25 .18 10 -.05 .10 23 —.02 .24  vigilant-heedless
Aggressiveness
1. aggressive defensive .02 13 .16 .01 .05 .03 .03 .98 1.00 impeling-resisting; propelled-

drawn; leading-following




Table 6. Concluded.
UNROTATED SQUARE ROOT FACTOR ANALYS!S — THESAURUS STUDY

Unassi Scales I 11 I v v VI VII VIII h®  Scoles Related to Those in Analysis
62. ornate plain 01 —19 09 -—-.13 —02 02 .12 .05 .08
63. near far A3 -.10 15 09 —-04 -03 d1 ~04 .07

64. heterogeneous homogeneous —.02 .04 09 —.09 .02 .08 09 ~—.05 .03 unrelated-related

65. tangible intangible 1 08 .06 08 —03 —.02 —.04 —.11 .04 substantisl-insubstantial; matenal-
immaterial; visible-invisible;
recorded-erased ; existent-nonexistent;
apparent-unapparent; identified-
anonymous; revealed-concealed

66. inherent extraneous 24 —.09 .09 05 —.07 -.02 .05 .00 .08 interior-exterior; intringic-extrinsic
67. wet dry 08 —.24 06 —07 —.06 10 04 .03 .08
68. symmetrical asymmetrical 18 —-.02 -.03 05 —.08 -—.02 06 .01 .05
69. competitive cooperative -30 .14 02 -05 09 06 —.01 .10 .13 beligerent-peaceful; contrary-
agreeable; vindictive-concihiatory;
obstructive-helpful; destructive-
productive
70. formed formless 26 13 .10 10 —-.03 01 —-01 -05 J1  orderly-dwsorderly; consistent~
inconsistent; arranged-disarranged ;
orgamzed -unorgamszed
71. periodic erratic 19 —.04 .08 09 —03 —-.01 -03 .02 .06  regular-irregular
72. sophisticated naive 24 .03 19 11 .05 .04 09 —.09 .13 blasé-astonished
73. publie private 08 —-.02 -11 -.02 .08 06 —.06 .02 .03  open-closed; overt-covert
74. humble proud ~04 -12 —-.09 01 —-03 —-.06 —-.06 -—.07 .04  subservient-masterful; servile-
haughty; modest-vain; common-
noble
75. objective subiective .09 14 .01 02 .05 —.03 -.03 11 04  explcit-implicit
76. thrifty generous -.15 16 -—-.03 .06 02 -08 —-.08 —-.06 .07  astingy-lavish; cheap-expensive;

abstiment -gluttonous

Per Cent Common Variance 38.00 1654 1122 820 6.20 6.20 737 624
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computer then continued to select sober-drunk, angular-rounded,
new-old, savory-tasteless, and aggressive-defensive in that order; the
variance taken out with the last pivot was only half of 1 per cent
of the total variance and the factorization was stopped. Table 5 gives
the results of this analysis. The scales in Table 5 are ordered in
terms of absolute size as well as in terms of the pattern of factor
loadings (thus sane-insane has somewhat higher loading on the
pervasive evaluative factor than on the subordinate stability factor,
but is located in the latter category). The increased interpretive
clarity of the factors obtained in this manner will be evident in a
review of the scales contributing to each.

1. Evaluative Factor. The scales having the purest loading on this
factor, regardless of size of loading, are good-bad (pivot), optimistic-
pessimistic, positive-negative, complete-incomplete, and timely-
untimely. Inspection of the loading patterns of the scales that are
chiefly evaluative in nature indicates what may be called “modes”
of evaluation — clusters of scales which are dominantly evaluative,
but also share sizable loading on some subsidiary factor. We may
classify these as follows: “meek goodness,” having subsidiary nega-
tive loading on the potency factor (II), includes altruistic, soctable,
kind, grateful, clean, light (dark), graceful, pleasurable, and beauti-
ful; what might be called “dynamic goodness,” having subsidiary
positive loading on the activity factor (III), includes successful,
high, meaningful, important, and progressive; what might be called
“dependable goodness,” having subsidiary loading on factor IV,
includes true, reputable, believing, wise, healthy, and clean — and it
should be noted that the scales assigned to factor IV are also posi-
tive on factor I; finally, what might be called “hedonistic goodness,”
having subsidiary loading on factor VII, includes pleasurable,
beautiful, sociable, and meaningful — and again the scales assigned
to factor VII generally have positive loadings on factor I. These
findings suggest that the general evaluative factor is itself further
analyzable into a set of secondary factors — various “modes” of
evaluation which are appropriate to different frames of reference or
objects of judgment. Preliminary analysis in this direction has been
done and will be reported briefly at a later point in this chapter.
I1. Potency. The scales which have high loadings on factor II, as
shown in Table 5, are hard-soft (pivot), heavy-light, masculine-
feminine, severe-lenient, strong-weak, and tenacious-yielding. Other
scales dominantly representative of the potency factor, but with
less loading, are constrained-free, constricted-spacious, serious-
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humorous, opaque-transparent, and large-small. Scales assigned
elsewhere in terms of their loading patterns, but including consider-
able loading on this factor, are cruel-kind, dirty-clean, dark-light,
awkward-graceful, painful-pleasurable, ugly-beautiful, fast-slow,
angular-rounded, mature-youthful, insensitive-sensitive, and dry-
wet. The comman character of potency or “toughness” is apparent
in the first terms of these pairs.

III. Oriented Activity. The collection of scales loading on the third
factor seem to justify the modified label, “oriented activity,” rather
than plain “activity.” Scales having relatively “pure” loading on
this factor are active-passive (pivat), excitable-calm, and hot-cold.
Scales having positive loading on evaluation as well as activity
loading, and justifying the ‘“‘oriented” characterization, are
intentional-unintentional, complex-simple, successful-unsuccessful,
meaningful - meaningless, important - unimportant, progressive -
regressive, and interesting-boring. Fast-slow has subsidiary loading
on the potency factor and is thus related to sharp-blunt. 1t is alse
to be noted that in general the scales representing this factor are
not as independent of other factors as would be desirable, all tend-
ing to be somewhat positive in evaluation and potency.

IV. Stability. We turn now to the factors which appeared in the
automatic operation of the square root method, after extraction of
the evaluation, potency, and activity sources of variance. The fourth
factor suggests another dimension of the semantic space which we
have called “stability,” although all of the particular scales charac-
terizing this dimension are also biased toward good evaluation;
sober-drunk (pivet), stable-changeable, rational-intuitive, sane-
insane, cautious-rash, and orthodoz-heretical. Scales assigned else-
where in terms of loading pattern, but contributing to this stability
factar, are true-false and wise-foolish, also mainly evaluative scales.
V. Tautness. This factor is labeled with considerable tentativeness.
The scales assigned to this factor in the present analysis are
angular-rounded (pivot), straight-curved, and sharp-blunt. Other
scales having some loading on this factor are masculine-feminine
and fast-slow. It will be recalled that the Quartimax rotation of the
centroid analysis gave even a clearer factor through these same
Fhree scales (factor VI); other scales loading on the same factor
In that analysis were egocentric, light (dark), progressive, severe,
active, intentional, fast, aggressive, competitive, sophisticated, and
Proud which, along with angular, straight, and sharp, do seem to
have a kind of tautness, alertness, and tension as a central tendency.
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VI. Novelty. Evidence for this type of factor is provided by a
small number of scales having quite consistent meaning. Assigned to
this factor were new-old (pivot), unusual-usual, and youthful-
mature. The only other scales having noticeable loading on this
factor were progressive-regressive and complex-stmple. What was
referred to in the centroid rotation as a “chaos” factor seems to
be broken up here into the “stability” and “novelty” factors.

VII. Receptivity. The seventh factor isolated in this analysis,
which we have dubbed “receptivity,” seems quite clearly identified
as to nature by a large number of scales having relatively low
loading, i.e., as compared with factor VI above, this is & rather
diffuse factor. Scales assigned in this category are savory-tasteless
(pivot), colorful-colorless, sensitive-insensitive, interesting-boring,
refreshed-weary, and pungent-bland. All of these scales, with the
exception of pungent-bland, are also positive in evaluation, sug-
gesting that even though there may be an independent factor of
meaning identified here, these particular scales also constitute a
“mode” of evaluating. Other scales having some loading here are
sociable, pleasurable, beautiful, meaningful, and excitable, which
are consistent with the same interpretation.

VIII. Aggressiveness. Only one scale, the pivot item aggressive-
defensive, has sizable loading on this factor. Slight loadings appear
for progressive, healthy, severe, fast, and rash. It is probably best
treated as & “specific” source of variance until further analyses
strengthen the evidence for its status.

Varlance Accounted For by This Factor Analysls

The proportion of total variance accounted for by the first three
factors in the Thesaurus analysis — indeed, by all eight factors — is
much less than in the first analysis. This is & direct result of the
method of sampling employed in the Thesaurus study, in which
tight clusters of scales were deliberately broken up to increase the
diversity of the sampling. A moment’s consideration of the factor-
1zation model will clarify this: Imagine an n-dimensional pin-
cushion, with large pins representing the placement of the factors.
The more closely aligned a particular scale with a factor, the
greater the proportion of its reliable variance extracted, or ac-
counted for, by that factor. Now, if the pins fall in closely related
bundles through which the factor-pins are made to run, a relatively
large portion of their variance will be accounted for; if, on the
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other hand, the pins are widely dispersed about the cushion and the
game number of factor-pins are run through the space, a smaller
amount of their variance will be accounted for. In the Thesaurus
study we purposely “pruned” our pincushion before making the
quantitative analysis, plucking out and discarding whole clumps of
neighboring pins. Of course, this coin has another side too— the
fact that this “pruning” procedure did reduce markedly the pro-
portion of the total variance accounted for necessarily means that
there are a large number of dimensions (factors) within which
meanings can vary.

Since the same dominant factors appeared in all factor analyses,
one would expect the same types of scales to show the greatest
amounts of explained variance, and this is the case. Scales assigned
to evaluative, potency, and activity factors show the largest reduc-
tions in original variance. Two types of scales, narrowly denotative
and highly abstract (perhaps unfamiliar to many subjects), show
the least reduction in original variance: In the former category,
scales like opaque-transparent, large-small, ornate-plain, near-far,
wet-dry, and periodic-erratic have less than 10 per cent of their
variance extracted; in the latter category, scales like rational-
intuitive, heterogeneous-homogeneous, tangible-intangible, inherent-
extraneous, symmetrical-asymmetrical, and objective-subjective
have less than 10 per cent extracted.

This leads us directly into a consideration of the scales which
were not actually used in the quantitative factor analysis but which
were closely related in clusters according to the judgments of a
Preliminary group of sorters. It is at least possible that had such
clusters of similar scales been included they would have defined an
independent factor. Take for example the unassigned scale tangible-
intangible — almost none of its variance is accounted for by any
of the factors extracted in this analysis, yet had the entire cluster
from which it was selected (substantial-insubstantial, material-
unmaterial, visible-invisible, recorded-erased, existent-nonexistent,
apparent-unapparent, identified-anonymous, and revealed-con-
cealed) been included in the factor analysis, an additional factor
might have been clearly specified. This assumes both that such
clusters of scales would in fact “hang together” (be highly cor-
f‘elated) in the quantitative analysis and that they would also be
Independent of (uncorrelated with) other factors. A cluster like
'?hat associated with complete-incomplete (whole-partial, sufficient-
tnsufficient, and perfect-imperfect), for example, might well fail to
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be highly correlated in the judgment of concepts; a cluster like that
agsociated with competitive-cooperative (belligerent-peaceful, con-
trary-agreeable, vindictive-conciliatory, obstructive-kelpful, and
destructive-productive) might well describe itself as a combination
of other factors, like negative evaluation and positive potency. In
most cases, however, the clusters associated with scales clearly as-
signed to existing factors would probably represent the same factors,
and hence can be used in constructing semantic measuring
ingtruments.

ADDITIONAL FACTORIAL STUDIES

In the course of the past few years, a number of theses and other
experiments have been carried out which involved factor analyses
of semantic scale data. The availability of ILLIAC programs for
computing correlations and doing both factor analyses and rota-
tions has also led researchers to submit their data to factorization
even where the major purposes of the investigations lay in other
directions. In this section we report briefly on studies aimed directly
at the factorial structure inherent in a group of adjectival scales.

Judgments of Sonar Signals by Sonar Operators

In his thesis research, Solomon (1954) had trained Navy sonar
men judge the “meanings” of a varied set of passive sonar signals
against a set of 50 bipolar seven-step scales. The scales were selected
from the descriptive terms most frequently given spontaneously
by naive subjects listening to sonar signals, from adjectives being
used in another study on aesthetic judgments (see Tucker thesis,
below), from lists of recognition cues used by sonar operators, from
our previous factor analyses, and from rational analysis of sensory
processes in human organisms. The final list of 50 scales is shown
in Table 6. Thurstone’s centroid method of factoring was applied
to the 50 X 50 matrix of correlations obtained by correlating each
scale with every other scale, summations being taken over both
subjects and stimuli. Table 6 presents the unrotated factor matrix.
According to Solomon (p. 54), “a striking thing to note in the
results . . . is that even with such a limited and unusual set of
concepts such as sonar sounds, the first three factors evident in the
unrotated matrix may be identified as evaluation, potency, and
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Ta,ble 6
UNROTATED CENTROID FACTOR LOADINGS AND COMMUNALITIES (SOLOMON STUDY)

I II III IVv V VI VII VIII h*

. pleasant-unpleasant .55 .35 —.06 .13 —.07 -.24 .13 —.10 .53

;, repeated-varied 24 16 24 02 20 .15 .04 .08 .21
3. smooth-rough 22 58 02 .15 .08 —.24 —08 —.07 .48
4. active-passive 07 =05 .29 27 —05 .23 .10 .13 .25
5. beautiful-ugly 38 56 05 .12 —.16 —.18 .15 —.16 .58
8. definite-uncertain 32 14 36 26 .13 29 14 02 44
7. low-high 52 —45 ~-28 07 .09 —.15 .07 —.06 .60
8. powerful-weak 43 —49 32 —03 —08 .18 .03 —.10 .58
9. steady-fluttering 29 03 .28 21 .15 .16 .02 —.24 .31
10. soft-loud 10 41 —-37 23 07 —-29 .05 .11 47
11, full-empty bl —-28 29 —.06 —.13 —-.06 .07 .04 .45
12. good-bad 50 39 16 —10 —16 —.12 .10 —.10 .50
13. rumbling-whining 60 —48 —.19 .09 .06 —-.07 .05 .05 .65
14. solid-hollow 39 —08 .22 .14 —.09 -03 .12 —.08 .26
15. clear-hazy 32 17 46 —-.10 .03 .15 —.12 —.07 .40
16. calming-exciting 28 .13 -.32 -26 .21 —-.10 .13 -.02 .34
17. pleasing-annoying 61 .35 —.06 .13 —.17 —-07 .01 —.16 .57
18. large-small 51 —61 05 —.09 -.08 .07 .05 —.14 .68
19. clean-dirty 13 5t 21 —.10 —.20 —-02 .03 .02 .37
20. resting-busy 09 21 —42 —02 12 02 —-.04 —.15 .27
21. dull-sharp 42 —.47 —39 —-.11 08 —.08 —02 .04 .58
22. deep-shallow b4 — 45 —.01 —.13 —.08 —.03 —-.06 —.0¢4 .52
23. gliding-scraping 30 29 —07 28 .03 .02 -25 —.08 .33
24. familiar-strange 45 .16 15 .21 .08 .16 .10 .09 .34
25. soft-hard 21 35 —-36 .02 —07 —-07 -13 .15 .35
26. heavy-light 48 —69 —.01 —-.11 —03 .04 .10 —.12 .75
27. wet-dry 24 —13 —.12 33 —.11 .09 —-.07 .14 24
28. safe-dangerous 26 42 —.18 —32 —07 .08 .17 .12 .43
29, concentrated-diffuse .21 .01 .42 —.10 20 —.04 —.10 —.04 .28
30. pushing-pulling 10 -01 —-06 —.15 .08 —.09 .10 .12 .08
31, labored-easy 09 —58 .09 —.21 .15 —-.12 .14 —.07 .46
32. dark-bright 15 —66 —15 .14 .14 —-02 —.07 ~-.10 .54
33. even-uneven 29 31 .35 .09 .23 .08 —06 .10 .38
34. loose-tight 27 04 —40 10 —27 20 —.18 —.15 41
35. relaxed-tense 38 24 —43 —-.09 —25 .19 —.20 —-.08 .54
36. colorful-colorless 29 16 22 .05 —.25 —.16 —.15 .17 .30
37. hot-cold .0t 17 .30 —.22 —.05 ~.17 -.17 —.02 .23
38. rich-thin 49 —17 06 —.09 —.15 —.10 —.26 .17 41
39. obvious-subtle 22 06 .34 —24 .17 .03 —02 .11 .27
40. wide-narrow .54 —50 —.08 —.09 —.03 .06 —.12 —01 .58
41. deliberate-careless 36 —07 .42 —.06 .13 —-10 —08 .21 .39
42. happy-sad 13 .50 .14 —11 —-19 —03 .09 .17 .37
43. gentle-violent 25 50 —40 .08 —02 .09 .14 .14 .53
44. mild-intense 28 39 —43 —-19 .04 03 05 .10 .47
45. rounded-angular 41 —13 —-.17 .19 .02 .04 —18 —.03 .29
48. slow-fast .37 —.41 —-31 —19 .10 .11 (11 —.14 .49
47, rugged-delicate .36 —56 .19 —.12 ~.02 —.05 —.07 —.12 .52
48. simple-complex A4 25 —17 -28 20 .16 .11 .12 .28
49, green-red 07 -03 —28 .11 —-07 12 10 .18 .16

50. masculine-feminine 46 —56 .11 07 .08 —.09 —.10 —.10 .58
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activity.” Scales loading high on factor I were pleasant-unpleasant,
low-high (note the effect of sonar experience on rotation of this
seale), full-empty, good-bad, rumbling-whining, pleasing-annoying,
large-small, deep-shallow, and wide-narrow. The influence of sonar
culture upon what is good is evident in the presence of scales like
wide, deep, rumbling, and large among the favorably evaluative.
Scales loading highest on factor II were rough-smooth, large-small,
heavy-light, labored-easy, dark-light, rugged-delicate, and mas-
culine-feminine. The correspondence with the potency factor is
obvious. The case for the activity factor is nearly as clear; scales
loading on factor IIT are clear-kazy, busy-resting, sharp-dull, con-
centrated-diffuse, tight-loose, tense-relaxed, deliberate-careless,
violent-gentle, and intense-mild. As & matter of fact, there seems to
be here the same character of “organized activity” as was noted in
our own Thesaurus analysis. The results of a graphie, orthogonal
rotation were, Solomon says, to bring out more clearly the special
effects of the “sonar culture” of the subjects, factors like “clarity,”
“security,” and “detection” appearing, along with “aesthetic evalu-
ation” and “potency” as the first in magnitude.

Judgments of Representational Paintings by Non-Artists

In the course of his thesis research, Tucker (1955) had groups of
artists and non-artists judge both representational and abstract
paintings against 40 adjectival scales. These scales were derived
from the free associations of both artists and non-artists observing §
color slides of paintings, from terms used spontaneously by visitors
at the 1952 Contemporary Arts Festival at the University of 1lli-
nois, and from the previous factor work of the authors, to be sure
that reference scales for the three major factors were also included.
Since the judgments by artists and the judgments of abstract
paintings involve rather special problems (see description of this
work in Chapter 7), we report here the factorial results obtained
when non-artists judged representational paintings. Factoring was
accomplished by the D method (described in the Appendix) applied
to the original ratings, i.e.,, to the raw scores. The obtained co-
ordinates were squared and divided by the original vector lengths
squared; therefore, the loadings in Table 7 are analogous to the
proportion of variance of each variable explained by each of the
first three factors. These three factors in aesthetic judgments by
non-artists are readily identifiable as activity, evaluation, and

¥
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Table 7
FACTOR LOADINGS FOR NON-ARTISTS ON SEVEN REPRESENTATIONAL PAINTINGS
(TUCKER STUDY}
Factor I Factor I Factor 111

Scale (Activity) (Evaluation) (Potency)
hot~cold .64 —.08 .00
pleasant-unpleasant —.02 .59 -.60
lush-austere .64 —.16 —-.23
vibrant-still .91 —.08 .29
repetitive-varied —.81 —.48 .29
happy-sad .34 .38 -7
chaotic-ordered .55 —.84 .00
smooth-rough —.57 .83 .00
superficial-profound .18 —.72 —.58
passive-active -1.00 .00 .00
blatant-muted .80 —-.26 11
meaningless-meaningful -.33 —.79 .28
simple-complex —.66 .55 —.48
relaxed-tense —.57 .39 —.54
obvious-subtle -.23 .80 .01
serious-humorous —.22 —.05 97
violent-gentle .41 —~.37 .69
sweet-bitter —.32 .23 —.67
static-dynamic —.78 .19 —.53
clear-hazy —.04 .85 .38
unigue-commonplace .50 22 72
emotional-rational .67 .09 40
ugly-beautiful .12 —.51 42
dull-sharp —.53 —.34 -.74
sincere-insincere 18 .80 34
rich-thin 56 35 46
bad-good ~.33 ~.77 -.27
intimate-remote .09 45 —.46
masculine-feminine 31 13 16
vague-precise —-.04 —.84 —.43
ferocious-peaceful .39 —.46 .58
soft-hard -.39 .09 —-.84
usual-unusual -.52 —.16 .70
controlled-accidental .00 .80 34
wet-dry —-.37 —.89 35
strong-weak 37 .46 81
stale-fresh —.45 ~.54 —.51
formal-informal —.58 —.40 24
calming-exciting —.54 26 —.55

full-empty .60 31 .52




70 THE MEASUREMENT OF MEANING

potency, even though the particular scales contributing certainly
vary from those obtained previously. Scales having highest loading"
on the activity factor are active-passive, vibrant-still, varied-
repetitive, blatant-muted, and dynamic-static; scales having high-
est loading on the evaluative factor here are dry-wet (“all wet”?),
clear-hazy, precise-vague, ordered-chaotic, smooth-rough, con-
trolled-accidental, sincere-insincere, obuvious-subtle, meaningful-
meaningless, and good-bad; scales loading highest on the potency
factor are serious-humorous, hard-soft, strong-weak, masculine-
femanine, and sharp-dull. 1t is evident that “goodness” in represen-
tational paintings is identified with ‘‘orderliness” and “clarity”
rather than with the more abstractly moral attributes with which
we are familiar from our previous more general analyses.

ANALYSIS OF THE GENERAL EVALUATIVE FACTOR

As early in our work as our inspection of the correlational matrix
leading to factor analysis I, it was apparent to us that the evalua-
tive dimension of the semantic space was a very general one—a
sort of sheath with leaves unfolding toward various other directions
of the total space. In fact, at that time (1951) two of the authors
made up a table of evaluative clusters on the basis of the correla-
tions of evaluative scales with a set of reference scales (good-bad,
strong-weak, sharp-dull, heavy-light, hot-cold, angular-rounded,
and acfive-passive) which seemed relatively independent of each
other. One cluster which we called “morally evaluative” ({clean,
tasty, sacred, fair, clear, valuable) had sizable negative correlations
with heavy,; another which we called “aesthetically evaluative”
(pleasant, sweet (sour), sweet (bitter), nice, and fragrant) had
sizable negative correlations with both heavy and angular; one
which we called “socially evaluative” (honest, beautiful, white,
healthy, brave, full, rich, and high) had sizable positive correlations
with strong; and another which we called “emotionally evaluative”
(soft (loud), calm, peaceful, relaxed, smooth, and bland) had nega-
tive correlations with hot and active. Additional evidence for such a
breakdown of the “general” evaluative factor into more “specific”
evaluative factors was found in the Thesaurus analysis, where we
were able to classify most evaluative scales into categories like
“meek goodness,” “dynamic goodness,” “dependable goodness,” and
“hedonistic goodness” in terms of their loading patterns.

1
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In another study, the intercorrelations among the 34 scales with
the highest loadings on the evaluative factor of the Thesaurus stady
were factored. By using only evaluative scales, it was hoped to
minimize the effect of other factors (like “potency” and “activity”)
and permit more purely evaluative clusters to emerge as factors.
Factoring was accomplished with the principal axes technique.

The first factor was, as would be expected, a general evalua-
tive factor on which all scales were highly and positively loaded.
Loadings ranged from .78 for good-bad down to .36 for intentional-
unintentional on this factor. Scales with loadings of .30 or greater
on other factors were: important-unimportant, meaningful-
meaningless, interesting-boring, successful-unsuccessful, dark-light,
cruel-kind, and dirty-clean, all on factor II; on factor II1, grateful-
ungrateful, sober-drunk, sane-insane, awkward-graceful, weary-
refreshed, ugly-beautiful; factor IV, savory-tasteless, sensitive-
insensitive, interesting-boring, meaningful-meaningless; and factor
V, complete-incomplete, altruistic-egotistic, naive-sophisticated,
sick-healthy, regressive-progressive.

Apparently scales defined as evaluative do produce factors be-
yond the general evaluative factor. An interesting possibility
presents itgelf in this last analysis: the tapping of ambivalent
judgments, i.e., of making simultaneous judgment of good and bad.
Factor II, for example, presents successful and meaningful, judg-
ments regarded as favorable, as positively related to cruel and
dirty, judgments which are unfavorable. The actions of an infantry-
man, for example, in saving his own life, may be successful and
quite meaningful, however cruel and dirty the means by which this
success is achieved. This seeming ambivalence is apparent in
another study of attitudes toward political concepts which will be
discussed in more detail in the next chapter.

THE SEMANTIC SPACE

What have we learned about the dimensionality of the semantic
space from this series of factor analyses? For one thing, it is clear
that it is a multidimensional space. In every analysis more than
three factors have been contributing to the meaningful judgments
by subjects. It is also clear that these N factors or dimensions are
not equally important in mediating judgments, or perhaps better,
are not equally used by subjects in differentiating among the
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things judged. Three factors appear to be dominant, appearing in
most of the analyses made and in roughly the same orders of
magnitude — evaluation, potency, and activity. However, it is also
evident the functional semantic space is to some degree modifiable
in terms of what kinds of concepts are being judged, i.e., the relative
importance and relationship among factors may vary with the
frame of reference of judgments. Certainly, specific scales may
change their meaning, in the factorial composition sense, as a func-
tion of the concept being judged. And finally, it is clear that what
we have called the three dominant factors do not exhaust the
dimensions along which meaningful judgments are differentiated.
Let us look into some of these conclusions more carefully.

1 Meanings Vary Multidimensionally. Many of the phenomena
for which psychologists and others have devised measuring instru-
ments seem to be handled satisfactorily on a unidimensional basis
— intelligence, manifest anxiety, attitude, and so on are examples.
Some attempts to treat meaning in the same manner were noted in
the first chapter (e.g., Mosier, 1941; Noble, 1952). Qur own research
has demonstrated repeatedly that, when subjects differentiate the
meanings of concepts, variance along certain scales (e.g., activity
scales) may be quite independent of variation along other scales
(e.g., evaluation). To put the matter yet another way, some of the
things judged “good” may also be judged “strong” (e.g., HEro) but
other things judged equally “good” may also be judged “weak”
(e.g., PacIFIsT). If meanings vary multidimensionally, then any
adequate measuring instrument must encompass this fact.

2 Stability of the Evaluative, Potency, and Activity Factors. In
every instance in which a widely varied sample of concepts has
been used, or the concept variable eliminated as in forced-choice
among the scales, the same three factors have emerged in roughly
the same order of magnitude. A pervasive evaluative factor in
buman judgment regularly appears first and accounts for approxi-
mately half to three-quarters of the extractable variance. Thus the
attitudinal variable in human thinking (see Chapter 5), based as
it is on the bedrock of rewards and punishments both achieved and
anticipated, appears to be primary — when asked if she’d like to
see the Dinosaur in the museum, the young lady from Brooklyn
first wanted to know, “Is it good or is it bad?” The second dimen-
sion of the semantic space to appear is usually the potency factor,
and this typically accounts for approximately half ags much variance
a8 the first factor — this is concerned with power and the things

il
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Fig. 4. Relative importance of semantic space dimensions.

associated with it, size, weight, toughness, and the like. The third
dimension, usually about equal to or a little smaller in magnitude
than the second, is the activity factor — concerned with quickness,
excitement, warmth, agitation and the like. And when other factors
can be extracted and identified they typically, again, account for
no more than half the amount of variance attributable to the sec-
ond and third factors.

The relative importance of various dimensions of the semantic
space, described in Figure 4, seems to represent our findings. In
other words, the differentiation among concepts in terms of their
evaluation is about twice as fine as differentiation in terms of their
Potency or activity, which in turn are about twice as fine as
differentiations on the basis of subsequent factors. As noted earlier,
One may express the same fact about human thinking in terms of
the relative use made of these dimensions of meaningful discrimina-
tion. Considering the variety of scales, concepts, subjects, and
methods of collecting data that have been employed in this series
of analyses, the regularity with which this factorial picture repeats
itself is impressive.

3 Modifiability of the Semantic Space. When the sample of things
being judged is restricted in some fashion, the nature and order of
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magnitude of the factors may change. For example, when judgments
are limited to sociopolitical concepts (people and policies), there
seems to be a coalescence of the second and third factors into what
might be called a “dynamism factor”; this was apparent in a study
of the 1952 presidential election, in a study of ethnic stereotypes,
and in a cross-cultural (and cross-language) study of political con-
cepts relating to the Far East. It is as if things in this frame of
reference that are “strong” are also necessarily “active” while
things that are ‘“weak” are also necessarily “passive.”” We also
noted in factorization of the judgments of a mental patient (case
of triple personality) that there was nearly a restriction of the
semantic space to a single dimension, combining “good,” “strong,”
and “active.” An hypothesis to be explored here is this: The
greater the emotional or attitudinal loading of the set of concepts
being judged, the greater the tendency of the semantic framework
to collapse into a single, combined dimension. Other types of inter-
action probably operate as well: When, for example, the sample of
concepts is limited to aesthetic objects (paintings, in this case), a
type of activity factor becomes relatively more prominent. This
problem of concept-scale interaction will be considered more fully,
in connection with factor analyses done on single concepts, in terms
of the comparability of the measuring instrument.across concepts
(Chapter 4).

That the factorial composition of particular scales can change
with the concept being judged against it has already been amply
demonstrated. While high-low is parallel with good-bad in judging
social concepts (and in our general analyses), it switches direction
when sonar signals are the objects of judgment — presumably it
comes to mean high-pitch vs. low-pitch in this context, the latter
being more pleasant.

4 Dimensionality of the Semantic Space. It was made particularly
clear in the Thesaurus analysis that the three major factors, evalu-
ation, potency, and activity, do not exhaust the ways in which
meanings may vary. Here a broad sample was guaranteed both by
discarding highly similar scales and by increasing the total number
of scales entering into the analysis. Several additional factors could
be tentatively identified: a stability factor, a tautness factor, a
novelty factor, and a receptivity factor. These subsidiary factors
are much less clearly defined, have not been checked for reliability,
and hence should be held as hypotheses for further testing. How-
ever, their appearance along with the large proportion of total
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variance Temaining unaccounted for indicates that the semantic
space for concepts-in-general has a large number of dimensions.
We believe that from this point onward the best way to more
rigorously identify additional factors will be to deliberately test
for them, ie., by inserting presumptive clusters in a matrix of
reference scales for known factors and seeing if, in the judgment
process, they both correlate highly with each other and lowly with
other factors. The existence of a large number of dimensions in the
total semantic space is not disastrous as far as measurement is
concerned; this is because these added dimensions account for
relatively little of the total variance.




3

THE SEMANTIC DIFFERENTIAL
AS A MEASURING INSTRUMENT

The factor analysis of meaningful judgments, although of con~
siderable theoretical interest, is a means to an end rather than an
end in itself. It is a necessary step in the development of efficient
instruments for measuring the meaning variable in human behavior.,
In this chapter we discuss the mechanics of constructing and apply-
ing the semantic differential as a measuring device. We also will
describe the kinds of information yielded by this instrument and
consider various ways and means of analyzing and interpreting this
information. Finally, as an illustration of the application of this
method to a practical social problem, we will report a study made
of the 1952 presidential election and some ideas about human think-
ing that it generated.

CONSTRUCTION AND ADMINISTRATION OF A SEMANTIC DIFFERENTIAL

Although we often refer to the semantic differential as if it were
some kind of “test,” having some definite set of items and a specific
score, this is not the case. To the contrary, it is a very general way
of getting at a certain type of information, a highly generalizable
technique of measurement which must be adapted to the require-
ment of each research problem to which it is applied. There are no
standard concepts and no standard scales; rather, the concepts and
scales used in a particular study depend upon the purposes of the
research. Standardization, and hence comparability, lies in the
allocation of concepts to a common semantic space defined by a
common set of general factors, despite variability in the particular
concepts and scales employed. It 1s true, of course, that in some
areas of measurement, e.g., psychotherapy or attitude, a particular
form of the differential, with standardized concepts and scales, may
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be developed, but there is no general “semantic differential test”
as such.

Content of a Semantic Differential

Selection of Concepts. We use the term “concept” in a very general
gense to refer to the “stimulus” to which the subject’s checking
operation is a terminal “response.” What may function as a concept
in this broad sense is practically infinite, and in our own work to
be described throughout this book the reader will encounter a con-
siderable variety. Concepts are often verbal; they are more often
printed than spoken, because of convenience in presentation, but
we have also used spoken terms. Because of the structure of
English, the concepts are more likely to be nouns like FIRE and
BABY than other parts of speech, but we have also used adjectives
and plan to study verbs as concepts in some future research.
Although single “words” most often serve, a unitary semantic con-
cept may require a noun phrase, e.g., MY IDEAL SELF. But nonverbal
concepts can also be differentiated; the investigator may be inter-
ested in the meanings of TAT pictures (see pp. 237-38); or Ror-
schach cards (see pp. 238-39) as stimuli; he may be interested in
the meanings of aesthetic stimuli, such as representational and ab-
stract paintings (see pp. 291-95) or solid sculptured abstracts (see
pp. 301-2) ; or he may wish to investigate the connotative meanings
of sonar signals (see pp. 66-68). It is evident that the concepts
judged against a semantic differential may be as varied in nature
as may be the modes of signs, and the type selected depends chiefly
upon the interests of the investigator.

It is the nature of the problem, then, that chiefly defines the
class and form of concept to be selected. Interest in identification
(see pp. 251-54) dictates one sampling area; interest in ethnocen-
trism dictates another (see pp. 222-23). Usually, however, time and
subject limitations do not permit complete coverage of all the rele~
vant concepts in a given area, so the investigator must sample. The
problems here are no different than elsewhere —the objects of
judgment should, ideally, be both relevant to and representative
of the area of research interest. Sometimes the investigator may
actually make a sampling analysis, but more often (in our expe-
rience, at least) he simply uses “good judgment”’ with respect to
his problem. In exercising “good judgment” here, the investigator
will usually (a) try to select concepts for the meanings of which he
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can expect considerable individual differences, since this is likely to
augment the amount of information gained from a limited number
of concepts, (b) try to select concepts having a single, unitary
meaning for the individual (e.g., MY IDEAL SELF, but not CasE or
BUTTERFLIES AND MOTHS), since otherwise the subject may vacillate
in what is being judged, and (¢} try to select concepts which can
be expected to be familiar to all of his subjects, since unfamiliar
concepts for some subjects will produce a “spurious” regression
toward the middle of the scales.

Selection of Scales. Since the purpose of the factorial work de-
scribed in Chapter 2 was to reduce the great variety of potentially
usable scales of judgment to some limited but representative num-
ber, the process of choosing scales is necessarily more structured
than that of choosing concepts. Ideally we should like to use one
specific scale to represent each of the factors or dimensions of the
semantic space, this scale being both perfectly aligned with or
loaded on its factor and perfectly reliable. In practice, however, since
specific scales are neither perfectly aligned with factors nor per-
fectly reliable, we use a small sample of closely related scales to
represent each factor, deriving a score from their average which is
assumed to be both more representative and more reliable than
scores on individual scales. These average scores we call factor
scores.

The first criterion for selecting scales is thus their factorial
composition — we usually select about three scales to represent each
factor, these being maximally loaded on that factor and minimally
on others. The question probably arises as to why-—when we
know that the various factors have unequal weight in meaningful
judgments — do we not represent these factors in proportion to
their weight? What we do is to provide the subject with a balanced
space which he may actually use as he sees fit; if he makes more
discriminative use of the evaluative factor relative to others this
will show up in his data (in an elongation of his space along this
dimension), but he is not forced by the sample of scales to do this.

Another criterion in scale selection is relevance to the concepts
being judged. For example, in judging a concept like ADLAI STEVEN-
SON, one evaluative scale like beautiful-ugly may be comparatively
irrelevant while another like fair-unfair may be highly relevant;
on the other hand, just the reverse would be true for judging paint-
ings. Since irrelevant concept-scale pairings usually yield neutral
or “4” judgments, their inclusion reduces the amount of informa-
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tion gained with a given number of scales. There is here, however,
the question of subtlety or masking of the purposes of the experi-
ment: in certain clinical uses, for example, one may deliberately
use scales which are only relevant via metaphor, e.g., judging the
significant persons in the patient’s life against scales like kot-cold,
hard-soft, and tasty-distasteful rather than against scales like
passtonate-frigid, aggressive-timid, and pleasant-unpleasant in
order to get more valid data. Again, the purpose of the investigator
dictates the choice.

Yet another criterion governing the selection of scales is their
semantic stability for the concepts and subjects in a particular
study. Whereas high-low can be expected to be stable across a set
of sonar signals, it would not across a set of concepts which in-
cluded both auditory and social concepts. Similarly, a scale like
large-small is liable to strict denotative usage in judging physical
objects like BoUuLDER and anT, but is likely to be used connotatively
in judging concepts like siy and TRuMan. Yet another criterion —
and one for which we do not as yet have adequate data — is that
scales should be linear between polar opposites and pass through
the origin. One example of nonlinearity we have discovered is that
the scale rugged-delicate is not linear with respect to evaluation —
both terms, when used separately, tend to be favorable in meaning,
and hence this scale cannot both pass through the origin and be
linear. At present we merely assume that the scales defined by
familiar and common opposites have these properties, but research
on the problem needs to be done.

One final comment on the use of scales in forms of the semantic
differential is in order. Often scales of unknown factorial composi-
tion are highly relevant to a particular problem, eg., the scale
liberal-conservative in a study of political concepts. Such scales
may, of course, be used and their factorial composition determined
directly from the data of the experiment (either through factor
analysis of the results or less rigorously from inspection of its
correlations with other scales) — but in this case it is necessary to
include standard reference scales in the total set. It is also true, of
course, that the three dominant factors we have isolated do not
exhaust the semantic space, and therefore dimensions highly sig-
nificant for differentiating the concepts in a particular study might
be lost entirely if one stuck to only evaluative, potency, and
activity scales. Furthermore, one of the purposes of a specific study
may be to determine how different subjects use certain scales of
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variable semantic significance: for example, the investigator may
want to know whether high ethnocentries feel that conservatism is
good and liberalism is bad, and vice-versa for low ethnocentries;
liberal-conservative may then be included among the scales and its
relation with other scales of known evaluative composition deter-
mined for both high and low ethnocentrics. In other words, the
ways in which subjects structure scales of judgment may itself be
the focus of research interest. In conclusion then, although there
are, we believe, standard factors of judgment, the particular scales
which may, in any given research problem, best represent these
factors, are variable and must be carefully selected by the experi-
menter to suit his purposes.

Administration of a Semantic Differential

Amount of Material. Experimenters are usually limited in the
amount of time they can demand of their subjects, the funds avail-
able for handling data once it is collected, and so on. It is therefore
useful to know in advance about how much time it takes subjects
to complete differentials of varying size and how much data is
accumulated. What we call an item is the pairing of a particular
concept with a particular scale, and each subject’s judgment of
such an item provides one bit of information—in the ordinary
sense, not the Information Theory sense, of course. The number of
items on any form of the semantic differential is simply the num-
ber of scales times the number of concepts, and the number of bits
of information which must be handled statistically will therefore
be equal to the number of scales times the number of concepts times
the number of subjects. Based on our own experience over the past
several years, even the slowest college student subjects can be ex-
pected to make judgments at the rate of at least 10 items per
minute, and most come closer to 20 items per minute once they get
under way. This means that one should allow about 10 to 15 minutes
for a 100-item test (e.g., 10 concepts times 10 scales), about an
hour for a 400-item test (40 concepts times 10 scales, or the equiva-
lent). These time estimates are only rough approximations, of
course, and will vary somewhat with the types of concepts, scales,
and subjects being used. Nevertheless, this means that a very large
amount of information is being collected per unit time from the
individual subject-— rather than a single measure being obtained
(e.g., as in taking an intelligence test), several factor scores are
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being obtained on each of N concepts. The experimenter will there-
fore adjust the amount of material in the differential to the limita-
tions in his own situation.

Form of Differential. We have used two types of graphic (scale)
differentials and one latency procedure. In the latter, the scale to be
used is projected on a screen as a pair of polar terms, then the
concept with the scale, and the time required for the subject to
react by moving a lever toward one or the other of the polar terms
is automatically recorded. Since this method is applicable only to
one subject at a time, and since the film-recorded data first needs to
be transformed, we have only used this for special research prob-
lems on the nature of the method itself. The two graphic-scale
methods, which we may call Form I and Form II and which are
both applicable to groups of any size, differ chiefly in the way in
which concepts are paired with scales. Form I presents items as
follows:

LADY rough : : : : : : smooth
ME fair : : : : : : unfair, etc.

Each capitalized concept appears on the same line as the scale
against which it is being judged, and the items are ordered in such
a way that a maximum number of different concepts and scales
occur between the repetitions of each concept and scale (i.e., con-
cepts and scales are rotated against each other). This was the form
we used in our original factor analytic work. It has the advantage
of minimizing the possibility of any “halo” effect, since the subject
is kept shifting from concept to concept and since he cannot easily
compare his judgments on one scale with those on another. But it
has the disadvantage that what is actually being judged (the mean-
ing of the concept) may change from time to time. Form II uses
one sheet of paper for each concept, with all of its judgments elic-
ited successively, e.g.,

LADY
rough : : : : : : smooth
fair : : : : : : unfair
active : : : : : : passive, ete.

Here the ordering of concepts for different subjects may be varied,
but the form of the differential itself is constant (i.e., the same
ordering of scales and a constant polarity direction for each scale).
This form has the advantage that it is both easy to mimeograph
(one standard sheet, with various concepts simply rubber-stamped
or hand-printed at the top) and easy to score (with cut-out card-
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board forms for each factor). It also has the distinct advantages of
greater constancy of meaning in the thing being judged and of
being much more satisfying to the subjects of the experiment. In
both forms, it should be added, the scales representing the same
factor are alternated in polarity direction (e.g., fair-unfarr but
worthless-valuable) to prevent the formation of position preferences
and the order of factors represented is rotated (as illustrated
above).

Are there any differences in results to be expected from use of one

or the other of these two graphic forms? Does a “halo” effect oper-
ate in one but not the other? Some aspects of this problem were
studied* experimentally as part of another piece of research. The
two alternate forms, with eight concepts (RADIO COMMERCIALS,
MARILYN MONROE, IDEAL HAND LOTION, SOFT TOUCH HAND LOTION,
ROMANCE, HAND LOTION 1 BUY, SCIENTIFIC DISCOVERIES, and TONI PROD-
vers) being judged against ten scales (good-bad, tasty-distasteful,
serious-humorous, expensive-cheap, pleasing-annoying, high class-
low class, interesting-boring, believable-unbelievable, important-
trivial, and active-passive}, were given in different orders to the
same subjects at the same sitting. For each of the 80 items, differ-
ences between the mean scale positions on the two forms taken
across the 50 subjects were tested for significance by the t-test for
correlated data. Only three of the 80 tests were significant at the 5
per cent level, which is about what would be expected by chance on
the null hypothesis. There is no evidence here for differences be-
tween these two graphic forms.
Instructions to Subjects, With no evidence to favor one form over
the other, Form II has most frequently been used because of its
greater convenience to the investigator and satisfaction to the sub-
ject. The sample instruction form given below assumes this form of
differential. In essence, instructions to the subject include (1) ori-
entation to the general nature of the task, (2} the significance of
the scale positions and how to mark them, and (3} the attitude to
be taken toward the task (speed, first impressions, but true impres-
sions). Certain details of instruction —e.g., that he will see color
advertisements on the screen before him to judge — vary from
experiment to experiment, of course.

Typical Instructions
The purpose of this study is to measure the meanings of certain things
'By Dr. Jean S. Kerrick at the University of Illinois in 1954.
I
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to various people by having them judge them against a series of descriptive
scales. In taking this test, please make your judgments on the basis of
what these things mean to you. On each page of this booklet you will find
a different concept to be judged and beneath it a set of scales. You are to
rate the concept on each of these scales in order.
Here is how you are to use these scales:

If you feel that the concept at the top of the page is very closely related
to one end of the scale, you should place your check-mark as follows:

fair _X__: : : : : : unfair
OR
fair : : : : : :—X__ unfair
If you feel that the concept is quite closely related to one or the other end
of the scale (but not extremely), you should place your check-mark as
follows:
strong X : : : : weak
OR
strong : : : : X weak

If the concept seems only slightly related to one side as opposed to the
other side (but is not really neutral), then you should check as follows:
active : X : : : passive
OR
active : : : X : passive

The direction toward which you check, of course, depends upon which of
the two ends of the scale seem most characteristic of the thing you’re
judging.

If you consider the concept to be neutral on the scale, both sides of the
scale equally associated with the concept, or if the scale is completely ir-
relevant, unrelated to the concept, then you should place your check-mark
in the middle space:

safe : : X : : dangerous
IMPORTANT: (1) Place your check-marks in the middle of spaces, not
on the boundaries:
THIS NOT THIS
X X
(2) Be sure you check every scale for every concept —
do not omit any.

(3) Never put more than one check-mark on a single
scale.

Sometimes you may feel as though you've had the same item before on
the test. This will not be the case, so do not look back and forth through
the items. Do not try to remember how you checked similar items earlier
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in the test. Make each item a separate and independent judgment. Work
at fairly high speed through this test. Do not worry or puzzle over indi-
vidual items. It is your first impressions, the immediate “feelings” about
the items, that we want. On the other hand, please do not be careless,
because we want your true impressions.

Problem of Contextual Contamination. “Central tendency” effects
and “anchoring” effects are familiar phenomena in psychophysical
experiments. When a subject has been judging a set of relatively
light weights, the judgments of “neutral” tends to shift toward the
middle range of the set, and if a relatively heavy weight is inserted,
it is now judged “heavy” where it would ordinarily not be. Will
such an effect operate in our judgmental situation, or will the sub-
ject’s long past history of meaningful comparisons and use of quan-
tifiers like “extremely,” “quite,” and “slightly” maintain stability
despite the presence of other concepts in the set being judged? In
either Form I or Form II, the subject judges a set of different con-
cepts — does the meaning attributed to a particular concept depend
upon the meanings of the other concepts with which it appears on
the test form? The assumption of independence between the con-
cepts judged on the same form of a differential is a basic one, for
otherwise the “meaning” as measured would vary with every sample
of concepts in which a given concept was imbedded.

One study? tested the validity of the independence assumption in
the following way: A set of “test” concepts (FOREIGNER, PLANS,
MASCULINITY, and MY ACTUAL SELF) was imbedded in three different
conceptual contexts and judged by three different groups of 15 sub-
jects each. In one of these contexts all of the other concepts were
extremely positive on the evaluative dimension (BEAUTY, CLEANLI-
NESS, KINDNESS, HONESTY, FRAGRANCE, and FAIRNESS); in another,
all of the other concepts were extremely potent (STEEL, ARMED
FORCES, OAE TREE, BEAR, FORTRESS, and THE SEA); In the third con-
text, all of the other concepts were extremely active (ELECTRICITY,
MOTION, SPEED, BIRD, BREEZE, FIsH). The three scales used in this
study were valuable-worthless (evaluative), strong-weak (potency),
and active-passive (activity). To the extent that the subjects’
frames of reference are not stable and independent of the immediate
context, one would expect the meanings of the neutral concepts to
be “pushed” away from the direction of the loading, e.g., MY ACTUAL
SELF should be less good in the first context, less potent in the sec-
ond, and less active in the third. In each case, the other two condi-
tions served as control, since the bias was exerted on only one
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factor in each context. The results of this study showed no signifi-
cant differences in the scalar locations of the test concepts as a
function of the context in which they were imbedded, Although this
experiment was not extensive, it was a case of extreme bias — ordi-
parily in making up a sample of concepts for a differential we try
to balance off good concepts with bad, strong with weak, and so
forth — and the fact that no effects were produced strengthens our
assumption that judgments of the semantic differential are rela-
tively independent of the immediate conceptual context.

The Use of Seven Alternatives. The guestion may well have arisen
in the reader’s mind as to why we happened to choose seven-step
scales rather than five or nine or eleven and so on. Over a large
number of different subjects in many different experiments it has
been found that with seven alternatives all of them tend to be used
and with roughly, if not exactly, equal frequencies. As part of some
early research (see Stagner and Osgood, 1946), scales having vari-
ous intervals were tried out on college students: when more than
seven steps were used (e.g., nine steps, where “quite” is broken into
“considerably” and “somewhat” on both sides of the neutral posi-
tion), it was found that all three discriminative positions on each
side had much lower frequencies; on the other hand, when only five
steps were allowed (e.g., “extremely,” “somewhat,” and “neutral”),
college students, at least, expressed irritation at being unable to
indicate “slightly” as different from “quite a bit.” This does not
mean that there are no individual differences here — in fact, this is
one of the interesting empirical problems with which we’ve done
very little. In the study with Stagner, for example, samples of
American Legion members were obtained, and it was noted that
they had a definite tendency to use only three positions — all, or
nothing, or neither (1, 4, 7, on the seven-step scales). Grade-school
children seem to work better with a five-step scale, and there is
probably some relation here to intelligence differences. Bopp’s study
(1955) with schizophrenics showed that these patients used the
finely discriminative positions of seven-step scales (2, 3, 5, and 6)
significantly less frequently than their controls.

ANALYSIS OF SEMANTIC DIFFERENTIAL DATA

) The raw data obtained with the semantic differential are a collec-
tion of check-marks against bipolar scales. To each of the seven
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Fig. 6. Rectangular solid of data generated by the semsantic differential.

positions on these scales we arbitrarily assign a digit. These digits
may be either 1, 2, 3, 4, 5, 6, and 7 or 43, +2, +1,0, —1, —2, —3.
For most of the mathematical treatments to be described, the choice
here makes no difference; the set from +3 to —3 has the heuristic
advantage of fixing an origin in the center of the semantic space,
which corresponds to the neutral “4” position on the scales, as well
as reflecting the bipolar nature of the scales we use. A person’s score
on an item is the digit corresponding to the scale position he checks.
If there are k scales and m concepts, each subject generates a k X m
score matrix. If there is a group of n such subjects, a k X m X n
matrix of scores is generated. This entire set of raw scores may be
represented as a rectangular solid as shown in Figure 5. Each cell in
this matrix of data represents the judgment of a particular concept
against a particular scale by a particular subject; each of the n
slices represents the complete judgments of a single subject; each of
the m columns represents the judgments by all subjects against all
scales for a single concept; and each row represents the complete
data for each of the k scales, all subjects’ ratings of all concepts
against this scale. Another source of variation not shown is time:
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the entire test may be replicated on the same subjects ¢ times, gen-
erating 8 four dimensional data matrix, each three dimensional
matrix as shown here representing a testing at a given ¢ and com-
parisons being possible across these times. These digit scores are
the basic data from which all operations and analyses follow.

In many operations we deal with means or averages. Concep-
tually, this involves summations over our four dimensional matrix
of scores, i.e., collapsing the matrix along one axis or another. Since
the purpose of the instrument is differentiation in terms of scales,
we never sum completely over the k scales; we do sum partially
over this dimension, however, to obtain factor scores. It will be re-
called that usually the k scales are organized into several factorial
categories, evaluative, potency, etc., the scales within which are
highly similar as to semantic content; we may sum and average
over the scales within each category, yielding k' factors scores for
each concept judged by each subject. When we are interested in
groups, or cultural data rather than individual data, we sum and
average over the n subjects, yielding a &’ X m matrix of averaged
factor scores. Although we have usually employed the mean to rep-
resent such group measures, there are some reasons for favoring the
median or even the mode in dealing with semantic data. Except
for factor analytic work where we are interested in the relations
among the scales (see Chapter 2), we seldom sum over the m con-
cepts—in most research problems it is the differences and similarities
among and between the concepts in which we are interested. If a
series of tests have been made, we may wish to sum and average
over the ¢ times.

Descriptive Measures

The Meaning of a Concept. Although what follows applies to any
number of scales, we shall assume for simplicity of presentation
that only three factors are represented in the set of k scales (e.g.,
evaluation, potency, and activity) and that the scores on these
scales have been summed and averaged to k' = 3 factor scores. A
single subject, then, produces & matrix of the order 3 X m, repre-
senting his judgments of each of m concepts in terms of three
semantic factors. This would be the data in one slice of the solid
facing the reader. The meaning of a concept to an individual sub-
ject is defined operationally as the set of factor scores in the column
representing that concept. If we collapse our rectangular data solid
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Table 8
FACTOR SCORES OF RATINGS OF 10 CONCEPTS BY ONE SUBJECT
Evaluation Potency Activity

A QUICKSAND -3 3 -3
B WHITE ROSE BUDS 3 -3 -3
C DEATH -3 1 -3
D HERO 3 3 3
E METHODOLOGY 3 0 2
F FATE -1 0 -2
G VIRILITY 2 3 2
H GENTLENESS 2 -2 -3
I SUCCESS 2 3 2
J SLEEP 2 0 -2

along the subject dimension by summing and averaging over sub-
jects, another matrix of the order 3 X m 1s generated in which each
column contains the mean (or median, or modal) factor scores for
each of m concepts as judged by the group. The meaning of a con-
cept in the culture 1s defined operationally as the set of averaged
factor scores in the column representing that concept. The average
factor scores for a group are associated with some measure of dis-
persion or variability (e.g., the standard deviation); this measure
is presumably an index of the consistency of the meaning of that
concept in the culture.

In Table 8 we give for illustration a 3 X 10 matrix of factor
scores representing the actual judgments of ten concepts by a single
individual, Each factor was represented by three scales, and the
score in each cell is here the median judgment taken over the three
scales in each factor. For this subject we can say that wHITE ROSE
BUDS are good, impotent, and passive (+3, —3, —3), that mEro
is good, potent, and active (43, +3, +3), that FaTe is somewhat
bad, indifferently potent, and quite passive (—1, 0, —2}, and so
on. If the numbers in the matrix had been averaged over a group
of subjects, these descriptions would have characterized the cultural
meanings of these concepts (assuming, of course, that the group
was representative of the culture as a whole). Such descriptions may
seem rather gross — and in a sense, because of the limited number
of factors sampled, they are — but it should be kept in mind that
even a k' = 3 system with seven alternatives for each k’ yields a
total space of 343 regions.
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This definition of meaning as a set or profile of factor scores,
while accurate in terms of measurement procedures, is conceptually
clumsy and inefficient. One may compare concepts in terms of their
positions on single factors at a time and compare subjects’ judg-
ments of the same concept similarly, but this is about all. Let us
return to our spatial model. The meaning of a concept for a subject
or a group can be also defined, and more efficiently and usefully,
as that point in the semantic space identified by its coordinates on
several factors. In this representation we can “see” the similarity
between various concepts on all factors simultaneously in terms of
their closeness in the space. In this model, the consistency of the
cultural meaning of a concept would be represented by the disper-
sion of individual subject points about their central tendency, i.e.,
a “cloud” of varying concentration in the space.

Stmzlarity and Difference in Meaning. Being able to “see” the
relative distances between concept-points in the semantic space is
not the same thing as being able to express these similarities and
differences in meaning quantitatively. The most common question
asked in science concerns similarity and difference, i.e., comparison.
In our own case, we wish to be able to say quantatively that con-
cept A is more or less similar in meaning to concept C than is
concept B. We wish to be able to measure a change in meaning over
time, to be able to say that one group of subjects differentiates
more between the meanings of two concepts than another group,
and so on. Such relations among concepts are describable in & very
efficient way in terms of our geometrical model, which we shall now
treat in some detail.

1 The Semantic Space. Each column in a k X m matrix can be
considered a set of k coordinates fixing each of the m concepts as
a point in a space. Each coordinate gives the distance of a concept
from the origin in one direction or the other along an axis which
Tepresents one of the k scales or factors. These axes are placed in a
mutually orthogonal relation to each other and are made to inter-
Sect at the origin, this origin being defined as the neutral positions
on the scales (0, 0, 0 in the +3 to —3 numbering system). The
3 X 10 matrix of Table 8, for example, generates three such axes,
one for each of the factors. The coordinates of QUICKSAND are —3,
+3, —3 (bad, strong, and passive). This indicates that a point
Tepresenting QUICKsAND is situated in the three dimensional space
defined by the three axes such that it is —3 units from the origin
along an axis representing evaluation, +3 units from the origin

[{4
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Fyg. 6. Profiles for five hypothetical vanables (A, B, C, ete.} judged on
five scales (a, b, ¢, etc.). Variables A, B, and C constructed so as to have
identical profiles; variables C, DD, and E constructed so as to have nearly
identical mean differences from A.

on the potency axis, and —3 units from the crigin on the activity
axis. Since in this case there are only three rows in the matrix, all
concept points can be represented in a three (or fewer) dimensional
space. As we shall see, under certain circumstances fewer dimensions
than the number of rows in the data matrix may be adequate to
represent the data in a & X m matrix. We have come to call the
space defined by the k orthogonal axes the semantic space, and we
assume it to be Euclidean as the simplest starting hypothesis.

2 The Distance Notion. How are two columns of coordinates, or
two profiles of scores, to be compared so that quantitative state-
ments regarding similarity of meaning can be made? One immedi-
ately thinks of the correlation coefficient as an index of the similar-
ity between two profiles. It can easily be shown, however, that r
fails to give a valid representation of semantic relations. In Figure
6 we reproduce a hypothetical system of five concepts (A, B, C,
D, E) rated against five scales (a, b, ¢, d, e). Suppose that A repre-
sents the concept Love, B the concept aFrEcTION, and C the concept
HATE. These concepts are shown to covary perfectly and hence,
despite the gross absolute discrepancies, intercorrelations among
them would be all 1.00, leading to the inference that LovE is just as
similar to HATE in meaning as it is to AFFECTION. The correlation of
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any other concept with D (aGGrEssioN) would be indeterminate,
since the variance of D across the scales is zero — yet concept C
(uatE) is obviously closer to D than either A or B. Thus it can be
geen that the product-moment correlation not only distorts the in-
formation, but may be completely inapplicable in some cases. What
is required to express semantic similarity is some measure of relation
that takes into account both the profile covariation and the dis-
crepancies between the means of the profiles, thereby reflecting more
fully the information available in the data.

Such a measure is provided by the generalized distance formula

of solid geometry:
Dsl = 1‘ stlz (1)
?

where D,; is the linear distance between the points in the semantic
space representing concepts ¢ and ! and di; is the algebraic differ-
ence between the coordinates of 72 and ! on the same dimension or
factor, j. Summation is over the & dimensions, As an example, con-
sider the D between QUICKSAND and WHITE RosE BUDS found from
their coordinates in Table 8. This D is found by taking the differ-
ence between the scores of the two concepts on each factor, squaring
this difference, summing these squares, and taking the square root
of the sum —a set of operations handled very easily on a desk
calculator. In this particular case, (—3 — +3)% + (+3 — —3)?
+ (=3 — —3)% = 72, the desired D?, and the square root of this
value is 8.49, the desired D or distance.

The D given by equation (1) is not unrelated to r. If the scores
in the matrix of ratings are standardized down the columns (across
the scales), the D between concepts taken over the standardized
Scores using equation (1) is related to the product-moment correla-
tion coefficient by the formula D,; =4/2k (1 —r,;), where & is the
number of scales, or rows of the matrix, and r,; is the correlation
coefficient between the two concepts, ¢ and I. Cronbach and Gleser
(1853) have discussed this and other characteristics of D at length,
and Webster (1952) has pointed out that D is a special case of the
Mahalanobis D (see Rao, 1948). However, it should be emphasized
that standardizing down columns involves the same loss of infor-
lation as in computing r.

Similarly, as Webster (1952) has also indicated, D bears a rela-
tionship to intraclass r (see Fisher, 1941). Syci and Tannenbaum
(1955) have explored this relationship somewhat further, and have
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arrived at an expression for intraclass r (') in terms of D? meas-
ures, \
’ DXY

Dy;' + Dy7'

where X and Y represent two given arrays of paired data, and Z is
the mean of the X- and Y-scores combined. However, for this rela-
tionship to hold, the data must satisfy certain conditions allowing
for the application of the 7 statistic, and the relationship is not a
general one.

3 Uses of D. Although D is most often used to index the distance
between (and hence similarity among) concepts as judged by an
individual or a group, it is not limited to this use. It can also be
applied in the comparison of two subjects, or two groups of subjects,
on how similarly they perceive the same concept — for example,
how similar are the meanings of My MoTHER for male and female
patients as compared with their meanings of My rFaTHER? In this
case we operate on a k& X 2 matrix taken from the rectangular solid
in Figure 6; in other words, we have two subjects or groups of sub-
jects (means) rating one concept (e.g., MY FATHER) on k scales.
Formula (1) is applied by taking the sum of the squared differences
between the ratings of the concept by the two groups and summing
over the & scales. We are still dealing with the distance between two
points in the semantic space, one point representing the placement in
the semantic space of MY FATHER by one group of subjects, and the
other point the placement of this concept by the second group of
subjects. D may also be taken between the profiles produced by the
same individual or group judging the same concept but at different
times, t. The formula for D is here applied to the corresponding
columns of the two data matrices obtained at two times.

All of the above uses of D take differences (between subjects, con-
cepts, or times) across a set of scales; this is the normal operation
with the semantic differential since, as its name implies, it is a way
of differentiating meanings against a set of scales. However, it would
also be possible to treat the concepts as a set of variables and
determine distance relations between pairs of subjects or scales.
Thus a D between two subjects across the set of concepts in Table
8 would indicate their “conceptual congruence,” i.e., the degree to
which they agree in the allocation of this set of concepts in terms
of a single factor or, if summations are continued over all factors,
in the total semantic space. Clusters of individuals obtained in such

|
\
. \\' h\




THE SEMANTIC DIFFERENTIAL AS A MEASURING INSTRUMENT 93

o way would specify subgroups who “think alike” with respect to
these concepts. D's between scales, across concepts or subjects or
poth simultaneously, would yield data analogous to that on which
our factor analytic work was based. These and other possible ap-
plications of D to our four dimensional semantic data matrix we
have explored only casually so far.

4 Assumptions Involved in the Use of D. When we score the
cemantic differential by assigning digits from +3 to —3 to the
seven categories and proceed to treat these scores statistically, there
are a number of assumptions made. (a) For one thing, it is assumed
that the intervals both within a single scale and between different
scales are equal. If these units are not in fact equal, the distance in
semantic space between A and B is not strictly comparable with
that between C and D, say, and the D formula is inappropriate.
This is a scaling problem, and in the next chapter empirical evidence
will be presented to support our assumption of equal scale intervals.
(b) A second assumption that must be made when D is used is that
the variables (scales or factors) across which the differences are
taken are independent. This is apparent in the geometric model in
which the factors are represented by orthogonal axes. If the scales
are not essentially independent, the investigator may conclude that
a large D between two variables represents a large psychological
discrimination between them in the total semantic space, when in
reality the discrimination is mainly in one dimension which happens
to be magnified by summing over correlated variables. This, inci-
dentally, is also the reason why we must use an equal number of
8cales to represent each factor in constructing any form of the
differential. In part, at least, we satisfy this assumption by choosing
scales shown to be essentially independent by our factor analytic
work. However, to the extent that the relations among scales (and
factors) vary with the classes of concepts being judged (see section
in Chapter 4 on comparability across concepts), some error in the
interpretation of D is being introduced for certain concepts.
Conceptual Structures. Instead of limiting one’s attention to sep-
arate pairs of concepts (or subjects) as above, all m(m — 1) /2
Pairs can be studied simultaneously. Using formula (1), the distances
between each concept and every other concept can be calculated and
entered into an m X m matrix. This matrix represents the semantic
structure of the set of m concepts, giving the distances or similarity
relations among all concepts. The set of distances representing the
semantic structure are “plotable” in a space having the same (or
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Table 9
DISTANCE MEASURES (D::) RELATING THE 10 CONCEPTS IN TABLE 8+

A B C ) E F G H I J

16.70

9.32 19.10

17.75 14.90 20.27

15.30 11.45 16.13 10.25

9.45 1533 529 17.52 13.12

17.70 16.73 20.40 436 9.90 17.83

13.60 6.86 16.61 15.40 12.33 13.68 16.43

17.40 14.56 2022 3.74 995 1764 3.87 14.80
1210 7.21 1572 15.30 12.21 12.61 16.22 4.58 14.56

ST OHEOQW

™ "’ghe D's in this matrix are taken over all scales rather than the factor scores given in
'able 8.

fewer) dimensions as the number of dimensions represented in the
measuring instrument. Such plotability has definite advantages in
the case of three dimensions.

Table 9 gives the m X m matrix of distances generated by apply-
ing D to the ratings by one subject of the 10 concepts described in
Table 8. These D’s were found by summing over all 20 scales, not
over the factor scores. Mere inspection of the numbers in such a
table, of course, does not immediately create any picture of the
conceptual structure, although all of the necessary information is
given. If mast of the variance in the subject’s judgments is restricted
to no more than three factors, then the values in this D matrix can
readily be plotted in a solid, three dimensional space as a concrete
model of the subject’s conceptual structure. Such a model, for the
data in Table 9, is shown as Figure 7. These models are constructed
in the following way:

One first selects a convenient metric, i.e., a unit on a linear scale,
such as one inch equals a D of 1.00, which will produce a model
whose size fits the construction materials at hand. Each D value
in the table is conceived as the radius of a sphere. Using the data
from Table 9, variable B may be placed anywhere on a sphere
16.70 units from variable A; variable C must fall somewhere on
the circle defined by the intersection of two spheres, one 9.32 units
from A and the other 19.10 units from B; variable D must fall at
one of the two points of intersection of three spheres with radii
17.75, 14.90, and 20.27 from A, B, and C respectively; the position
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Fig. 7. Drawing of three-dimensional model constructed from distance
measures. Variables D, G, I (HEro, vIRILITY, sUccEss), B, H, J (WHITE
ROSE BUDS, GENTLENESS, SLEEP), A, C, F (QUICKSAND, DEATH, FATE), and
E (METHODOLOGY).

of variable E is completely determinate within three dimensions, as
are the positions of all remaining variables,

The reader may ask what happens if the spheres do not span, e.g.,
if variable C is only 1.30 units from A and only 1.50 from B, yet
A and B are separated by a distance of 10.00 units — the answer
is simply that this situation is impossible from the operations of
the D measure, and if such a situation appears it indicates an error
in computations. The opposite situation — in which, with variables
A, B, C, and D fixed, variable E cannot be placed accurately with-
out being too near one of the other variables — can occur, and this
indicates that more than three factors were operating in the original
data, i.., the model requires more than three dimensions for ac-
curate plotting. In such cases we make compromises and plot as
best we can in the three dimensions we have available. To estimate
the plotting error, we measure the distances between each variable
and every other variable in the final model, enter these values in a
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new m X m matrix, and compute the average error of measurement,
between the D’s in the original matrix and the corresponding D’s
in the model. In our own work we have used small rubber balls
(obtainable from the Barr Rubber Company, St. Louis, Missouri)
to represent the concepts and thin wooden dowels (obtainable from
any lumber company) to maintain the distances accurately; the
sharpened dowels can be pressed into the resilient rubber balls to
get accurate distances and the structure as a whole is surprisingly
sturdy.

The model in Figure 7 specifies three clearly isolated clusters of
variables: A, C, and F (QuicksanD, DEATH, and FATE), B, H, and
J (WHITE ROSE BUDS, GENTLENESS, and sLEEp), and D, G, and I
(HERO, VIRILITY, and success). The remaining variable, E (METH-
0DOLOGY), i8 separated from these clusters. The face validity of this
empirical categorization of these concepts is obvious. The fact that
these concepts plotted with almost perfect accuracy within three
dimensions despite taking the D’s over 20 scales is testimony to
the operation of only three major factors in the judgment process.
Such a conceptual structure is a kind of map, a bit of “semantic
geography,” if you will, which provides an objective picture of
subjective meaning states within the subject. In many research
problems the production and interpretation of such “cognitive maps”
may be the major objective, e.g., in a blind analysis made of a
case of triple personality, to be reported in a later chapter (see
Figures 23, 24, and 25). The model has the advantage over the D
matrix from which it is constructed, of being immediately appre-
hensible — clusters of concepts, their relative distances and arrange-
ments, can be viewed directly and simultaneously and hence
interpreted more easily. It is an excellent device for generating
hypotheses. These models are necessarily restricted to three dimen-
sions, however; the D matrix is valid for any number of dimensions.

It is often desirable to plot the origin of the semantic space into
these models, i.e., that point in the space which signifies “meaning-
lessness.” If a “real” concept were checked at the mid-points of all
scales, it would fall precisely at this origin of our space. Therefore,
to locate the origin in a model, we manufacture a “hypothetical”
concept having this property; we add to the score-matrix a column
in which each cell is “4” if the scoring is 1, 2, 3, 4, 5, 6, 7, or “0" if
the scoring is +3, +2, +1,0, —1, —2, —3, and the distances (D’s)
from this “variable” to every other variable are computed from
formula (1} as before. This origin is then plotted in the same space
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and in the same manner as described above. The insertion of the
origin is an aid to interpretation: one can then immediately perceive
which variables or clusters of variables tend to be opposite in mean-
ing to the subject, which variables or clusters tend to be independent
in meaning, i.e., at 90 degree angles to each other through the space.
One can also estimate the meaningfulness of concepts to the sub-
ject, those variables falling near the origin being relatively mean-
ingless (within the aspects of meaning sampled) and thosge falling
far out toward the edges of the space being relatively “saturated”
in meaning.

Finally, knowing the locations of all concepts on each factor, cne
can estimate the location of each factor in thus space by placing a
linear indicator through the origin in such a way that the right-
angle projections of the concepts onto this indicator match their
values on the factor, e.g., so that the most favorable concept pro-
jects to the top of the indicator, the next most favorable concept
below it, and so on. It must be kept in mind, of course, that the
construction and use of these models is purely an aid to under-
standing and interpretation; nothing is added conceptually that is
not available in the D matrix.

Significance Estimates

The investigator is usually not satisfied with the intuitive con-
clusions which inspection of descriptive data provides. He wishes
to know how much confidence he can place in his findings — can
this result be said to be different from that result with a certain
degree of confidence, can we reject this hypothesis with such and
such a degree of confidence? These are questions of statistical in-
ference. But before going into the problems and methods here, let
us see what typical questions are asked about data derived from
the semantic differential. One question concerns the individual
scales or factor scores: for example, Is this advertisement “better”
(evaluative factor) than that one? Does this concept, as predicted,
have a more polarized potency score than activity score? Does this
group perceive X as more happy than does that group? Probably
the questions most often asked concern differences in meanings as
wholes, i.e., significance of D’s and of differences between D’s
(since D takes into account relations on all factors simultaneously)
— is the subject’s meaning of FATHER significantly different from his
Meaning of moTHER? Is his meaning of ME significantly different
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at the end of therapy from what it was at the beginning? Does thig
group have a significantly different sterotype of FRENCHMEN than
that group? Concerning conceptual structures we have questions
like these: Can concept X be said confidently to fall within this
cluster or that? Is the total conceptual structure of this individual
significantly different now than it was then? Is the political con-
ceptual structure of a Democratic group significantly different from
that of a Republican group? There are also some rather special
statistical significance problems that arise with particular research
problems which will be taken up in context later in this book.
Individual vs. Group Data. As we have seen, all of the descriptive
measures obtainable with the semantic differential — factor scores,
distances (D's), and conceptual structures — can be had for either
individual subjects or for groups of subjects. The interest of the
researcher, and hence the point of application of his significance
tests, may be in either the individual (e.g., the case of triple per-
sonality) or the group (e.g., the election study to be reported later
in this chapter). However, the problems of statistical inference are
entirely different in the two cases. In the group case we have repli-
cation over different individuals and many of the usual statistical
tests can be applied directly. In the individual case, however, we
run into the problem of statistical independence (N in the usual
sense equals one). This does not necessarily eliminate all tests of
significance, however.

Actually, as mathematical statisticians assure us, the question of
statistical independence of measurements comes down to independ-
ence of the errors of measurement of the two things being com-
pared. Now, within the individual case we have replication of scales
(when comparing concepts}, replication of concepts (when compar-
ing scales), and replication of both (when comparing across time).
If it can be shown (see Chapter 4, p. 135) that the errors of meas-
urement for the same individual judging different concepts on corre-
lated scales (representing same factor) are uncorrelated, then certain
significance tests at least become feasible. In other words, rather
than dealing with a sample of individuals from a certain group, we
may deal with a sample of judgments from a certain individual —
the nature of the population within which sampling is made is dif-
ferent, but not necessarily the statistical character of the problem.
In any case, we shall have to distinguish between the individual
and group situations in discussing statistical tests of significance.

Difference in Scale Position or Factor Score. In the group situation

|
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this problem is no different than elsewhere when we wish to deter-
mine whether the central tendency of one group is different from
that of another on some measure. If the distributions of judgments
of a concept on a particular scale (strong-weak, say) or a particular
factor (potency, say) are demonstrably normal, then the usual
t-test can be applied. If, as will often be the case with semantic
differential data, the judgments do not approximate normality of
distribution, then some non-parametric test must be applied. From
the results of such a test we are able to conclude that Democrats,
say, perceive OUR POLICY IN CHINA as significantly stronger
(or more potent in general) than do Republicans at some level of
significance.

In the individual situation this question is not answered so easily.
A given subject ordinarily provides us with just one datum relat-
ing OUR FOREIGN POLICY, 8ay, to the scale strong-weak (a digit from
+3 to —3), and he only provides us with three bits of data relat-
ing this concept to the potency factor (e.g., —1 on strong-weak,
—2 on hard-soft, and —1 on deep-shallow}, which is a very small
N even if we can assume independence of the judgments. The only
way of handling this problem we can discover goes back to the
basic notion of reliability of an instrument used in all sciences: If
we determine the error of measurement of our instrument, here for
single scales or factor scores, under test-retest conditions, we can
estimate the probability with which a difference of a given magni-
tude could have occurred by chance simply on the basis of measure-
Inent error. Knowing that a subject drawn at random judging an
item drawn at random can be expected to deviate as much as two
scale units from one test to another only 5 per cent of the time, we
can say that a difference for an individual subject between ouUr
FOREIGN PoLIcY and TRUMAN on strong-weak of the two units or
more is significant at the 5 per cent level. The test-retest data for
fnaking such estimates on the basis of reliability of measurement
18 given in detail in Chapter 4. The difficulty with this approach is
that such levels of significance apply to particular individuals,
particular concepts, and particular scales or factors only by in-
ference from the average performance of the instrument — and can
be extended to individuals atypical of the standardizing group only
with great insecurity. To obtain such reliability data for each par-
ticular research problem would be laborious indeed.

_Diﬁerence in Meaning. The meaning of a concept to an individual
15 a point in semantic space; the meaning of a concept to a group
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is the central tendency of a “cloud” of such individual points in the
semantic space. There are two types of questions here: difference
in the meanings of two concepts for the same individual or group
(which statistically includes difference for the same concept over
time) ; difference in the meaning of the same concept for two differ-
ent individuals or two different groups. In all these cases we are
faced with a multivariate problem — differences exist simultaneously
along n-dimensions or n~variables for the things being compared.
This means that the usual univariate tests of significance (e.g., the
t-test) are not applicable. We may consider each type of situation
separately.

a Difference between two different groups in the meaning of the
same concept. This is perhaps the simplest situation conceptually.
Here we have two uncorrelated “clouds” of points in our space — let
us say, a “red cloud” and a “black cloud” — and we wish to know
if they have significantly different locations. If the semantie space
had only one dimension, and the data were not distributed normally,
1t is obvious that we could apply the Chi-square test to determine
if the distributions could have been drawn from the same popula-
tion. Now, if we can assume that the n dimensions of the space are
independent of each other — and the purpose of our factor analytic
work is to approach this condition — then the Chi-squares com-
puted for the separate dimensions (using factor scores) can be
summed into an over-all test of significance. If there is a significant
difference on any one dimension, the over-all test will be significant
— as it should be in our multivariate problem — and separately
insignificant differences may sum to a significant difference (e.g.,
where the direction of displacement between the “clouds” in the
total space is not along one factor, but along a diagonal between
them). In applying this test it should be kept in mind that a signif-
icant Chi-square does not necessarily imply a difference in the cen-
tral tendencies of the “clouds”; significance may also be obtained
when it is the dispersions or shape of distributions which differ.

b Difference between the meanings of two concepts for the same
group. Here we deal with two “clouds” in our space in which the
individual points correspond, i.e., are correlated — each “red point”
and each “black point” has a number or tag referring to the par-
ticular subject and the numbers correspond perfectly. Such corre-
spondence or lack of independence rules out Chi-square as an ap-
propriate measure. Now, between each pair of corresponding points
(meanings of concepts A and B for the n subjects) there is a
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distance which we measure by D. If these D’s were all zero, ob-
viously there would be no difference in the meanings of the concepts
for this group (although there could be differences in meanings, as
petween individuals). Unfortunately, we cannot say there is a dif-
ference between the group meanings if the average D is significantly
greater than zero; this is because the directions of these distances
in the space may be random and cancel each other out.

¢ Difference between two individuals tn the meaning of a con-
cept, and

d Difference between the meanings of two concepts for the same
individual. In both of these cases we are comparing only two points
in the multidimensional semantic space. Although each of the two
concepts (for the same individual or for different individuals) is
associated with a series of scores on k scales or k' factors, these
are not mere replicates and cannot be treated as a sample over
which the usual univariate tests of significance can be taken. Here
we have fallen back on the reliability of the instrument as a means
of estimating significance. If a distance (D) between the points
representing the meanings of the same concept on test and retest,
of, say, 1.00 unit will occur only 5 per cent of the time for subjects
and materials drawn at random, a difference larger than this be-
tween two different concepts should indicate significance at that
level. Similarly, if the difference in meaning of a concept for two
individuals is no greater than for the same individual on a retest
at some level of significance, we conclude that their meanings are
not, different.

Differences Between Distances. When can one D be considered
larger than another to a statistically significant degree? Is this
Patient’s meaning of ME closer to his meaning of FATHER than it is
to his meaning of moTHER? Do Republicans perceive EISENHOWER
closer in meaning to MACARTHUR than Democrats do? Here we need
to show that a D of 2.53, say, is significantly smaller than a D of
4.22 units. The distribution of D is not known. It is probably not
normal in shape, and if not, normal curve statistics are not ap-
Plicable. In the group situation a number of non-parametric tests
can be applied. If, for example, the hypothesis states that the dis-
tance between concepts A and B will be greater than that between
concepts A and C for a particular group, the “sign test’” or “Wil-
coxon’s matched pairs signed ranks test” may be used —ie., we
simply treat each subject’s D5 and D¢ as ordinary scores and see
if the AB and AC values could have been samples from the same
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population. If the hypothesis concerns two different groups of sub-
jects, so that pairing is not possible, the “median test” or the
“Mann-Whitney ‘U’ test” may be applied (and the “Wileoxon ‘T’
test” may be substituted if the sizes of the two groups are not
equal). Of course, there are numerous other statistical procedures
which can be employed with such data.

Certain statistical questions may lead to pairing distances not
by individuals but by the concepts judged. For example, a hypoth-
esis may state that all possible distances between m concepts pro-
duced by Group I are larger than all possible distances between the
same m concepts produced by Group II. In this case we would take
the D’s between concepts using the mean responses for each group
as the original scores; then D,p for Group I would be paired with
D,y for Group II, D¢ for I with D,¢ for II, and so on until all
possible m(m — 1) / 2 distances have been paired for the two groups.
The above mentioned tests are then applied. This by no means
exhausts the possible uses of non-parametric tests with semantic
data; other uses will be found in a later chapter dealing with ap-
plications. Again, in dealing with the individual situation, we must
depend on reliability estimates.

Differences Within a Conceptual Structure. One of the questions
we often ask of a conceptual structure is the existence of identifi-
able clusters of concepts having similar meaning. By clustering is
meant the existence of sets of variables, each set containing more
than one variable, such that all distances between variables within
the sets are smaller than distances with variables not in the set.
Simple visual inspection of a three dimensional plot is the easiest
way to intuit the existence of clusters — when the dimensionality
is restricted mainly to this number of dimensions — but it does not
provide any quantitative index. It would be much more satisfactory
to have some method for deriving clusters directly from the D
matrix; we have been working on this problem, but no complete
method has been developed as yet. Neither have statistical tests for
clustering been developed, tests which would tell us whether a par-
ticular set of clusters is beyond what would be expected by chance.
However, when data for the concepts shown in Table 9 were pro-
duced by throwing dice, the distribution of D’ in a D matrix
computed from these scores was found not to differ from a normal
distribution significantly, using the Chi-square test; on the other
hand, the distribution of D’s produced by an actual subject (Table
9) differs markedly from chance according to the same test, the

)
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Fig. 8. Two sets of distances which correlate perfectly but differ in their
dimensional characteristics,

clustering evident in Figure 7 leading to many more small D’s
(within clusters) and many more large D’s (between clusters)
than would be anticipated from chance. This demonstration sug-
gests the possibility of using Chi-square as a test for non-chanceness-
in the structure of a D matrix.

Differences Between Conceptual Structures. When we ask how
similar two conceptual structures are with respect to the way the
concepts are clustered, the absolute sizes of the distances are
usually ignored and only the relative sizes considered, ie., it is
usually the pattern or “gestalt” in which we are interested. In this
case, the correlation coefficient can be used as an index of similarity.
The two matrices of D (e.g., for Democrats and Republicans judg-
ing the same concepts) are correlated by pairing corresponding
cells, D,p with D,p’, D4 with D,¢, and so on through the
m(m — 1)/ 2 pairs. The higher the r, the more similar the two
structures. If a hypothesis states that structures I and II are more
8imilar in their clustering than structures III and IV, the two corre-
lation coefficients, 1,11 and ru,1v, may be compared statistically in
the usual fashion; however, the result must be interpreted with
caution since the cells in the D matrix are not independent from
each other.

At first glance it may seem that the comparison of two structures
by correlating corresponding cells of the D matrices would reflect
directly on how similar are their dimensional characteristics. This
18 not the case. As shown by the examples in Figure 8, the relative
distances between concepts may be similar, yet the dimensional
characteristics of the matrices may be quite different — the r be-
tween these plots would be 1.00, yet one can be represented by a
single dimension and the other requires two dimensions. If one
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wished to take account of the absolute magnitudes of the differenceg
in distances between two matrices, rather than simply their
pattern, one could take a D rather than an r across the pairs of
corresponding cells, but there is no simple way to interpret a D ob-
tained in this fashion. Finally, if it is desired to know whether or
not the concepts in the two structures are similarly distributed on
one of the dimensions (e.g., evaluation), a measure similar but not
identical to r may be used. This is the coefficient of proportionality
given on page 44, Chapter 2.

The Discriminant Function. Before concluding this section on
statistical tools, a word should be said about the possible use of the
discriminant function. If it is desired to compare two groups of sub-
jects with respect to the total semantic space generated by a given
group of concepts and scales, the discriminant function is the logical
technique to apply, at least when the assumption of normally dis-
tributed data is met. Each item (concept-scale pairing) would be
considered a variable which potentially differentiates the groups.
The discriminant function would then tell us whether or not the
two groups differ significantly with respect to all items and, in
addition, which items contribute to this differentiation independ-
ently of the contributions of other items. However, with the num-
ber of items normally involved in a form of the semantic differential
(e.g., 100 or more), this technique becomes prohibitively laborious.
Furthermore, the assumption of normal distribution of data will
probably not be met in most cases, especially when groups are
chosen to emphasize the differences between them.

A SEMANTIC ANALYSIS OF VOTERS IN THE 1952 PRESIDENTIAL ELECTION' '

As a means of illustrating many of the descriptive and significance
testing measures described in this chapter — as well as introducing
a new method for determining the frame of reference within which
judgments are made — we present a study made of the 1952 presi-
dential election. The main purposes of this study were to describe
with the semantic differential the meanings of political concepts to
three groups of subjects expected to have different political biases
with respect to the election and, in a preliminary fashion, to inves-

* Dr. Joseph Bachelder collaborated on the sampling and earlier stages of

this study; Dr. Joan Dodge assisted on the statistical analysis; Dr. Suci was
generally responsible for the analysis and interpretation of these data.
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tigate the natures of the frames of reference used by these subjects
in judging political concepts.

subjocts and Procedure

A panel of 150 paid subjects, selected by block sampling to repre-

sent & midwestern community of 70,000 persons, was tested on four
different occasions: the first week in July, 1952, prior to the nom-
inating conventions; the first week in August, after the conventions;
in the middle of September, about two months before the election;
and finally, one week prior to election day. After voting, the sub-
jects were asked to return a post card indicating their vote. A total
of 107 subjects completed all stages of the study; of these 107,
103 also returned post cards and were classified into three different
groups according to their political preferences.
Classtfication of Subjects. The first breakdown was based on the
subjects’ reported vote: those who voted for Stevenson were placed
in the “Stevenson voter” group; those who voted for Eisenhower were
further subdivided into two groups according to how they had
ranked the candidates prior to the conventions in order of prefer-
ence, the possible candidates being Eisenhower, Taft, Stevenson,
Harriman, Kefauver, Kerr, MacArthur, Russell, Stassen, and War-
ren. If an Eisenhower voter had ranked Eisenhower over Taft, he
was classified into an “Eisenhower Republican voter” group, and if
he had ranked Taft over Eisenhower, he became a “Taft Republican
voter.” There were 30 Stevenson voters, 36 Eisenhower Republican
Voters, and 37 Taft Republican voters in the final sample.

It was assumed that these three groups would represent quite dif-
ferent political biases — specifically, that the Taft Republicans
would be more pro-Republican than the Eisenhower Republicans,
Wwho in turn, of course, would be more pro-Republican than the
Stevenson voters. These assumptions were checked in two ways: by

Table 10
PERCENTAGE OF SUBJECTS IN EACH CATEGORY AFFILIATING WITH THE POLITICAL BARTIES

Republican Neither  Democratic Other
St:evenson Voters 17 27 50 7
Eisenhower Republicans 58 25 17
Taft Republicans 81 8 11
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Table 11
MEAN RESPONSES OF SUBJECTS IN EACH CATEGORY TO NINE OPINION LTEMS*

Tafts Eisenhowers Stevensons

1. The Republicans would cut 1.03 78 —.49
down waste and bureaucracy
in government.

5. The Democrats have been too 1.16 .61 -.19
easy on Communists in the
United States.

8. All in all the Democratic ad- .97 94 —.62

ministration of the last four
years has been a bad thing for
the country.

9. There would be fewer scandals .62 .08 —.92
in government under the Re-
publicans than under the Dem-

ocrats.

2. We need strict price controls —.43 —.36 12
immediately.

3. Defense and war problems can —1.54 —1.09 -.15
best be handled by the Demo-
crats.

4. The Republicans would make -1.19 —1.00 -.12

more bad mistakes in foreign
affairs than the Democrats.

6. The Taft-Hartley labor law is  ~1.08 —.64 .32
unfair to working people.
7. We should go even farther with -.97 -.70 22

government welfare programs .
such as housing, medical care,
and social security.

* Pomtive bers ndicate agr t, negative bers disagreement; the larger the
number, the more intense the reaction.

the percentages of each group affiliating themselves with the Re-
publican or Democratic parties, and by the intensity of pro-
Republican or pro-Democratic response to nine opinion items (which
were used in parallel with the semantic differential). The percent-
ages in each of our groups expressing political affiliation are shown
in Table 10. It is clear from these percentages that affiliations cor-
respond to our groupings. The nine public opinion items selected
to detect party bias (independently of our subsequent categoriza-
tion) are given in Table 11, along with the mean responses on a
five point agree-disagree scale. Agreement with items 1, 5, 8, and 9

.
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was considered pro-Republican, and agreement with items 2, 3, 4,
6, and 7 was considered pro-Democratic. In every case the expected
order of means materializes for the three groups; the Tafts are
most positive on pro-Republican items and most negative on pro-
Democratic items, Stevensons fall at the other extreme, and Eisen-
howers are consistently between the other two groups.

The Semantic Differential Employed. To represent as adequately
as possible the people and issues which, some six months before
the election, could be anticipated to be critical, the following set of
10 “person” concepts and 10 “issue” concepts was selected:

Person Concepts Issue Concepts

ROBERT TAFT UNIVERSAL MILITARY TRAINING
ADLAI STEVENSON U.S. POLICY IN CHINA
WINSTON CHURCHILL FEDERAL SPENDING

GENERAL MACARTHUR SOCIALISM

ESTES KEFAUVER GOVERNMENT EMPLOYEES
JOSEF STALIN GOVERNMENT PRICE CONTROLS
HARRY 5. TRUMAN EUROPEAN AID

GENERAL EISENHOWER LABOR UNIONISM

FRANKLIN D. ROOSEVELT USE OF ATOMIC BOMB
SENATOR MCCARTHY UNITED NATIONS

These concepts were judged against a 10-scale differential consisting
of the following: wise-foolish, dirty-clean, fair-unfair, safe-
dangerous, strong-weak, deep-shallow, active-passive, cool-warm,
relazed-tense, and idealistic-realistic. The polarities of the scales
were as given here and the factor representatives were placed on the
form in random order. Form II (single page for each concept) was
l{SEd. Since preliminary correlation analysis showed that the rela-
tlonships among the concepts based on only three of these scales,
fatr-unfair (evaluation), strong-weak (potency), and active-
Passive (activity), were nearly identical with those obtained with
&ll 10 scales, the data from only these scales was used for the sub-
Sequent analyses.

Meunings of Persons and Issves to Voters

Scale ratings were scored by attributing integer values +3 to
3 to the seven positions, plus values being assigned to the fair,
Strong, and active poles of these scales. The integer “0” denotes
Reutrality of judgment. The scores for the subjects in each group
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were summed, yielding three 3 X 20 (k X m) matrices which give
the average rating of each concept on each of the three scales. We
have also summed and averaged over the four samplings through
time for most of the data given here (except where indicated).

The mean ratings generated by each of the three groups of voters
are given in Table 12. These are equivalent to what have been de-
scribed earlier as factor scores. We may note first that each group
gives the highest positive evaluation to its preferred candidate
(TarT for the Taft Republicans, EISENHOWER for the Eisenhower
Republicans, and stevexson for the Stevenson voters), which is a
kind of validation indicator. It can also be seen that the preferred
candidates tend to be judged strongest and most active of all con-
cepts. Looking just at evaluation, we find that TAFT, MACARTHUR,
USE OF ATOMIC BoMB, and MCCARTHY are most positively evaluated
by Taft Republicans, less positively evaluated by Eisenhower Re-
publicans, and least positively, or negatively, evaluated by the
Stevenson voters. On the other hand, PoLICY IN CHINA, SOCIALISM,
GOVERNMENT EMPLOYEES, STALIN, PRICE CONTROLS, TRUMAN, EUROPEAN
AID, LABOR UNIONISM, and UNITED NATIONS are most positively eval-
uated by the Stevenson group and least by the Tafts. Again, these
observations jibe with our general expectations in the political area.
When we compare potency scores with those for evaluation, it can
be seen that there is considerable correlation between them; in gen-
eral, the group giving the lowest evaluation of a concept attributes
the least potency to it and vice versa — it is evident that for these
political, attitudinal concepts, evaluative and potency judgments
are not independent.

The non-parametric tests of significance described earlier in this
chapter can be applied to both the differences between voting
groups judging the same concept and the differences between con-
cepts judged by the same group — on a single scale at a time. For
example, we find that socrarism is rated significantly more fair on
scale fair-unfair by the Stevenson voters than by the Taft Republi-
cans. The “median test” was applied yielding a Chi-square of 6.59,
significant at a p = .02.

And we find that of the 36 Eisenhower Republicans, only eight
rated TAFT more fair than EISENHOWER; i.e., a3 would be expected,
Eisenhower Republicans evaluate EISENHOWER more favorably
than TarT. This result is significant at p = .01, using the “sign test.”

|
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Similarities and Differences in Meaning

The three scores for each concept for each group in Table 12
serve to fix the meaning of each concept as a point in space and
the distance between each pair of points can be computed by the D
formula, In Table 13 are given the D matrices for each of the three
groups of voters. In Figure 9 we present the models representing
the data in these D matrices, and also representing the relationships
among concepts for each group in terms of their projections on the
original three scales. The scales are plotted into the models so that
the original ratings are available in the model itself. Each of the
concepts, numbered circles, has a projection extending downward
to the plane defined by scales fair-unfair and strong-weak. The
base of the projection gives the ratings of the concepts on fair-
unfair and strong-weak. For example, in the model for the Steven-
son Voters concept 15, EISENHOWER, has a projection which intersects
the plane at coordinates 1.41 and 1.16, indicating average ratings
of EISENHOWER of 141 toward strong and 1.16 toward fair. The
length of the projection from the concept to the plane indicates the
rating of the concept on active-passive. If the projection is a broken
line, the projection extends below the plane toward the passive side;
a solid line indicates a rating toward the active side. For EIsEN-
HOWER, by the Stevenson Voters, the rating extends upward toward
active 2.02 units.

Finding the D’s between concepts for individual subjects, and
treating the D value as scores, the non-parametric tests may be
applied as above to find (a) whether two concepts are differentiated
more than two other concepts by the same group or (b) whether
one group of subjects differentiates more between a given pair of
concepts than another group of subjects.

As an example, the D between socravisM and GOVERNMENT PRICE
coNTRoLS was found for each subject in the Eisenhower and Taft
groups. The question is: Do the two groups differ significantly in
their differentiation between the two concepts? Applying the
“median test,” the Taft group is found to discriminate more, that
is, have greater D’s (p =.05) between the concepts than the Eisen-
hower group. Any other comparisons of the same sort, of interest to
the investigator, could be evaluated in the same way.

Conceptual Structures of Voting Groups

The models shown in Figure 9 are bits of the “semantic geog-




SNOILLVN daxt
Y 337 )

gWo8 W

see 61 : . N : B : : . 9T T oo

0z 61 81 A 91 g1 ¥ gl 4 4 01 6 8 L 9 g ¥ € 4 1

susotiqndsy 1381,
$4NOUD TVIILITOd FIWHL VO4 SLJIDNOD NIIMIIE S3
8



SNOILLYN QY

W1 61¢
9Fz B€Y SLG LS 99T 68T ¥6'T 00% 00 opy 68C €91 ¥6'E 86T T6C LL 8LV 007 NOSN!

SI0)0A UOSUSALY
SdNO¥O IVIILIOd 33¥HL V04 SIJIINOD NIImIaa
pIpnIouo,) .

00 SNOLLYN QWLI

sueonqnday Jomoyuasty
SdNO¥D IYIILITOd IIUHL YO4 SIdIINOD NIIMIIE 3N
‘panuuo] g1

I

t—

e

| _



114 THE MEASUREMENT OF MEANING

Fig. 9a
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Fig. 9. Models of the semantic spaces for three voting groups. Each of 20
concepts is numbered according to key. The base of projection from con-
cept gives the ratings on scales fair-unfair and strong-weak. The length of
projection from concept to base gives the ratings on scale active-passive, a
solid projection indicating a rating toward the active end and a broken
projection indicating a rating toward the passive end of the scale.
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1. TAPT 8. S0CIALISM 15. EISENHOWER

2. uMT 9. KEFAUVER 16. LABOR UNIONISM
3. STEVENSON 10. GOVT. EMPLOYEES 17. ROOSEVELT

4. POLICY IN CHINA 11. STALIN 18. ATOM BOMB

5. CHURCHILL 12. PRICE CONTROLS 19. MC CARTHY

6. FEDERAL BPENDING 13. TRUMAN 20. UNITED NATIONS
7. MAC ARTHUR 14. EUROPEAN AID

raphy” of samples from three subcultures of American voters in
1952 — Taft Republicans, Eisenhower Republicans, and Stevenson
Democrats. What is particularly striking about these models ig the
fact that, despite the obvious differences in the locations of particu-
lar concepts and in the nature of the clusters, the over-all struc-
tures are highly similar. Political concepts, whether judged by
Stevenson Democrats or Taft Republicans, tend to distribute them-
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selves from one pole at fair-strong-active toward another at unfair-
weak-passive along a single major dimension. There is more than
a single factor operating, but one dominant dimension accounts for
most of the variance. Since this dominant dimension does not coin-
cide with any of the factors derived from factorization of concepts-
in-general, we are led to consider the possibility of the formation of
“characteristic attributes” that function within certain frames of
reference (see below). But before undertaking this analysis, let us
inspect some of the results at this level.

As noted earlier in this chapter, one measure of the over-all cor-
respondence between conceptual structures is the r across corre-
sponding cells of the D matrices. In the present study, we would
expect a closer general correspondence between Taft and Eisen-
hower structures than between either of these and the Stevenson
group. This expectation is borne out in the data. The correlations be-
tween the Stevenson and Eisenhower, and Stevenson and Taft
matrices are .43 and .41, respectively; whereas the correlation be-
tween the Eisenhower and Taft matrices is .79.

Theoretical Analysls of the Characteristic Attrlbutes of o Frame of Reference

It is easily shown that the distances between concepts in semantic
space are invariant with respect to any set of orthogonal dimensions
which intersect at the origin. The general model used in our se-
mantic measurement work adopts as dimensions the scales (or fac-
tors) on which the concepts are rated. The question arises, however,
as to whether another set of dimensions might have more discrim-
inatory capacity in a specific measurement situation. And since any
other set of dimensions through the same space would obviously
differ in semantic composition from the original factors, just what
would be their significance? This section presents some preliminary
aspects of a theoretical model of the judgment process which is
based on the geometry of a semantic space. The model will offer
a rationale for using dimensions other than the original factors in
certain cases. The following assumptions represent this model:

1 Semantic judgments can be completely represented in a space
defined by a set of elemental semantic factors. Thus far, three such
elemental types have been identified with some confidence (evalu-
ation, potency, and activity) and have been found to account for a
large number and variety of discriminations; later these may be
modified and certainly must be extended.

. \ i




THE SEMANTIC DIFFERENTIAL AS A MEASURING INSTRUMENT 117

2 Any axis or dimension placed through the origin of the seman-~
tic space represents a potential semantic scale or attribute of judg-
ment. This dimension may or may not have discrete and unitary
verbal labels available in the language code.

3 The semantic nature of any such attribute s given by its re-
lations with the elemental factors. These relations are determined
from the projections of a unit portion of the attribute on the
elementary factors, i.e., the relation is given by the cosines of the
angles the attribute makes with the original dimensions.

4 Every concept in semantic space may be said to be “con-
tained” by its characteristic attribute. The characteristic attribute
of a concept is represented by the axis passing through the concept
and the origin. All concepts located on this same axis share the
same characteristic attribute. The characteristic attribute serves
to differentiate a concept from the other concepts in two ways:

a. Another concept is different from this concept by having a
characteristic attribute which is independent of (not co-linear with)
the characteristic attribute of this concept;

b. another concept is different by virtue of having more or less
of the same characteristic attribute.

5 Two concepts may interact to the extent that they are con-
tained by the same attributes. This is assumed to include all con-
ceivable kinds of interaction among concepts whereby the meaning
of one is influenced by the meaning of the other. For example, when
two concepts share the same characteristic attribute, they may be
directly compared; if their characteristic attributes are orthogonal
to each other, they are simply not comparable. Also, as we shall
8ee in a later chapter (see Chapter 7, pp. 282-83), a prineiple of con-
gruity governing attitude change and the semantic effects of word
mixture predicts most accurately when the interacting concepts
share the same characteristic attribute and least accurately when
characteristic attributes are unrelated. We assume that the ease of
making judgments of similarity and difference between concepts
Varies directly with the cosines of the angles between their char-
acteristic attributes.

Figure 10 provides some illustrations. The points represent con-
Cepts, the solid axes A and B are two elementary scale types or
factors against which the concepts were originally rated, and the
dashed lines represent characteristic attributes. In case (a) the con-
Cepts all fall on a single axis and hence are contained by the
Same characteristic attribute — concepts differ only in degree of
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Fig. 10, Examples of characteristic attributes (broken lines) in relation to
elemental scale types (axes A and B).
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this attribute and comparisons can be made with maximal efficiency.
Case (b) shows a conceptual structure wherein there are two sets
of concepts, each with a different and orthogonal characteristic
attribute. Our inference is that the concepts in one set are not
readily comparable with those in the other. However, it is to be
noted that some other attribute, not characteristic to either set, but
partially containing both (here either original dimensions A or
B), may serve as a basis for comparison. In case (c¢) the character-
istic attributes are not orthogonal and the two sets of concepts are
comparable with respect to either of the characteristic attributes,
or in terms of a compromise attribute which falls in the space
between them.

With actual data it is rare that all concepts of a given set lie
on the same line. A more likely situation is that the concepts will
scatter about a single line much like a set of points in a scatter
diagram of a linear correlation coefficient. With such structures, a
dominant characteristic attribute is defined as that line through the
origin which is as close as possible in the least-square sense to all
the concepts in the scatter. The dominant characteristic attributes
of a structure are analogous to the factors in a simple structure
(see Thurstone, 1947).

In Figure 10, plots (b) and (¢) both indicate simple structures.
Since there is no dispersion of points around the best fitting line,
the dominant characteristic attributes in both cases are also the
characteristic attributes of each of the points on the lines. In
Figure 10, (d), dispersion exists, and the best fitting lines are the
three dominant characteristic attributes, It is apparent that unlike
the simple structure, the number of dominant characteristic at-
tributes can exceed the rank of the matrix. Thus, in Figure 10, (e),
three attributes emerge with a two dimensional structure,

The relation between each characteristic attribute and each of
the original factors is given by the cosines of the angles between
the attributes and the elemental scale types. The cosines may be
f9und graphically as they are in the process of rotating factors into
8imple structure positions in factor analysis. The larger a cosine the
Ereater the contribution of the original dimension of meaning to the
make-up of the attribute. Two sets of cosines thus obtained — one
Or a characteristic attribute in each of two structures — may then
be compared by inspection (there is no significance test for this
Comparison). If the characteristic attributes of two conceptual
Structures have essentially the same meaning in terms of the pro-
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Table 14

COSINES OF ANGLES BETWEEN DOMINANT CHARACTERISTIC ATTRIBUTES (1, 11, 111) AND
ELEMENTAL SCALE TYPE REPRESENTATIVE (FAIR, STRONG, ACTIVE) FOR

THREE POLITICAL GROUPS

Stevenson Taft Eisenhower

Voters Republicans Republicans
I .58 .55 .55
fair 1I -.31 —40 -.33
111 —.05 -.05 -.10
I .56 .56 .56
strong I .85 .84 .84
11T .80 71 a3
I .57 .60 .57
aclive 1I 45 .38 47
111 - .65 —.69 —.66

portional contributions of the several elemental scale types, we
interpret the structures as being the same.

The Characteristic Attributes of the Poiitical Frame of Reference

We now may return to the data of the election study. A set of
dominant characteristic attributes was found for each of the voting
groups described in the three models in Figure 9, by rotating the
original scale-factors into simple structure positions. The rotated
dimensions were maintained orthogonal to each other. As already
indicated, 1t is rare with real data that the concepts line up per-
fectly on only one dimension, and in the present case there 1s
considerable scatter about the main axis. This means that there is
some reliance on personal judgment in placing the dimensions. To
check this, two persons rotated the three structures independently;
for no dimension in any structure did the cosines of the angles of
rotation differ by more than .05 between the two judges.

Are the characteristic attributes of the political frame of refer-
ence the same or different for different types of voters? Table 14
gives the cosines of the angles each set of dominant characteristic
attributes makes with each set of original factor-scales (fair-unfair,
strong-weak, and active-passive). It is clear that the three types of
voters, Stevenson Democrats, Eisenhower Republicans, and Taft
Republicans, generate almost identical characteristic attributes.
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fair - strong — octive

(respect, admiration,
benevolent strength)

strong — passive

(no evaluation)

fair — weak —
unfair — strong — active passive
{fear, anger, powerful # (well-wishing but
effective evil) ineffective, milk-
toast — like)

n
weak — active

{no evaluation)

unfair — weak — passive

(cowardice, disgust,
repugnance)

Fig. 11. Inferred dimensions for political judgments.

This indicates, according to our interpretation, that despite their
different political outlooks, despite their gross differences in the
meanings of particular concepts like TRUMAN, OUR POLICY IN CHINA,
and SENATOR MCCARTHY, these groups of voters employ essentially
the same frame of reference in making political judgments. They
have the same sets of “values,” the same relevant discriminations
with respect, to political persons and issues.

.What is the semantic nature of these relevant discriminations?
Figure 11 depicts the characteristic attributes of the political frame
of reference. The polarities for the dominant dimension, character-
istic attribute I, are defined by about equal portions of fair, strong,
and active on one end and unfair, weak, and passive on the other.

€ interpret this dominant attribute as mediating judgments about
the degree of benevolent dynamism vs. malevolent insipidness as-
Sumed to characterize political persons and policies. The positive
Pole of this factor seems to connote respect and admiration while

€ negative pole connotes dishonor and coward-like weakness. For
Characteristic attribute IT the polarities are identifiable as unfair-
Strong-active vs. fair-weak-passive. We interpret this attribute as
Mediating judgments as to the degree of malevolent dynamism
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(powerful, effective evil which connotes fear and anger) vg
benevolent insipidness (well-wishing but ineffective goodness,
“milktoast-like” qualities which connote scorn). Characteristic
attribute III is definable as a weak-active polarity vs. a strong-
passive polarity, with no loading to speak of along the evaluative
dimension. We interpret this to indicate a lack of salience or prom-
inence in the concept being judged, resulting in a diminished de-
mand for an evaluative judgment. This last attribute, of course,
accounts for a muclh smaller portion of the total variance.

The coordinates of the 20 concepts for each of the voting groups
on these new, inferred dimensions are given in Table 15. The pre-
ferred leaders for each group are highest on the first dimension, i.e.,
these personalities are perceived as most benevolently dynamic and
are most admired and respected by the subjects. Note that these
concepts are contained entirely by the first characteristic attribute,
having zero loading on the other attributes. This is also more or less
true for the opposing candidates, if we ignore the very small
coordinates on attributes II and III. In other words, candidates are
compared with respect to the same attribute, the dominant one for
the political frame of reference; in this case all candidates are
perceived positively on this dimension, but this may be a special
characteristic of the 1952 election. It would be possible for one
candidate to be positive with respect to one “kind” of evaluation
{benevolent dynamism) and the opposed candidate to be perceived
as positive on the other “kind” of evaluation (benevolent but
insipid}.

With this model it also is possible to infer that a concept is per-
ceived ambivalently. Thus Roosevelt, highly and unambivalently
respected by the Stevenson voters, is perceived with both respect
and fear by the Republicans. On the other hand, Stevenson voters
perceive TAFT with ambivalence, in contrast to the Republican
groups. Two other interesting examples of ambivalence are McC-
CARTHY and sTALIN. Whereas McCCARTHY is unambiguously bad to
the Stevenson voters and tends to be unambiguously good to the
Taft Republicans, Eisenhower Republicans are more ambivalent
toward him — which seems somewhat prognostic of events which
were to follow. Although sTaLin is highest on the second dimension
for all groups (connoting malevolent power), he also enjoys some
respect. and admiration (the first attribute), at least for Taft
Republicans and Stevenson Democrats.

Actually, the only personality who is negative on the first attri-
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bute for any group is HARRY S. TRUMAN — both Republican groupg
see him as bad in the sense of this attribute, i.e., malevolently
insipid, dishonorable, and cowardly. Stevenson Democrats, on the
other hand, and as might be expected, place TrRumMan high on the
positive side of this first dimension. Of all concepts, oUr PoLICY 1N
cuINA is most like TRUMAN in location within these characteristic
attributes. This makes sense when we consider that during the cam-
paign, and afterward as well, the Republicans frequently associated
the term “appeasement” (dishonorable and cowardly) with the
Truman administration’s foreign policy in China. However, the
high coordinate of TRUMAN on the third attribute seems to indicate
that this concept was not very salient attitudinally. Another concept
sharing this high loading on the third attribute is sociarism. It is
often assumed tliat because — when they are asked about it—
Americans show unfavorable attitudes toward this concept, they
are afraid of it. Our data show sociarLism to be weak, not strong,
in meaning and for the most part nonsignificant to the average
voter. The reader can inspect Table 15 himself and make similar
observations.

It is apparent that the supposedly unidimensional evaluative
factor becomes multidimensional with the characteristic attribute
approach, at least when applied to these political judgments. At
present, research is being planned to further differentiate “attitude”
into several components, using this method. There are other psycho-
logical problems that can be approached with this judgmental
madel. For example, when the characteristic attributes for two
groups judging the same concepts can be shown to differ (e.g., for
high and low ethnocentrics), do the members of these groups have
difficulty communicating with one another? If two concepts are
contained by two different and relatively independent characteristic
attributes in one person’s thinking, is it more difficult for him to
deal with them combinatively (e.g., “logic-tight” compartments},
will a change in his attitude toward one have less effect on his
attitude toward the other than if they shared the same attribute?
These are all questions leading to further research. Finally, it
should be said that although interpretations based on characteristic
attributes of a semantic structure seem to have considerable face
validity — at least in our study of the 1952 election — no adequate
validation of the model has yet been attempted. We need to show
that differential behaviors, voting and otherwise, can be better
predicted knowing the characteristic attributes of a subject’s refer-
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EVALUATION OF THE SEMANTIC DIFFERENTIAL

In the first chapter a number of approaches to the measurement
of meaning were described and evaluated against the standard
criteria for measuring instruments. These criteria included objec-
tivity, reliability, validity, sensttivity, comparability, and wtility.
In this chapter we shall submit the semantic differential to evalua-
tion by the same ecriteria. Our main concerns will be with the
reliability, validity, and comparability of the instrument, and as
much evidence as we have been able to accumulate over the past
five years or so will be summarized.

OBJECTIVITY

A method is objective to the extent that the operations of
measurement and means of arriving at conclusions can be made
explicit and hence reproducible. The procedures of measurement
with the semantic differential are explicit and can be replicated.
The means of arriving at results, from the collection of check-marks
on scales to the location of concept-points in semantic space and
the production of conceptual structures, are completely objective —
two investigators given the same collection of check-marks and fol-
OWing the rules must end up with the same meanings of concepts
&d patterns of conceptual structures. It is true that how one
"mterprets these results is a subjective matter, but so is the engi-
Deer’s interpretation of objective data on the stress which a bridge
Will stand. It may be argued that the data with which we deal in
Semantic measurement are essentially subjective — introspections
about meanings on the part of subjects — and that all we have
D¢ is to objectify expressions of these subjective states. This is
entirely true, but it is not a criticism of the method. Objectivity
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completely eliminate the idiosyncrasies of the investigator in arriy.
ing at the final index of meaning, and this is the essence of
objectivity.

RELIABILITY

The reliability of an instrument is usually said to be the degree
to which the same scores can be reproduced when the same objects
are measured repeatedly. The basic ‘“score” obtained from the
semantic differential is the digit value (1 threugh 7, or +3 through
—3) corresponding to a subject’s check-mark with which he indi-
cates his judgment of a particular concept against a particular
scale. We shall use the term item reliability to refer to the repro-
ducibility of these basic scores. These item scores are typically
averaged within factors, e.g,, the three evaluative judgments for a
single concept, the three potency judgments, and so on; we use the
term factor-score reliability to refer to the reproducibility of these
values under retest conditions. The several factor-scores for a single
concept serve to allocate this concept to a point in the semantic
space which defines the meaning of this concept; we shall refer to
concept-meaning reliability when dealing with the reproducibility
of points in the semantic space with repetition of the measurement
operation.

Item Rellabliity

The conventional notion of reliability in psychological and edu-
cational measurement focuses on how consistently individuals are
ranked in successive applications of the instrument, i.e., upon the
magnitude of the correlation between test and retest scores. A more
general notion of reliability as it is used in science focuses, as we
have indicated above, upon the reproducibility of scores under
conditions of repeated measurement. In this section we start with
the conventional psychological approach through correlation, show
why it is of dubious value for semantic differential data, and then
turn to evidence on score reproducibility.

Test-Retest Correlation Data (Reliability Coefficients). As part of
our first factor analytic study (see Chapter 2, pp. 33-39), 40 items
sampled from the total 1000 items were repeated on a single page
at the end of the form; this sample included 40 different scales (of
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50 used in the experiment) and all 20 concepts, e?.ch appear:mg
twice. None of the 100 subjects gave any indication of having
noticed that certain items were repeated (presumably because they
had been judging so many similar items). Test and retest were
correlated across the 100 subjects and the 40 items, producing an
N of 4000. The resulting coefficient was .85.

The question immediately arises as to why the reliability coeffi-
cients for individual items were not computed, rather than summing
over items and thus including the variance attributable to item
means. The answer is simply that semantic differential scores are
too consistent! On many individual items, e.g., FEATHER on light-
heavy, LADY on smooth-rough, MoTHER on kind-cruel, subjects show
such close agreement on scale position that the variance approaches
zero and computed reliability coefficients become meaningless.
Obviously, if all subjects agree in checking “1” for a particular
item on both test and retest, reliability is perfect even though a
coefficient cannot be computed. This highlights the main difficulty
with using » as a measure of reliability with data of the sort we
have here: the correlation coefficient does not take into account the
absolute differences between the means of the two tests; perfect
reliability, r of 1.00, can occur when an absolute difference of
several units exists between test and retest measurements such that
not a single score is reproduced and, on the other hand, reliability
¢an be indeterminate, as we have seen, when every subject gives
exactly the same score on retest as he did on test.

Reproducibility of Item Scores. We therefore shifted our basic
notion of reliability to that usually held for physical measurements,
the score reproducibility criterion. Perfect reliability exists only
when the scores on a second testing are identical with those obtained
on the first testing, and any deviation from this criterion represents
90111.8 degree of unreliability. The difficulty here, however, is to
de\‘llse some variable and communicable index of the degree of
'relxability (analogous to the reliability coefficient). The follow-
Ing series of reliability studies were attempts to satisfy these
Tequirements.

1 Joint distributions of test and retest scores. The responses
to the same item on test and retest can be plotted in the form of a
Scattergram, with the rows defined by the seven alternatives on
the.ﬁrst test and the columns defined by the corresponding alter-
Natives on the second test. Such a plot indicates the deviations in
Scale units from test 1 to test 2; if there is perfect reliability, all
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of the points for individual subjects will fall on the main diagong]
of this matrix, i.e., zero deviations between the two tests; the greater
the dispersion about this main diagonal, the lower the reliability,
Both Solomon (1954), as part of his thesis research, and Kellogg
Wilson, using the 40-item test-retest data collected in connection
with our first factor analysis, have approached the problem of
reliability this way.

The crudest estimate of reliability is to determine whether or not
the joint distribution differs significantly from that which would be
obtained if subjects assigned check-marks purely at random on the
two testings. In this case, entries would be equally likely for all of
the 7 X 7 cells in the matrix for each item. Solomon applied this
test to the 50 scales used in his experiment (sonar signals as
stimuli) and found that all scales deviated from this chance esti-
mate at better than the 1 per cent level. This result tells us that
test-retest data are related on something other than a chance basis,
but it does not tell us how reliable the items are. And further, it
makes the dubious assumption that all scale positions are equally
likely to be checked on every item.

Wilson asked the following question: Taking into account the
actual distributions of both test and retest check-marks, are the
joint distributions of responses such that complete independence is
shown between the two testings? Complete independence would
mean that a response on the second test could not be predicted with
any confidence from a response on the first test. The expected
frequency of response in each cell of the joint distribution matrix
was calculated by taking the product of the appropriate marginal
entries. The sum of the expected frequencies in cells on the main
diagonal of the matrix gives the total expected frequency of zero
deviation from first to second measurement, the sum of the fre-
quencies in the cells adjoining the main diagonal gives the total
expected frequency of deviations of one unit, and so on through the
maximal deviation of six units. The actual observed frequencies of
deviations of each magnitude were then compared with the expected
frequencies and tested for significance. A significant difference re-
jects the hypothesis that the second response is independent of the
first. Wilson found all 40 test-retest items from the original factor
analysis data to yield a difference significant at the 1 per cent level
or better. Solomon tested the least reliable of his 50 scales, as
determined from his original method described above, by this more
sensitive method and found it to be significant beyond the 1 per
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cent level. In using the present test, it would be possible, of course,
to have significant dependence with an extreme lack of correspond-
ence between first and second responses; this would be the case
with a high negative correlation in the joint distribution matrix, but
inspection easily shows this not to be the case.

Merely knowing that there is a significant degree of dependence
between first and second ratings of items does not tell us how
Teliable these ratings are — a very considerable degree of variation
can exist even though the dependence is significant at the 1 per
cent level, just as a very low r may be significantly greater than
zero. We turn, therefore, to a consideration of the error of measure-
ment of the instrument, as estimated from the same test-retest data.

2 Error of measurement. When an instrument is applied re-
Peatedly (a thermometer, a micrometer, or a semantic differential),
We expect to observe some variation in the measurements recorded.

he finer or smaller the average magnitude of this error of measure-
Went, the more reliable the instrument. Figure 12 shows the aver-
8ge errors of measurement (e.g., average absolute deviation be-
tween first and second testings for the 40 items used above) actually
Ohtained as compared with the deviations expected from the
Marginal values of the test-retest matrices. The mean of the ob-
Served average deviations for items is .67 scale units, whereas the
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mean of the expected average deviations for items is 1.20 scale
units. Only one of the 40 items has an obtained average deviatiop
as large as the mean of the expected average deviations. Table
16 (A) gives a breakdown of such data into the factor-types. Scales
with loadings of .80 or higher on the evaluative factor were placed
in one group; scales with loadings of .50 or higher on potency or
activity factors were placed in second and third groups respectively,
The table presents the average deviations between first and second
testings, found by summing and averaging over both persons and
items within these groups. Although the number of scales meeting

Table 16
AVERAGE ABSOLUTE DEVIATIONS BETWEEN TEST AND RETEST RATINGS

(A) 40 Items from Original Factorial Study (N subjects, 100)
Average Absolute Deviation

Factor N Scales in Scale Units
Evaluation 11 48
Potency 5 1
Activity 2 .70

(B) Luria Psychotherapy Study
Average Absolute Deviations in Scale Units

CONTROL GROUP THERAPY GROUP
Factor Immediate 6-8 Weeks 12-15 Weeks Immediate
(N, 62) (N, 52) (N, 45) (N, 38)
Evaluation .53 .66 .65 .58
Potency a7 .93 .96 .82
Activity .86 97 1.05 81
All Scales 74 .85 .90 74

(C) Bopp Study, Schizophrenics vs. Normals
Average Absolute Deviations in Scale Units

CONTROL GROUP (N, 40) sCHIZOPHRENICS (N, 40)
Factor Immediate 2 Weeks Immediate 2 Weeks
Evaluation 24 37 47 74
Potency and Activity .36 7 .68 92

I
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these criteria were small, it is clear that evaluative scales yield
puch smal ler errors of measurement than other scales.

These findings for the 40 items drawn from the original factorial
gtudy are supported by other data. In a study in the psychotherapy
area,! the reliabilities of 150 items (15 concepts X 10 scales) were
assessed owver test-retest intervals of a few minutes (immediately),
6-8 weeks, and 12-15 weeks for non-therapy controls, and over only
the few minute (immediate) interval for therapy patients. The
average abwsolute deviations in response from test to retest, for the
three categories of scales and all scales, are shown as Table 16 (B).
Summationis were over both scales representing the same factors
and subjects. Again, evaluative scales produce the smallest average
errors of rmeasurement; we also note that there are no apparent
differences in reliability between normal controls and (neurotic)
patients here and that the magnitude of the average error increases
somewhat with the time interval.

A study by Bopp (1955) compared immediate test-retest reliabili-
ties and delayed (two week interval) test-retest reliabilities for
normal controls vs. schizophrenics, using a 104-item differential (8
concepts on 13 scales). Average absolute errors of the type already
described were obtained for the 40 normals and 40 schizophrenics.
The results are shown as Table 16 (C). The evaluative scales show
consistently smaller deviations for both retest intervals and for
both groups than do the potency and activity scales (in this study
treated together). But in contrast to Luria’s patients undergoing
psychotherapy, Bopp’s schizophrenic patients showed significantly
Poorer reliability than the controls (p = .001 by Mann-Whitney U
test). Whether this result actually means less reliability of the
?nstl'ument when applied to schizophrenics, or perhaps less stability
In their meanings of concepts (i.e., change in what is being mea-
sured), {s difficult to ascertain.

Let us reflect a moment about these results. The average errors of
Measurement of the semantic differential scales are always less than
a single scale unit (approximately three-quarters of a scale unit)
and for evaluative scales average about a half of a scale unit. This
mfans that we can expect subjects, on the average, to be accurate
Within a single unit of the scale, which for practical purposes is
Satisfactory. We also can compare different scales and factors in
terms of this type of reliability index. But this still does not pro-

n ’lgshis study was conducted by Dr. Zella Luria at the University of Illinois
3.
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Table 17
PROBABILITY OF OBTAINING GIVEN DEVIATIONS FROM TEST TO RETEST
(Data from Factor Analysis I, 40 Items)
Probability of Obtaining
a Deviation Equal to or
Absolute Deviation Per Cent of Responses Greater than Given Deviation

0 54.0 1.000
1 32.6 .460
2 8.6 134
3 3.1 .048
4 11 .018
5 4 .006
6 2 002

vide us with a set of confidence limits beyond which we could say
that a deviation is significant.

3 Probability limits. Perhaps the most useful way of treating
our test-retest data is in terms of the number of responses which
yield absolute deviations of each given magnitude. If a subject-
item matrix is formed and the cells of this matrix are filled with
the obtained absolute deviations of each subject on each item, the
number of instances of each size deviation may be counted. If sub-
jects and items are considered to be representative, then statements
regarding the probability of obtaining deviations of certain size
can be made. Such statements have implications for assessing the
significance of changes in meaning, as will be seen. The data for the
same 40 items from factor analysis I were analyzed in this way
and the results are presented in Table 17. The last column gives the
proportion of time that a deviation equal to or greater than each
size deviation can be expected if subjects and items are chosen at
random. The values in this column correspond to confidence levels;
they are a gauge of the degree of confidence with which an investi-
gator can conclude that a given change on an item is significant.
Thus, a change of greater than two units on the average scale by
the average subject would be expected to occur less than 5 per cent
of the time by chance (or as a result of random errors of
measurement).

An Experiment on the Rellability of Semantic Judgments

In none of the experiments described so far has the problem of
reliability been central, and the conditions for testing it were,
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therefore, considerably less than ideal. It had also been observed
(in beth the Luria and Bopp studies) that the reliability of the
instrument, as measured, seemed to decrease as the time interval
between test and retest increased. This could be interpreted as due
to either increasing unreliability through time or increasing un-
stability of the thing being measured (meaning of concepts) through
time. The reliability experiment to be reported here was designed to
check these possibilities, by measuring the relation between absolute
deviation and time over a sufficiently long period. The two alter-
native interpretations of an increasing deviation-time curve are
these: (1) Assuming the worst, i.e., that we have stable meanings
over time but an increasingly unreliable instrument, we could at
least hope that the increasing deviations would approach some
asymptote in time which would represent the most conservative
estimate of reliability; (2) Assuming the best, i.e., that meanings of
concepts do change with time and the instrument reliably and
sensitively reflects these changes, one could extrapolate the
deviation-time curve to “zero time” on the scale as an index of the
“true” reliability. It may be noted in passing that this is a very
basic problem in estimating the reliability of any psychological
instrument —— to what extent is the measured unreliability of an
instrument really an index of its sensitivity in recording real
changes in the thing being measured?

Eight groups of subjects with approximately 25 in each were
given a 100-item semantic differential at two times. The intervals
between testings were varied for different groups as follows: 3
minutes, 6, 12, 20, and 30 minutes, 1 day, 1 week, and 3 weeks.
Although Form I was used (different concepts appearing with dif-
ferent scales on each line), a systematic rather than a random
Presentation of the materials was used to obtain approximately
equal time intervals between test and retest for various items. The
maximum of nine concepts intervened between repetitions of each
concept and scales were similarly treated. An attempt was made
to include concepts which it was thought would differ markedly in
what might be called “inherent semantic stability’” — thus, MY
MooD TODAY was considered inherently more variable in time than
PAPER cL1p. The other eight concepts were: EISENHOWER, MC CARTHY,
COMMUNISM, FRENCH GOVERNMENT, MOTHER, ME, SEX, and RABBIT.
Ten scales were chosen to represent the three factors: evaluative,
good-bad, beautiful-ugly, clean-dirty, and pleasant-unpleasant;
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Fig. 13. Average deviation as a function of increasing time between test
and retest.

potency, strong-weak, large-small, and heavy-light; and activity,
fast-slow, active-passive, and sharp-dull.

The first analysis consisted simply in computing the average
absolute deviations across the subjects in each time-interval group.
This was done for all items separately and for the average of all
items involving the same factor. Figure 13 represents the results
in the form of a deviation-time curve. Separate curves for the three
factors are shown, along with a smoothed all-item curve. To take
into account the typical psychological retention function, we have
plotted this curve in terms of log time in minutes. Except for the
longest time interval (three weeks), this curve has a generally
negatively accelerated shape, tending toward an asymptote at about
9 scale units. In other words, from the most conservative view-
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point, the average error of measurement with the semantic differ-
ential is no more than one scale unit. Since psychological functions
seldom have abrupt changes in direction, it is probably safe to as-
sume that the deviation of the three-week group from the trend is
due to sampling errors or some special but unknown circumstance
in the testing. We also observe that the greater reliability of evalu-
ative as compared with other scales reappears in these data.

But is this most conservative estimate of reliability the best
estimate? It certainly seems likely that the meanings of concepts
to people can change from time to time and that changes are more
likely over long intervals than short — e.g., one’s meaning of MY
MooD TODAY is likely to vary with today’s experiences, and expe-
riences are likely to vary more between one day and another than
between one minute and the next. The most liberal estimate of
reliability of our instrument would be obtained by constructing a
best fitting negatively accelerated function for these data and
extrapolating it “forward” until it crosses the ordinate at zero time.
If we distrust such an extrapolation (as well we may), we can still
take the average error for the group having the shortest time inter-
val — the least time for the meanings of concepts to shift — as our
best liberal estimate. This value is approximately one-third of a
scale unit.

As was pointed out in an earlier chapter, the question of statis-
tical independence of data obtained within the individual case
comes down to whether or not the errors of measurement are cor-
related. For example, it may be desired to know whether, in the
individual case, the concept FATHER is perceived as significantly
higher in potency than in evaluation; the mean judgment on a
sample of potency scales could be compared with the mean judg-
ment on a sample of evaluative scales, and degrees of freedom made
commensurate with the number of scales, if the errors of measure-
ment on scales of the same type are independent. From the data of
this reliability study four concepts were selected at random (ME, MY
MOOD TODAY, PAPER CLIP, and EISENHOWER). For each of these con-
cepts the correlations between the test-retest deviations on scales
representing the same factor were found, e.g., errors on good-bad
correlated with errors on clean-dirty, etc., taking account of the
sign of the deviation. The obtained correlations appear in Table
18 (A). To estimate an average r, these correlations were con-
verted to z's and tested for homogeneity (see Snedecor, 1946). The
7's could be considered homogeneous by this test; the average r was
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found to be .09. In other words, the errors of measurement, even on
scales representing the same factor, are essentially independent.

It should be noted that, appropriately, the above test was made
only for groups having a short retest interval (within 30 minutes).
With longer retest intervals, in which the meaning of the concept
could be expected to change, one would expect correlations in devia-
tions for related scales to increase in size. The correlations for the

Table 18
A

CORRELATIONS OF TEST-RETEST DEVIATIONS FOR RELATED SCALES AND SAME CONCEPT —
3 TO 30 MINUTE INTERVALS

MY MOOD
ME TODAY PAPER CLIP EISENHOWER
good-bad/clean-dirty -.23 21 -.05 .18
good-bad/beautiful-ugly .04 .16 .04 .05
strong-weak /large-small *) .19 .25 .15
quick-slow/active-passive .07 18 .01 .07
B

CORRELATIONS OF TEST-RETEST DEVIATIONS FOR RELATED SCALES AND SAME CONCEPT —
1 DAY TO 3 WEEK INTERVALS

MY MOOD
ME TODAY PAPER CLIP EIBENHOWER
good-bad/clean-dirty 24 48 —~.01 —.04
good-bad/beautiful-ugly 34 .70 .16 .16
strong-weak /large-small *) 33 —~.20 .06
quick-slow/active-passive 13 .52 .18 22

C

CORRELATIONS OF TEST-RETEST DEVIATIONS FOR PAIRS OF CONCEPTS JUDGED AGAINST
SAME SCALES — 3 TO 30 MINUTE INTERVALS

good-bad strong-weak quick-slow
ME/MY MOOD TODAY .34 .02 .22
ME/PAPER CLIP .23 —.06 12
ME/EISENHOWER -.02 14 —.21
MY MOOD TODAY/PAPER CLIP .14 —.08 .01
MY MOOD TODAY/EISENHOWER .09 —.06 .10
PAPER CLIP/EISENHOWER -.02 .09 .04

* Scale mistyped on form given subjects.

|

|
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Table 19

PROBABILITY OF OBTAINING GIVEN DEVIATION FROM TEST TO RETEST ON INDIVIDUAL
ITEMS FOR INDIVIDUAL SUBJECTS

(112 Subjects, Reliability Experiment Data)
Absolute  Evaluative Potency Activity All
Deviation Items Items Items Items

Per Cent p Per Cent p Per Cent p Per Cent p

0 67.1 1.000 61.4 1.000 614 1.000 63.7 1.000
1 250 .329 272 .386 279 .386 26.5 .363
2 53 .079 69 .114 6.2 .107 6.1 .098
3 20 .026 28 045 35 .045 2.7  .037
4 0.4  .006 11 017 0.6 .010 0.7 .010
5 0.1  .002 0.3  .006 0.2 .004 0.2 .003
6 00 .001 0.2 .003 0.1 .002 0.1 .001

one day, one week, and the three-week groups combined, for the
same concepts, are shown in Table 18 (B) and, as predicted, they
tend to be of greater magnitude. Also, as might be expected, the
largest correlations are consistently for the concept My mMoo0p TODAY.
The correlations in Table 18 (B) were not homogeneous and could
not, justifiably, be averaged. It should also be noted that in running
the above test for independence of errors of measurement on related
scales for the same concept we are making the most stringent test,
i.e., under conditions where one would expect lack of independence
to show up if it exists.

Another test one might wish to make of data for the individual
case would be the comparison of two different concepts on the same
factor or scale. Taking one scale for each factor and the same four
concepts, we may correlate the errors of measurement over short
time intervals for each pair of concepts on the same scales. These
correlations are shown in Table 18 (C). Again, their average is
approximately zero (.06). We conclude that over short time inter-
vals (within 30 minutes), the errors of measurement within the
single case are independent, at least for these concepts.

What evidence does this experiment provide us on probability
limits for individual items? Here we combine the first five groups
of subjects whose test-retest intervals were all within 30 minutes, a
total of 112 subjects. Table 19 gives the percentages of subjects
having absolute deviations of each magnitude (in per cent) and,
derived from these data, the empirical probabilities of getting devia-
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Table 20
PROBABILITY OF OBTAINING GIVEN DEVIATIONS FROM TEST YO RETEST ON FACTOR
SCORED ITEMS FOR INDIVIDUAL SUBJECTS

(112 Subjects, Reliability Experiment Data)

Absolute  Evaluative Potency Activity All
Deviation Items Items Items Items

Per Cent p Per Cent p Per Cent p Per Cent p

0 35.5 1.000 349 1.000 37.7 1.000 36.1 1.000

.25 312 .645 0.0 .651 0.0 .623 104  .639
.33 0.9 .333 30.4 .651 277 623 19.7  .535
.50 176 .324 26  .347 3.8 346 8.0 .338
.67 0.2 .148 147 321 159 308 103 .258
75 84  .146 0.0 174 0.0 .149 28  .155
1.00 3.3 .062 93 174 7.7 149 6.8  .127
1.25 16 .029 0.0 .081 0.0 .072 0.5  .0589
1.33 01 .013 3.0 .081 3.2 .072 2.1 .054
1.50 0.5 .012 0.5 .051 0.5  .040 0.5 .033
>1.50 0.7  .007 46  .046 3.5 .035 2.8  .028

tions equal to or greater than each magnitude on test-retest of the
same item (p). These results agree well with those previously
reported (in Table 17). For all types of items (evaluative, potency,
and activity), a difference of more than two scale units can be
considered significant at about the 5 per cent level, on the grounds
that deviations this large occur only this proportion of the time
when randomly selected subjects repeat their judgments of ran-
domly selected items.

Factor-Score Rellablllty

The data from this same experiment can be analyzed to yield
analogous probability limits for deviations in factor scores. Again
we use the five groups (N = 112) whose retests occurred within
30 minutes. In averaging deviations over the scales representing
each factor, the direction as well as the magnitude of deviation
from test to retest is taken into account, the signs being consistent
with the factor interpretation (e.g., deviations toward good, beau-
tiful, clean, and pleasant being recorded as plus). Since random
errors tend to cancel out in this averaging process, it would be
expected that average errors of measurement for factor scores
would be smaller than for individual items, and this is the case.

m
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Table 21
PROBABILITY OF OBTAINING GIVEN DEVIATION FROM TEST TO RETEST ON FACTOR
SCORED ITEMS FOR GROUPS OF SUBJECTS

(8 Groups of 25 Subjects Each)

Average Deviation Factors
in Scale Units I I I
Per Cent p Per Cent p Per Cent p

.00-.09 375 1.000 .368  1.000 398 1.000
.10-.19 .320 625 .304 .632 .350 .602
.20-.29 203 .305 .210 .328 134 .252
.30-.39 .062 .102 .086 118 078 118
40-.49 .018 .040 .023 .032 .023 .040

>.50 .023 024 .008 .009 .016 017

Each subject contributes a separate deviation factor score for each
factor on each concept, and as before, we compute the empirical
probability of deviations of each size. In Table 20 the percentage of
responses giving each deviation (in per cent) and associated prob-
ability limits (p) are given. We find that a change in factor score
of more than 1.00 for the evaluative factor, more than 1.50 for the
potency factor, and more than 1.33 for the activity factor is signifi-
cant at about the 5 per cent level.

These data apply to what may be expected from the individual
subject on test-retest deviations for judgments of the same con-
cept. What about the stability of concept meanings for groups of
subjects, the reliability of cultural meanings of concepts? In an
experiment to be described later (Chapter 7) on the effects of word
mixture, eight groups of about 25 subjects each differentiated the
meanings of the same 16 words, eight adjectives and eight nouns.
Here we are interested in the deviations in factor scores for the
Same concepts as judged by different groups drawn from the same
general population (college sophomores). Since these are not test-
retest data in the strict sense (each group performing only once),
we take the mean factor scores for all groups combined as the best
estimate of the “true meaning” and record the deviations of each
group from these values. We have eight (groups) times 16 (con-
cepts) deviation scores for each factor; the distribution of devia-
tions of varying size for each factor are given in Table 21 along
with the probability limits. Here we do not find any appreciable
difference between factors in terms of reliability. Cultural meanings
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of concepts prove to be very stable —for any factor, a shift of
only about four-tenths of a seale unit is significant at the 5 per cent
level. This degree of stability holds despite the small sizes of the
groups, only about 25 in each.

Since the reliability of concept meaning conceived as a point in
the semantic space is completely dependent upon the reliabilities
of the factor scores of which it is composed, no separate estimates
need to be given here. The same holds for the reliability of semantic
distances between concepts in the space, where the D formula is
applied to paired arrays of factor scores. In both cases, the vari-
ables which determine the point in space of a single concept and
over which the D is computed are assumed to be independent, and
hence there can be no cancellation of errors in their combination.
Therefore, concept meanings and distances between them will be
just as reliably determined as the factor scores on which they are
based.

VALIDITY

An instrument is said to be valid when it measures what it is
supposed to measure. A more refined and quantitative statement
is that an instrument is valid to the extent that scores on it correlate
with scores on some criterion of that whieh is supposed to be
measured. The semantic differential is proposed as an instrument
for measuring meaning; ideally, therefore, we should correlate
semantic differential scores with some independent criterion of
meaning — but there is no commonly accepted quantitative ecrite-
rion of meaning. In lieu of such a criterion, we have fallen back on
what is usually called “face validity.” In a few instances we have
rather specific external criteria, e.g., how people actually voted in
an election. Beyond this general question, there are certain spe-
cific validity questions that arise in connection with this method:
Do the dimensions we obtain through factor analysis correspond to
those ordinarily used by people in making meaningful judgments?
Are the assumptions we make in using the differential — about the
sizes of scale units, about scale linearity, and so on — demonstrably
valid? Is the selective behavior of a subject using the differential
indicative of the representational mediation process theoretically
set in motion by the sign being judged? These are questions which
will coneern us in this section.

[ ! l’w
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Face Validity

An instrument may be said to have “face validity” to the extent
that the distinctions it provides correspond with those which would
be made by most observers without the aid of the instrument. Do
the similarities and differences in meaning provided by the semantic
differential correspond to those which most of us make about mean-
ings? The only procedure here is to present samples of the dis-
criminations made with the instrument and ask the reader if they
correspond with his own judgments. The data presented earlier in
Table 9 and Figure 7 offer one example: the results obtained with
the semantic differential arrange the ten concepts into three clusters
and one exclusion — WHITE ROSE BUDS, GENTLENESS, and SLEEP form
one cluster having similar meaning; HERo, VIRILITY, and SUCCESS
form another, and QuUICKSAND, FATE, and pEATH form the third, with
the concept METHODOLOGY by itself. When we say that these results
have high “face validity” we mean that most people would have
clustered these concepts in much the same way without using the
differential.

In most of the applications to be reported in the subsequent
chapters of this book, similar illustrations of the “face validity” of
the instrument will be provided. For example, in a study on the
effect of mixing or combining words, a set of eight adjectives —
ARTISTIC, HAIRY, LISTLESS, AVERAGE, SINCERE, SHY, TREACHEROUS, and
BREEZY — were differentiated by some 200 subjects, and mean fac-
tor scores were computed. On the evaluattve factor, SINCERE and
ARTISTIC were the most favorable and LiSTLESS and TREACHEROUS
the most unfavorable; on the potency factor, TREACHEROUS and
HAIRY were the most potent and LisTLESS and suY the weakest; on
the activity factor, BREEzZY and TREACHEROUS were most active and
LISTLESS and SHY most passive. These are “reasonable” character-
izations of these adjectives, and the reader will note many other
such examples. Throughout our work with the semantic differential
we have found no reasons to question the validity of the instrument
on the basis of its correspondence with the results to be expected
from common sense.

Correlation with Certain External Criterla

There are many instances in the applications to be described in
the remaining chapters where validity criteria of specific sorts were
available. Unfortunately, they are almost exclusively concerned
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with the evaluative factor. In Chapter 5, for example, high corre-
lations between the location of concepts on the evaluative factor
and scores on standard attitude scales will be described. In Chapter
6, relations between semantic differential results and judgments
about psychotherapy cases will be described which also reflect on
the validity of the instrument. In a thesis by Reeves (1954), for
example, the evaluative locations of TAT pictures judged by sub-
jects against the differential are found to correlate significantly with
the clinical judgments of stories told about the pictures by the same
subjects. If we consider the assignment of voters to political groups
according to their expressed preferences (Taft Republicans, Eisen-
hower Republicans, and Stevenson Voters) to be a satisfactory
criterion of political attitude, then the data given in Table 12 of
Chapter 3 contribute to our validity assessment; as our general
political knowledge leads us to expect, Taft Republicans are most
favorable to concepts like MCCARTHY and GENERAL MACARTHUR and
least favorable to concepts like PoLICY IN CHINA, PRICE CONTROLS,
and LABOR UNIONISM — and vice versa for Stevenson Democrats.

This 1952 election study provides us with another check on the
validity of semantic measurement, with actual voting behavior as
a criterion. At each sampling period the subjects in this study
indicated how they planned to vote — for Eisenhower, for Steven-
son, or “don’t know.” Particular interest attaches to the “don’t
know” voters, since it is this category that plays a disproportion-
ate role in deciding elections as well as in confounding the pollsters.
Three and a half months before Election Day, 18 subjects placed
themselves in this category. At the same time, 12 subjects expressed
themselves as “very certain” they would vote for Stevenson and
25 subjects as ‘“very certain” they would vote for Eisenhower. If
voting behavior depends upon one’s attitudes and meanings, then
the vote of each “don’t know” should be predictable from the cor-
respondence of his concept-meanings to the typical Stevenson voter
vs, the typical Eisenhower voter. Each “don’t know” subject’s
ratings of the 20 concepts on the fair-unfair (evaluative) scale were
compared with the mean responses of the two “certain” groups. This
correspondence was determined by the distance measure, D. If a
given subject’s D from the Stevenson “certain” mean profile was
smaller than from the Eisenhower “certain” profile, it was predicted
that he would vote for Stevenson “when the chips were down,” and
so on for the 18 “don’t know” subjects. Of the 18 ““don’t knows,”
14 voted as predicted according to this criterion, which is significant

i
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at the 5 per cent level by the Dixon-Mood “sign test.” When the
results of the strong-weak scale were combined with evaluation,
prediction rose to 17 out of 18 and a significance level of 1 per
cent by the same test. Addition of the active-passive scale (which
failed to predict better than chance by itself), however, lowered the
total prediction. To a limited extent, then, these results support the
behavioral validity of semantic measurement; they also have inter-
esting implications for polling work.

Valldity of Semantic Factors

When the intercorrelations among many scales are factor ana-
lyzed and certain basic factors, such as evaluation, potency, and
activity, repeatedly appear, we assume that these factors correspond
to the major dimensions which people “naturally” and “spon-
taneously” use in making meaningful judgments. We also assume
that the D’s computed between concepts validly represent the
psychological similarities and dissimilarities in meaning among
these concepts — which necessarily implies that the space within
which our factors lie is Euclidean in character. Are these valid
assumptions? If subjects were asked to make judgments of similarity
and difference among concepts without use of the semantic differ-
ential, would approximately the same distances among the concepts
appear, in a space having the same number of dimensions?

Rowan (1954) made a direct comparison between the semantic
differential and the method of triads: “The semantic relations
among a group of concepts were determined both with and without
the use of the semantic differential scales, and the results of these
two analyses were compared. . . . If this comparison reveals es-
sentially comparable semantic structures one can conclude that the
representation of concepts by means of the semantic differential is
a ‘natural’ one, in the sense that the scales are representative of the
semantic dimensions people actually use in judging the meaning
of concepts.” Rowan presented 160 subjects with 10 concepts, (a) to
be rated on 20 differential scales and (b) to be compared on the
basis of meaningful similarity without the use of scales. The con-
cepts were the 10 given in the model in Figure 7 — GENTLENESS,
SLEEP, HERO, SUCCESS, FATE, etc. — and the total 20 scales originally
used there were also used by Rowan (cf. Osgood and Suci, 1952).
In the comparison experiment, the same subjects were presented
with all 120 possible triadic combinations of the 10 concepts and
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in each instance asked to choose the two most similar concepts of
the three given.

The similiarity judgments obtained in the triad method generated
a “similarity space” (to differentiate it from the “semantic space”
generated by the differential) wherein the distance between any
two concepts ¢ and j is given by 1 — pyy, where p,, is the percentage
of times 7 and j are chosen as most similar out of the total number
of times they appeared together in the triads. This distance func-
tion was found by Rowan to be nearly identical to Torgerson’s
(1952) measure of distance derived for triadic judgments of this
type. The distances in “semantic space” were found by summing
over the squared differences between the means of concepts on
each of the 20 scales and taking the square root of the sum, i.e., the
usual formula for D. As a check on the reliability of the spatial
relations among the concepts, Rowan divided his total group of
subjects into two halves by random selection and compared both
the “similarity” and “semantic” spaces—the two “similarity”
matrices of distances correlated .983 and the two “semantic” D
matrices .975, indicating equivalently high degrees of reliability.

Rowan’s first task was to test the adequacy of the Euclidean
representation of the “similarity” space. This space was dimen-
sionalized by factoring the matrix of cross-products between
concept-vectors, with the origin established at the centroid of the
space. Although some of the latent roots associated with the factors
were negative, and hence the concepts could not be considered to
be perfectly represented in Euclidean space, the extent of this dis-
tortion was very slight, none of the four negative roots being higher
in absolute value than the positive roots and only one of them being
greater than .10. Wilson (1954) has suggested that, rather than
equating 1 — p,; with D as Rowan had done, it would be more
consistent with both logical and empirical considerations to equate
Rowan’s function with D% When this was done by Wilson, using
Rowan’s data, the principal axis factor solution yielded only one
negative root (i.e., a more satisfactory Euclidean solution). This is
an important point because the assumption that the semantic space
is Euclidean in nature is necessary for the use of .D in representing
the distances among concepts. The very slight distortion from
Euclidean representation found by Rowan, and particularly by
Wilson, increases our confidence in the validity of representing
semantic relations with this model.

Rowan’s factoring of the “similarity” and “semantic” spaces pro-

[
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duced three reliable factors in each case — the orderings of concepts
along these three dimensions in both cases were identical for the
two subgroups of subjects. A fourth factor obtained with the triad
method (accounting for only 3 per cent of the variance) did not
give the same ordering for the subgroups and was discarded. Apply-
ing the coefficient of proportionality (see p. 44), Rowan found
that only two of the factors in the “semantic” space were present
in the “similarity” space, the coefficients being .86, .90, and .36. The
first factor in the “similarity” space was clearly equivalent to the
evaluative factor, but either the potency or the activity factor
could be identified equally well with the second factor in the
“similarity” space. The third factor in the “similarity” space was
specific to METHoDOLOGY, the concept not falling in any of the
clusters. However, when the two identifiable factors were used to
compute distances between concepts, and these distances were cor-
related across the two spaces, the resulting coefficient was .95, indi-
cating almost identical structures. In other words, for this set of
concepts at least two dimensions, evaluation and either pofency or
activity, or a combination of both (“dynamism’), are used “natur-
ally” by subjects in their meaningful judgments. In Wilson's
analysis, the factor solution could be rotated either to match
Rowan’s two-factor structure or equally well a three-factor solu-
tion which corresponded to those obtained in the Osgood-Suci
factor work.

The factors along which subjects are forced to make judgments
in the semantic differential correspond reasonably well with those
which they use spontaneously in direct paired or triadic compari-
sons. These results, however, are limited to the particular set of
concepts employed and more tests of this sort are called for. It may
be asked why — if the method of triads involves fewer assumptions
—do we not simply abandon the semantic differential as such?
There are several reasons, the foremost being: (1) The method of
triads and other methods of the same type are excessively laborious
and time consuming, becoming prohibitive for both subject-time
and analysis-time as the number of concepts increases much beyond
10 or 15; (2) Comparability tends to be lost because each study
using a new set of concepts would require a completely new analy-
sis; and (3) By providing the subject with dimensions, we probably
tap available bases for comparison which the subject may not spon-
taneously think of, even though they may be valid bases — this
may be the reason for the lack of separation of potency and
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activity factors in Rowan’s “similarity” space. For these and other
reasons, we feel that the “freer” but more laborious method of
triads should be used to test the validity of more “restrictive” but
simpler methods like the semantic differential.

Validity of Cortain Scaling Assumptions

Use of the semantic differential involves several assumptions
about the individual scales of which it is composed. When an in-
teger score is assigned as a concept’s scale position, for instance,
the property of equal intervals within that scale is assumed. When
D is taken over a set of scales, equal intervals between scales is
assumed. In addition, the application of factor analytic techniques
to the assigned scores involves assumptions about the scale origins,
specifically that the zero point falls at the centreid of each scale.
If the scales do not meet these assumptions, at least approximately,
factor analyses of meaning based on such scales may yield distorted
pictures of the underlying structure and differentials based on these
analyses will be to some degree invalid.

In order to investigate these scaling properties,? the psychometric
method of successive intervals (Gulliksen, 1954; Saffir, 1937) was
applied separately to nine of the most frequently used scales: good-
bad, clean-dirty, wvaluable-worthless, large-small, strong-weak,
heavy-light, active-passive, fast-slow, and hot-cold. The analysis
was based upon data originally gathered by the method of equal-
appearing intervals, for factor analysis I (see pp. 33-39), and in-
volved judgments of 20 concepts by 100 college student subjects.
The two methods, of equal-appearing intervals and successive inter-
vals, are identical with respect to data collection; they differ only in
assumptions made to simplify the assignment of scale values.

By establishing a subjective metrie, the method of successive
intervals provides an estimate of interval length and thus permits
an evaluation of the equality of intervals along a scale. The pro-
cedure used in the present investigation was an iterative, graphical,
least squares solution developed by Diederich (see Diederich, Mes-
sick, and Tucker, 1955). In addition to providing scale values for
stimuli, the method of successive intervals also yields scale values

* This study of the scaling properties of the semantic differential was made
by Dr. Samuel J. Messick, at that time a Ford Fellow at the University of
Illinois. The authors wish to express their gratitude to Dr. Messick for his

skilled assistance on this problem and for his write-up of the results, which
this report follows in the main.
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for the boundaries separating response categories. Since seven re-
sponse categories are used on the semantic differential scales, the
successive intervals solution for each scale will yield six boundary
values, which will be designated as t;, where g =1 2, ... 6. Esti-
mates of the size of intervals can then be found by subtracting suc-
cessive boundary values.

The least squares solution entails certain restrictions which arbi-
trarily fix an origin and a unit for the scale. These restrictions set
the origin of the scale so that

i.e., the origin is placed at the centroid of the boundary values. The
unit is set so that

k

Ztsz = k;

g=1
i.e., so that the variance of the boundary values is unity. It should
be emphasized that this selection of a unit and origin is completely
arbitrary and that any other origin and unit could be used, i.e., the
scale values may be changed by a linear transformation. Under
the above restrictions, the boundary values obtained from the suc-
cessive intervals procedure will be such that their sum is zero and
their variance is one, and hence they will not be directly compa-
rable to boundary values on the equal-interval scale assumed with
the semantic differential.

The numbers 3, 2, 1, 0, —1, —2, —3 are used as successive
category mid-points on the assumed scale, so the assumed interval
boundaries, designated by a,, would be 2.5, 1.5 5 —.5, —1.5, and
—2.5. In making the t; boundary values comparable to the assumed
boundaries, it is desirable to leave the origin of the scale at the
centroid, since this is also where it is placed on the assumed scale.
The unit, however, should be multiplied by some constant ¢ in order
to make the obtained boundary values, t;, the same order of mag-
nitude as the assumed boundaries, a,. The linear transformation
appropriate for such a change would be L, = ct,, where L, desig-
nates the transformed interval boundaries.

Since the choice of a unit is completely arbitrary, it would seem
desirable to select the transforming constant according to some
least squares criterion, so as to bring the successive intervals scale
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as close as possible to the assumed scale through a linear trans-
formation. Accordingly, the following function was minimized:

k
> (8 — cty)?.

g=1

The value of ¢ which made this function a minimum was

Eg:a,t,
ot
g

It should be noted that this constant is the coefficient for the re-
gression of a on ¢, so that the computation of the above transforma-
tion also yields almost directly the correlation between assumed and
scaled boundary values.

Accordingly, the method of successive intervals was applied to
the nine bipolar scales to obtain six category boundary values, tg,
for each scale. Transformed scores, 1., were computed using a
separate ¢ for each scale, thus making the scaled boundary values
the same order of magnitude as the assumed boundaries on the
equal-interval scale. Mid-points could then be found for the middle
five categories of each scale by interpolation from the boundary
values, and estimates of interval size could be obtained by sub-
tracting successive boundaries. Table 22 presents the transformed
interval boundaries, L, along with interpolated category mid-
points, m,, for each of the nine scales.

An examination of this table reveals some inequality of intervals
within any one of the scales, e.g., the difference L; — L., which is
the length of interval 5, is generally less than half the size of
L. — L,, the length of interval 2. However, interval sizes are fairly
consistent between scales, i.e., the same categories tend to be too
large or too small in similar amounts over all scales. Also, the
origin falls in approximately the same place on all scales, the zero
point being located so that the center category is always slightly
negative,

In order to evaluate scale-to-scale variations in the placement of
boundary positions, mean deviations between scales were computed
by the following formula:

Mean Dev, = 1/6 ) Lea — Las |,

Cc =

where o and g designate two different scales. These values are
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presented in Table 23, along with mean deviations between each
bipolar scale and the assumed equal-interval scale. Table 23 indi-
cates that, in general, deviations are less between two bipolar
scales than between bipolar and assumed scales. This suggesis a
greater similarity of intervals between than within scales, i.e., the
category boundaries are similarly placed on all nine scales but
not exactly in the proper positions for equal intervals.

The question now arises as to whether or not these deviations
can be considered to be only chance fluctuations in the placement
of category boundaries. This question can be approached in several
ways, but because of the paucity of appropriate statistical tests,
none of the approaches is very direct. In the first place, the mean
deviations presented in Table 23 are well within the limits of errors
of measurement reported earlier in reliability studies (see p. 139).
This indicates a possibility of the intervals actually being equal
and the apparent differences being due to chance alone. However,
this possibility seems unlikely because of the consistent placement
of category boundaries between scales. Consistency is not a property
of random fluctuations. Nevertheless, the deviations from equal
intervals are small and, as has been pointed out before, within the
error limits of the instrument.

Another factor which might contribute to an apparent inequality
of intervals is the distribution of concepts over each scale. Twenty
concepts were rated on the semantic differential in the study from
which the present scaling data were obtained, and about three-
quarters of these concepts were consistently rated on the positive
side of the scale. This means that more estimates of the positive
intervals were available in the scaling procedure than of negative
ones. But since averages are taken in finding the interval size, the
number of different estimates is not as important as their similarity.
Since, even on those scales for which as few as four estimates of an
end category were available, these estimates were found to be com-
paratively similar and presumably representative, the resulting dis-
tortions of interval size are probably not very marked in this case.
There was also a tendency for the extreme categories, both positive
and negative, to be large and the center ones small (the so-called
“end effect’”), which also argues against interval distortions solely
from concentrations of positive ratings. However, the positive inter-
vals were consistently larger on all scales than symmetric negative
ones, so the possibility of such a distortion is at least plausible, if
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difficult to evaluate. Later we shall note a similar effect in latency
measurements (see p. 158).

Instead of trying to decide whether or not the intervals are
“actually” equal, it may be more feasible to consider how far
wrong one might go by assuming equality. In other words, how
much distortion would be introduced by using the numbers 3, 2, 1,
0, —1, —2, —3 as category labels instead of the mid-points
obtained from the scaling procedure? Some estimate of this distor-
tion may be obtained from the correlations between assumed and
scaled boundary position. Since the constant, ¢, used in obtaining
the transformed scores, L, is the coefficient for the regression of
assumed values, a., on scaled values, t, the correlation between a
and ¢ for each scale can be readily computed from corresponding
constants. These correlations, in an order corresponding to the list
of scales in Table 23, are .994, .990, .987, .995, .984, .995, .986, .998,
.997. Due to restrictions on the variation of a and ¢ values, these
two estimates must be highly correlated, but these are exceedingly
high correlations and indicate that little distortion would be intro-
duced by using successive integers as category mid-points for these
nine scales. Constdering this and the other indications of the present
study, i.e., an approrimate equality of intervals between scales and
a simtlar placement of origins across scales, it seems reasonable to
conclude that the scaling properties assumed with the semantic
differential have some basis other than mere assumption.?

There are other assumptions we make about scales which are not
tested in the above study. One is that all scales used have a com-
mon origin, le., they intersect at the same point in the semantic
space. We know that this is not true for some of the scales which
have been occasionally used; for the scale rugged-delicate, for ex-
ample, both polar terms, rugged and delicate, are judged “good”
when given as separate concepts — which could not be true if this

* A doctoral dissertation by Norman Cliff at Princeton University, entitled
“The Relation of Adverb-adjective Combinations to Their Components”
(1956), has provided particularly relevant evidence for our scaling assump-
tions. Cliff was able to show that adverbs like very, somewhat, decidedly and
so forth, combine multiplicatively with adjectives like ewil, ordinary, charm-
ing and the like in determining the scaling locations of judgment of their
combinations along an 11-step scale running from “most unfavorable” to
“most favorable.” Most significant from our point of view was the fact that
the adverhial quantifiers slightly, quite, and extremely (which define the
three degrees of intensity in using the semantic differential) proved to yield
almost perfectly equal increasing degrees of intensity, 0.50, 1.00, and 1.50
respectively, Our choice of these quantifiers in our instructions was thus most
fortunate, although entirely intuitive.

il
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geale went through the common origin and were linear. Another
assumption is this matter of linearity; we assume that the line in
semantic space representing each scale is a straight line, and further
that the points representing the two polar terms are in opposite
directions and equidistant from the origin.* One way of checking
these assumptions is to have the polar terms themselves judged
against a short form of the differential; “true” opposites (which fall
at equal distances from a common origin along some straight line
in the semantic space) would display perfectly reciprocal profiles in
the differential — to whatever degree rough was displaced from the
origin of scales like good-bad or strong-weak the term smooth
would be displaced to an equal degree in the opposite direction. The
obvious difficulty with this test is its circularity; it assumes the
a priori linearity and centrality of the test scales themselves. We
have not as yet figured out a way to test these assumptions.

Valldity as an Index of Representatienel Medlation Processes

In the first chapter of this book an attempt was made to coor-
dinate the two definitions of meaning provided by mediation learning
theory analysis and by the measurement operations of the semantic
differential respectively. In essence, the total representational medi-
ating process elicited by a sign was analyzed into a set of bipolar
components, the meaning of a sign corresponding to the pattern
and intensity with which these components are elicited. The direc-
tion of a point in the semantic measurement space was assumed
to index what mediator components are elicited and the polariza-
tion (distance from the origin) of the point was assumed to index
how intensely these components are elicited. The total mediation
Proces: is also assumed to elicit adaptive encoding reactions, overt
behavicrs of various kinds as well as linguistic reactions, learned
on the basis of differential reinforcement.

Experimental checks on this assumed coordination between learn-
Ing theory and measurement models is admittedly one of the major
—

*Evidence on the linearity of the bipolar scales has recently been obtained
by Drs, W. L. Taylor and H. Kumata. Four concepts were judged against ten
scales in two ways: (1) unipolarly, against three-point scales defined by a
fingle member of a pair of polar opposites; and (2) bipolarly, in the regular
f!_ishion. If the scales are linear, one would expect that an algebraic summa-
tion of the unipolar judgments should reproduce the judgment on the corre-
sponding bipolar scale. Only four of the 40 judgments produced significant

fiiﬁereuces between the unipolar combination and the corresponding bipolar
Judgments. Thus the assumption of linearity is supported.
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gaps in our work so far — although it can be fairly said that tight
experimental designs here are not easily come by. The experiments
described in this section are all attempts to validate these basic
assumptions in the sense that they tie our semantic measurement
results to the other behaviors of sign-using individuals. They are
not all equally direct in their relevance, however, and some of them
are only “in progress” at the time of this writing.

1 Semantic Profile Stmilarity and Mediated Generalization. The
most direct check on the relation between the directions of points
in the semantic space and kinds of mediating reactions elicited by
signs would seem to arise in the mediated generalization paradigm.
When a new reaction is associated with one meaningful sign (e.g., the
word HAPPY) and is thence shown to transfer to other meaningful
gigns (e.g., JOYFUL, SMILE, HOPE, etc.) as a function of their mean-
ingful similarity, generalization among the mediation processes
characteristic of the signs is regularly invoked as an explanatory
principle. Now, the more similar the patterns of bipolar mediators
elicited by signs, (a) the greater should be the magnitude of medi-
ated generalization and (b) the closer should be the profiles for
these signs against the semantic differential, as measured by D. In
other words, we should be able to predict at least the orders of
magnitude of mediated generalization among signs from previous
measurements with the semantic differential® An extension of this
design involves the use of compound vs. coordinate bilinguals:
compound bilinguals have learned two languages in such a way that
translation-equivalent signs are associated with a single set of mean-
ings (e.g., ordinary language courses in schools, vocabulary lists,
etc.); coordinate bilinguals have learned two languages in such a
way that translation-equivalent signs are associated with a double
set of somewhat different meanings (e.g., one language at home, the
other at work, or one as a child, the other as an adult, ete.). From
this it follows that both (a) the profile similarities for translation-
equivalent terms on the semantic differential should be greater
(smaller D) for compound as compared with coordinate bilinguals®

® James J. Jenkins, Wallace Russell, and others at the University of Min-
nesota have been collecting semantic profile data on a large number of words
oceurring as stimuli and responses in word association experiments. This is
Preparatory to studies on the prediction of generalization and association from
semantic relationships.

*Just such s relation between size of D for translation-equivalent terms
and type of bilingualism has recently been demonstrated by Wallace E. Lam-
bert (MecGill University).

T
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and (b) the amounts of mediated generalization in an experimental
setting between translation-equivalent terms should be greater for
compound than for coordinate bilinguals. These experiments are in
process at the time of this writing.

2 Polarization of Judgment and Habit Strength. The most direct
check on the assumed relation between polarization of judgments on
the semantic differential (distance from the origin) and inten-
sity of mediating reactions would seem to lie in a correlation be-
tween extremeness of judgment and some index of overt reaction.
An experiment of precisely this sort has been done,” using latency
of judgmental reaction as the index.

The apparatus and procedure may be described briefly as follows:
the subject sits before a screen and operates a single reaction device,
a lever that can be thrown either to the left or to the right. The ex-
perimental items are projected onto the screen before him by means
of a single-frame projector, each item requiring 15 seconds for pres-
entation and involving the following sequence of frames: Frame I.
A pair of polar terms, such as rough-smooth, appears, one to the
left and the other to the right with a space between them, and per-
sists for two seconds. Frame 2. The same polar terms, in the same
locations, appear again, but this time a concept, such as LaDY,
appears in the space between them, and this display persists for
five seconds. The subject has been instructed to react as quickly
as he can upon seeing the concept with a lever reaction, either to
the left (LapY-rough) or to the right (rLapy-smooth). The onset of
this frame automatically starts a one-hundredth-of-a-second timer
going and the subject’s reaction stops it. The subject’s lever reaction
also turns on a light over one or the other of the polar terms and
activates a single-frame recording camera. This camera takes a
picture of the display, including the concept-scale item, the location
of the light (indicating direction of judgment), the latency recorded
on the timer, and chalked-in identification of the subject. If the
subject fails to respond within five seconds, the recording camera
automatically takes a picture showing no light and a five-second
latency. Frame 3. This is a blank frame which persists for eight
seconds, as a “rest” interval, after which the next item sequence
begins.

A group of 40 subjects, 20 male and 20 female, first reacted in the

" The writers wish to thank Drs. Daniel Lyons and Lawrence Solomon, who

conducted these latency experiments, and Mr. Milton Meux, who helped with
Some of the computations.
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latency device to a set of 150 items (15 concepts X 10 scales) and
subsequently to the same items in the usual graphic form of the
differential. The scales were generally representative of the three
major factors and the concepts were selected to include signs ex- ‘
pected to elicit some degree of inherent anxiety (e.g., FINALS, PENIS,
SWEAT, etc., as well as control concepts like STATUE, LAKE, DAD, etc.).
The secondary purpose of this experiment was to investigate the
effects of inherent sign-produced anxiety and of extraneous
unpredictable-shock-produced anxiety upon meaningful judgments.
A second group of 20 male subjects was subjected to the latter
treatment. Since these data bear chiefly on personality factors, they
are detailed in Chapter 6; here we concentrate on the relation be-
tween polarization and judgmental latency. For the purposes of this
study, both the ordering of concepts and scales and the direction
of scales (good-bad or bad-good) were randomized throughout; the
graphic form of the differential matched exactly the sequence, direc-
tionality, etc., of items on the film strip for the latency experiment.
(It may be noted in passing that in either the graphic or the
reaction-time methods subjects are unable to recall their judgments
on specific items — the rate of operation is too great and there is
too much intra-serial confusion.)

Individual subjects were found to differ extremely in their average
judgment times in the latency device, males ranging from 3.42 to
1.19 seconds and females from 3.16 to 0.97 seconds. The range for
scales or for concepts, on the other hand, was only about .50 sec-
onds. Subjects also differed markedly in the relative frequency with
which the seven alternatives’ positions on the graphic scales were
checked. These data are given in Table 35, Chapter 6. For example,
one female subject gives us 47 checks in the middle ““4” position,
but only four checks in the “3” and “5” positions combined, whereas
another female subject has 75 checks in the “3” and “5” positions,
but none at all in the “4” position. It is clear, then, that to de-
termine the over-all relation between scale position and latency of
judgment we cannot collect and average over either individual
scales or over individual concepts. In both cases, subjects having
markedly different average judgment times would be contributing
unequally to the various scale positions. Rather, it is necessary to
collect and average by individual subjects, so that each subject
may serve as his own control in comparing the various scale
positions.

Accordingly, we collected for each subject separately, his latency f J

B
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Fig. 14. Average mean latency of reactions to items with different graphic
scale responses (evaluative direction not consistent on graphic scales).

scores for all items subsequently checked “1,” for all items subse-
quently checked “2,” and so on, and his average latencies for each
scale position were then computed. The curves shown in Figure 14
were obtained by averaging these values over subjects. Data for
males and females were kept separate because the females were
consistently and significantly quicker than the males in making
these meaningful judgments — the reason for this difference will be
considered later (Chapter 6, pp. 234-35). For both sexes, however,
and for their combined average, mean latency of judgment is shown
to be a quite regular function of polarization or extremes of position
checked on the usual graphic scales. Applying the sign test across
Subjects, differences in latency of judgment for positions “1” vs. “2”
are significant at the 1 per cent level for both males and females
(18/21 males, 17/18 females) ;® differences for positions “7” vs. “6”
are also significant at the 1 per cent level (19/21 males, 19/19
females); differences between positions “2” and “3” are significant
at the 1 per cent level for both (20/21 males, 17/18 females), and
Positions “6” vs. “5” at the 1 per cent level for males (21/21) and
t'he 5 per cent level for females (14/18); differences between posi-
tions “3” and “4” and between “5” and “4” are in the predicted

'Twenty—one males were available for this analysis; the N for females

sOmetixpes drops below 20 because one or two of them failed to use certain
Categories entirely.
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Fig. 15. Average mean latency of reactions to items with different graphic
scale responses (evaluative direction consistently on the right on graphic
scales).

direction in all cases but do not reach the 5 per cent level (14/21
and 14,21 for males, 13/18 and 12/18 respectively for females).
None of the differences between corresponding scale positions (“1”
vs. “7,7 “2” vs. “6,” and “3" vs. “5”) is significant; in other words,
equivalent degrees of polarization in the two directions of our
bipolar scales are associated with equal intensities of reaction as
indexed by latency.

For the results presented so far, the evaluative direction has been
random with respect to scale position, e.g., the good pole is as likely
to be on the left side (“1”) as on the right (“7”). It is possible t0
reanalyze the data in such a way that the favorable pole of each
scale is consistently associated with “1” and the unfavorable pole
with “7.” In other words, in collecting the latency data we simply
combine for each subject all instances where “extremely’” good,
healthy, large, active, etc., were checked and call them “1,” regard-
less of the left-to-right alignment of the scales on the page — what~
ever loading each scale has on the evaluative factor determines it$
alignment in this analysis. As shown in Figure 15, a somewhat dif-
ferent picture results from such an analysis. Mean latency scores
are now “tipped” in the direction of the favorable pole of the scales:
In other words, latencies for good, beautiful, fair, smooth, healthys

{
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dry, strong, large, active, and hot judgments tend to be somewhat
ghorter than latencies for their less favorable opposites. Sign tests
show the “2” vs. “6” difference for males and the “1” vs. “7" and
ugn vs. “6” differences for females to be significant at the 5 per
cent level or better in the predicted direction. This finding is con-
sistent with that reported earlier by Messick in his scaling analysis
— that the intervals on the positive sides of the scales were slightly
Jarger —and it suggests that the habits underlying favorable judg-
ments are slightly stronger than those underlying unfavorable judg-
ments. This, in turn, suggests somewhat greater practice or frequency
in making favorable meaningful judgments about concepts in gen-
eral; it is interesting in this connection that Bousfield (1944) has
found that subjects produce significantly more pleasant sequential
associates, and at a faster rate, than they do unpleasant associates,
The results of this comparison of graphic scale positions with
judgmental latency generally support our basie theoretical assump-
tion that the extremeness of judgment on the semantic differential
is a valid measure of the strength with which signs are associated
with representational processes. The fact that latencies are equiva-
lent and the function symmetrical when the dominant evaluative
polarity is randomized with respect to the graphic scale direction,
suggests that the scales used in the semantic differential more nearly
satisfy the assumption of equal units within scales than Messick
concluded. In all cases but one (heavy-light), the scales Messick
used in his analysis were aligned so that the favorable pole was
assigned “1” and the unfavorable, “7.” One of our remaining meth-
odological problems, then, is to re-do Messick’s analysis with
evaluation randomized with respect to scalar direction.
3 Some Other Behavioral Correlates. We know that meaning is an
ImMportant intervening variable in human behavior. If the semantic
differential provides a reasonably faithful index of meanings, then
many predictions about overt behavior to signs should be possible
from measurements made with the differential or from the relation-
ships indicated by our factor analyses. Similarly, as a dependent
Variable, scores on the differential or factorial relations should be
Predictable from the characteristics of signs being learned and the
ontext in which they are learned. The following experiments all
deal, in one way or another, with behavioral validity of this sort.
Verbal signs of pleasant connotation are typically heard and used
in association with gratifying significates which we approach and
Teach for; verbal signs of unpleasant connotation are heard and used
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in association with punishing significates which we avoid and with-
draw from. The mother uses words like “nice, sweet, and good” ag
the child reaches for and acquires an apple; she uses words like
“bad, hurt, and nasty” as the child is hurt by and withdraws from g
prickly bush. Given such a primitive and pervasive past history,
one would expect it to be easier for subjects to learn to make ap-
proach movements to signs of favorable connotation than to signs
of unfavorable connotation, and vice versa for making avoidance
movements. Furthermore, if loading of polar opposites on our
evaluative factor is a valid index of behavorial favorable-
unfavorable meaning, then ease of learning approach vs. avoidant
movements to verbal signs should be predictable from their load-
ings on the evaluative factor.

In one study,” an ingenious apparatus was devised in which the
latency of initiating an approach or avoidant movement of the arm
as well as the time required for executing it could be measured. An
upright display panel, set on a short pole with a pressure switch, is
placed in the center of a rack about two and one-half feet long;
electrical contacts are placed close to the central position of the dis-
play panel and also at the ends of the rack. When the subject
squeezes the hand holding the display panel, a new card drops into
view on which is printed a single word (e.g., NicE) ; this squeezing
movement also starts two timers. When the subject begins to move
his arm (and the display panel) either toward or away from him-
self, one timer is stopped, recording the latency of initiating his
response, and when the sliding display panel reaches one end or the
other of the rack, the other timer is stopped, recording the total
time required for response. In the experimental design, each subject
must learn to associate a set of verbal signs (e.g., NICE, BROUGH,
FRAGRANT, WHITE, SOUR, DOWN, etc.) with either approach or avoid-
ant movements — by being told “right” or “wrong” after each re-
sponse; by using four groups of subjects, each sign and its opposite
is associated once with each type of response (e.g., NICE-approach,
NICE-avoid; AWFUL-approach, AwruUL-avoid). The pairs of polar
terms were selected in terms of their loadings on the evaluative
factor in factor analysis 1. The results were consistent with predic-
tions: it proved easier for subjects to learn to move a word like
SWEET toward themselves than away, and easier to move a word
like sour away from than toward themselves.

195'3This study was conducted by Dr. A. Solarz at the University of Illinois i




EVALUATION OF THE SEMANTIC DIFFERENTIAL 161

In a similar, though independently conceived, experiment,’® it was
demonstrated that the guessing behavior of subjects —as to the
relative frequency with which a pair of stimuli had been seen —
could be influenced by associating certain evaluative signs with one
or the other of the two stimuli. The stimuli were line-drawn facial
profiles, given arbitrary names like “Jake” and “Clem.” Two such
profiles were presented 15 times each in a deck of 30 cards, shown
one at a time to the subjects in random orders. The deck was gone
through once as a training series and then once aga,in as a guessing
series, the subjects trying to anticipate which profile would appear
on each succeeding card. The evaluative signs used were the fol-
lowing: in Experiments I and II the experimenter would move some
object toward the subject for one profile and away from the subject
for the other profile — these objects were varied in Experiment I
(nickels, buttons, burnt matches, hairpins, etc.), but in Experiment
IT a valued object and a valueless object were compared (half-
dollar vs. burnt match); in Experiment III an upward-pointing
arrow was added to the cards bearing one profile and a downward-
pointing arrow to the cards bearing the other profile; in Experiment
IV a light was turned on-bright for one profile and turned off-dark
for the other. In all experiments, half the subjects would have the
“favorable” sign associated with one profile and the other half
would have this sign associated with the other profile. In the results
of our factorial studies (see unrotated Thesaurus analysis), the
scale near-far has a loading of .31 on the evaluative factor, the
scale high-low (e.g., up-down) a loading of .56, and the scale
bright-dark a loading of .53; these loadings were used as indices of
the favorableness of the signs being associated with the profiles.
. For all of these experiments, the profile associated with the

favorable” sign, as determined from factor loadings of the rele-
vant verbal scales, was over-guessed with a significance level
of 5 per cent or better. However, the half-dollar was not superior
to the burnt mateh in Experiment 11 — in fact, the reverse was true.
This study, then, shows that even such a subtle semantic variable
8 moving objects toward a person rather than away or having a
1ght come on or go off can measurably influence behavior like
8uessing the frequency with which one has seen something. Un-
ff’rtunately, the experimenters did not find out if these manipula-
WO influenced the evaluative tone of the profiles — the

in lIgTsléis study was conducted by Drs. C. Solley, S. Messick, and R. Jackson
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judged pleasantness, friendliness, and so on of the faces-—gg
would be predicted.

Further evidence for the subtle influence of meaningful variableg
upon overt behavior is provided by another experiment on problem
solving by Solley.** The materials consisted of the standard “pyramid
puzzle,” in which three rings of graduated size must be transferreq
from one peg to a third peg without ever violating the original
arrangement, of the rings — in the usual manner of presentation, this
means never having a larger ring on top of a smaller one. There
is a finite number of moves for the most efficient solution. Now,
we know from our factor analytic work that up, small, light-weight,
and white tend to go together in meaning and metaphor as opposed
to down, large, heavy, and black. Solley devised hollow rings whose
weights could be varied independent of size by loading them with
varying amounts of buckshot, and whose shades could be varied
from white through gray to black independent of both weight and
size. The up-down dimension, of course, is constant because of the
nature of the situation. All possible combinations of the other three
dimensions, size, weight, and color, were used as ways of presenting
this prohlem — from that in which all of the semantic relations are
congruent (small, white, light-weight ring on top, and large, black,
heavy-weight ring on bottom) to that in which there is a complete
reversal of all relations with respect to up-down (large, black,
heavy ring on top, and small, white, light-weight ring on bottom).
Do variations in semantic congruence affect the ease of solving
what is otherwise the same problem? Solley found that the time
required for solution, the number of moves, and the number of
errors all varied directly and significantly with the number of di-
mensions reversed from their normal correspondence with up-down.

In all of the work described in this book so far, we have simply
used signs as fully learned processes in adult subjects, assuming
that their meanings —the representational processes associated
with them as stimuli — had been learned in the usual fashion. It
should be possible, however, to take originally neutral stimuli and
determine their meanings experimentally by associating them with
certain significates or other signs. The question of validity of the
semantic differential then becomes this: To what degree can the
profile of such an arbitrary concept against the semantic differential
be predicted from the pattern of experiential events presented in
developing its meaning? In this case, the meaning of the concepts

" Conducted by Dr. C. Solley at the University of Illinois in 1952.
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Table 24
STATISTICAL STRUCTURES OF TWO CONCEPTS HAVING IDENTICAL
MARGINAL CHARACTERISTICS

Tribe A Tribe B
happy sad happy sad
tall 10 2 12 6 6 12
short 0 8 8 4 4 8
10 10 / 10 10

as indexed by the semantic differential, is the dependent variable.
We have two studies of this sort available: One, by Solley and
Messick, developed from the investigators’ interests in probability
learning in relation to the statistical structure of concepts, will
be described in the paragraphs immediately following. The other,
by Dodge (1955), developed from an interest in the formation of
assign meanings via the principle of congruity with primary signs;
this study will be described in a later chapter (7, pp. 286-90), after
the notion of congruity has been developed.

The former study?®? used as concepts various “tribes of stickmen,”
the members of which were line drawings of little men on decks of
20 cards. These “stickmen” could be either tall or short, either fat
or skinny, either black or white, and either happy or sad (up-turned
or down-turned mouths), each individual representing some com-
bination of these traits (e.g., a tall, fat, black, sad stickman). The
authors were interested in the statistical structure of concepts and
what aspects of this structure are tapped by the semantic differ-
ential. It is possible to assemble “tribes” which have the same
marginal probabilities of traits, but quite different joint probabilities
of traits, as shown by the hypothetical tribes in Table 24, using
O_HIY two bipolar traits. Tribe A's members display a definite con-
t.ngency or correlation between the two traits — the tall ones are
likely to be happy and the short ones sad; not so for Tribe B, where
height is independent of prevailing mood. Yet both tribes, as wholes,
are exactly alike in being somewhat more on the tall side and
Neutral with respect to happy-sad. Which “aspect” of the meaning
of a concept — its marginal properties or its internal structure —
Win‘t\heseﬂntic differential reflect? Four “tribes” were assembled

in ’IQConducted by Drs. C. Solley and 8. Messick at the University of Illinois
5.
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for the experiment; two of them, A and B, had identical marging]
characteristics for the four traits (height, shape, color, and mood)
mentioned above, but differed in their joint probabilities, and
similarly, tribes C and D had identical marginal characteristics (but
different from A and B), but varied joint characteristics.

Forty subjects were assigned randomly to these four “tribes” ag
conditions for learning. The learning procedure was to have each
subject guess which of the four bipolar traits characterized each
of the 20 cards before it was turned up; the whole deck was gone
through four times in this manner. Then these subjects marked a
20-scale semantic differential for the concept TRIBE oF STICKMEN,
including the secales tall-short, fat-skinny, white-black, and happy-
sad. Although the usual seven successive intervals were indicated
on these scales, subjects were asked to make precise indications of
degree which were later measured finely. That the subjects had
learned both the joint and the marginal characteristics of the
“tribes” was indicated by high correlation between the input prob-
abilities (relative frequencies for the various combinations of traits
in the stimulus cards) and the output probabilities at the fourth
trial (relative frequency of guessing the various combinations of
traits). There was one interesting exception here: tribe D had 12
sad vs. eight happy, yet the final guessing frequency was roughly
12 happy vs. eight sad; the authors suggest that this was due to the
fact that this tribe also had 16 fat vs. four skinny, and the subjects
persisted in expecting the stereotyped correlation of “fat people”
with “happy people.” The results given in Table 25 compare the
theoretical scale positions for the tribes as wholes on each trait,
based both on input ratios, E(S), and on final output guessing
ratios, E(R), with the obtained mean scale positions checked on the
differential, X.

Three conclusions seem warranted by these data: (1) The seman-
tic differential provides a very accurate index of the final ratios
(e.g., the tall/short guessing ratio as transformed to a —3 to +3
scale) of guesses by the subjects; it has high validity in this sense
(2) The semantic differential scores also reflect with considerable
accuracy the input characteristics of the stimuli making up the
arbitrary concept. In other words, when we experimentally produceé
a complex “meaning” for a concept — here a “tribe of stickmen” —
the instrument faithfully reflects the learning experiences. (3) The
semantic differential clearly indexes the marginal characteristics of
the concept, but not the internal contingenecy structure — the &€~

y
B
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Table 25

THEORETICAL SCALE POSITIONS BASED ON STIMULUS INPUTS, E(S), AND FINAL OUTPUYS
IN GUESSING, E(R), COMPARED WITH EMPIRICAL SCALE POSITIONS, X, ON

SEMANTIC DIFFERENTIAL

Tribe A Tribe B
E(S) E(R) X E(8) E(R) X
tall-short 1.5 1.2 2.2 1.5 1.8 2.0
happy-sad 6 1.0 1.1 6 6 .5
black-white —3.0 —-3.0 -3.0 —3.0 -3.0 —3.0
fat-skinny —1.7 -1.5 -1.7 -1.7 -1.8 —1.6
Tribe C Tribe D
E(S) E(R) X E(S) E(R) X
tall-short —-1.5 -1.7 —-2.1 —-1.5 -1.3 -1.6
happy-sad —.6 -6 —1.5 —.6 5 9
black-white 3.0 2.6 2.6 3.0 3.0 3.0
fat-skinny 1.7 1.8 2.2 1.7 1.7 1.6

mantic profiles for tribes A and B and for tribes C and D are highly
similar (with the exception of the happy-sad scale, as noted above).
In a way, this would be expected because the concept being judged
is the tribe-as-a-whole, and the authors present evidence to show
that when the concepts “tall-stickmen” and “short-stickmen” are
given, the joint probabilities tend to be reflected. It also seems
likely that the joint probabilities, or contingencies between bipolar
traits, when consistent in direction of relation over large numbers
of concepts, are what determine the correlations between scales of
Judgment which we pick up in our factor work and which determine
the structure of the semantic differential. Thus, happy-sad and fat-
skinny would be correlated in our factor work because in many
life experiences, real and fictional, roly-poly people like Santa Claus
are found to be cheerful, and thin, angular people like Scrooge are
found to be dismal.

Final mention may be made of what perhaps seems to be the
most direct test of validity — the reversibility of the measurement
Operations. Given the profiles produced by a subject judging some
number of concepts, can we discriminatively identify or label the
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concepts originally judged? When the set of concepts involved ig
both small and highly varied in meaning, this can be dore with
considerable success. When the set is large, or certainly when it in-
cludes concepts of very similar connotation, this cannot be done
with any confidence. The bearing of this point on evaluation of our
method as a measure of meaning will be discussed in a summary
chapter (see pp. 320-25). One limitation on this reversibility ecrite-
rion in the present case must be noted, however: Since the profiles
obtained from different subjects for the same concept may vary
markedly (e.g., for the concept SENATOR MCCARTHY), it would obvi-
ously be impossible to identify the McCarthy profile for a particu-
lar subject without already knowing his meaning (connotation) of
the term. Therefore, this is not a necessary validity criterion for
this type of measurement; its application would require that we
reproduce the meaning of the concept from the profile, not the coun-
cept label.

SENSITIVITY

An instrument is sensitive to the degree that it renders diserimi-
nations commensurate with the natural units of the material being
studied; ideally it should yield distinctions as fine, or even finer,
than those made on common sense grounds. Sensitivity thus implies
both reliability and validity. The procedure here is to take sets of
closely similar, but discriminably different, word meanings and
show that the distinctions made by the semantic differential corre-
spond to those made independently by language users.

In a very early study, run prior to our factor analytic work, ten
sets of near-synonymous adjectives, six in each set, were selected
from materials originally scaled by Haagen (1949), on the basis of
student judgments. Six groups of subjects, 20 in each group, differ-
entiated a different adjective from each set against a 20-scale
differential. Two control words, PoLITE and crarTY, were differ-
entiated by all six groups, with group differences on individual
scales corresponding to the group reliabilities described earlier (see
p. 139). The degrees of difference indicated by the semantic differ-
ential between closely similar adjectives did not correspond very
well with the ordering determined by Haagen, and one reason
seems to be that whereas Haagen had subjects judge the over-all
similarities of the words by direct comparison in sets, our subjects
rated the adjectives singly. For example, the word crRYING was in-
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cluded in a set with URGENT, ACUTE, REQUIRED and the like — when
judged along with the others, crRYiNG means something quite differ-
ent than it does when rated singly. Nevertheless, the discriminations
made do seem to correspond well with common sense. The follow-
ing are illustrations:

In the set GRACIOUS, GENIAL, PLEASANT, CHEERFUL, CORDIAL,
FRIENDLY —

CHEERFUL was the loudest, happiest, healthiest, and youngest.
GRACIOUS and PLEASANT were the most beautiful, softest, best,
most peaceful and smoothest.

In the set SKITTISH, FLIGHTY, FICKLE, GIDDY, FITFUL, and HEED-
LESS —

HEEDLESS was the lowest, haziest, most passtve, and most relazed.
aIpbY was the loudest, happiest, and youngest.

In the set SAVAGE, BRUTAL, RUTHLESS, HEARTLESS, UNKIND, and
CRUEL —

BRUTAL was the loudest, tensest, largest, roughest, and strongest.
HEARTLESS was the coldest, emptiest, and sickest.
In the set sOMBER, GLOOMY, DREARY, MURKY, DISMAL, and CHEER-
LESS —
MURKY was the wettest, haziest, and greenest.
SoMBER was the most favorable adjective (least tense, least
hazy, least low, least empty, and least stale).
This evidence is very crude, of course, and relates only indirectly
to the semantic differential forms, based on factorial studies, that
are used at present.

Another way to get at the sensitivity of the instrument would be
to see if pairs of words usually considered synonyms, but neverthe-
less used in different contexts by speakers, can be differentiated.
Take, for example, the words Goop and n1cE: Most people we asked
accepted them as synonymous, yet agreed that there was a differ-
ence, somehow, in their “feeling-tone” — most respondents were
unable to verbalize this difference, however. Analysis with the dif-
ferential indicates a marked difference between these two words on
the potency factor, and when we investigate the linguistic contexts
in which they are appropriate we find that coop is a “masculine”
word and Nice a “feminine” word. Speakers of English agree that
“nice man” differs from “good man” in that the former is rather
soft, weak, and effeminate; on the other hand, while “nice girl” is
appropriately feminine, “good girl” has a decidedly moral tone.
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When the profiles for coop and NICE are compared with those for
MALE and FEMALE, we find that wherever MALE and FEMALE separate
sharply, so also do goop and wNIcE — Goop like MALE is significantly
thicker, larger, and stronger than NICE, but there are no significant
differences on the activity and evaluative factors.

In a small scale study on this problem, four pairs of near-
synonymous adjectives were hypothesized to differ as follows:
(1) coop and ~ice differ in that the former is associated with mas-

culinity and the latter with femininity; specifically, coop will
be closer in meaning to MALE than to FEMALE, and NICE will be
closer to FEMALE than to MALE.

(2) manpsoME and PRETTY also differ in that the former is more
masculine and the latter more feminine; therefore we predict
that the profile for manpsoME will be more similar to that for
MALE than that for FEMALE and vice versa for PRETTY.

(3) BricHT (in the intellectual sense) and wise differ on an age
basis; BriGHT should be closer to YouNe in meaning than to
oLp, and vice versa for Wisk.

(4) spry and FRISKY also differ on an age basis; spry should be
closer to oLp than to Young, whereas FRISKY should be closer
to voune than to oLb.

The 12 words necessary to test these predictions (coop, NICE, HAND-

SOME, PRETTY, MALE, FEMALE, BRIGHT, WISE, SPRY, FRISKY, oLD, and

YOUNG) were presented in randomized orders to 40 undergraduates

who rated them on a set of scales which stressed the two factors,

activity and potency, which were expected to differentiate the con-
textually determined synonyms— fast-slow, hot-cold, sharp-dull,
tense-relazed, strong-weak, hard-soft, thick-thin, large-small, rough-
smooth, and valuable-worthless. For each subject, the D? values
between each test word and each criterion word in the four sets
above were determined by summing the squared differences over the
ten scales. The appropriate arrays of D? values were then com-
pared by a Wilcoxon paired-replicates analysis. For example, the
array of squared distances between Goop and MALE was compared
with that between NICE and MaLE, the prediction being that the
former would be smaller in magnitude than the latter. The results
of this analysis are given in Table 26. All but one of the compari-
sons was in the expected direction, and four were significant at the

5 per cent level or better. It is evident that we predicted better for

the MALE-FEMALE contextual determinant than for the oLp-voUNG

determinant — it is possible, of course, that the experimenters’ judg-
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Table 26
RESULTS OF APPLYING WILCOXON'S PAIRED-REPLICATES TEST TO ARRAYS OF DISTANCES
BEYWEEN CONTEXTUALLY DIFFERENTIATED SYNONYMS AND THEIR CRITERION WORDS

Direction of
Difference Significant at
(+ is predicted 5 Per Cent

direction) Level
GOOD-MALE < NICE~MALE +
GOOD-FEMALE > NICE-FEMALE + *
HANDSOME-MALE < PRETTY-MALE + hd
HANDSOME-FEMALE >PRETTY-FEMALE + *
BRIGHT-YOUNG < WISE-YOUNG +
BRIGHT-OLD > WISE-OLD + hd
SPRY-OLD < FRISKY-OLD -
SBPRY-YOUNG > FRIBKY-YOUNG +

ment that sPRY is more appropriate to older people and FrisEY to
younger people was an incorrect assessment of English connotations.
This study provides some evidence, then, for the sensitivity of the
semantic differential. Parenthetically, it may also suggest a possible
method for testing certain assumptions made by linguists about the
contextual distribution of lexical morphemes.

COMPARABILITY

An instrument, meets the criterion of comparability to the extent
that it can be applied across the range of situations relevant to
what is being measured and its results interpreted in constant fash-
lon. This is again an extension of the notion of validity — over how
broad a range of situations is the measuring instrument equally
valid? In the case of the semantic differential, the range of “situ-
ations” in which we are interested is mainly subjects and concepts.
Can the differential be applied with equal validity, and hence com-
parability, to men and women? To old people and young people?
To “normals” and neurotics or psychotics? Does the same factor
structure appear, and hence is the same scale system applicable,
when political concepts are judged? With concrete objects as con-
cepts? With highly abstract concepts? With the self-concept? And
Perhaps most interesting, can the same factors be shown to hold
across different languages and different cultures?
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Comparability Across Subjects

The most direct test of the comparability of the semantic differ-
ential across subjects would be to run a series of separate factor
analyses on a random sample of tndividual subjects. The data col-
lected in the Thesaurus factor analysis could be handled in this
fashion, since we have the judgments of 20 concepts against 76
scales for each of 100 subjects, and correlations between all scales
across concepts within individual subjects could be run. Even with
electronic computers, this would be a laborious and time-consuming
procedure; furthermore, since these subjects were all eollege under-
graduates, positive results would not be as impressive as would the
results of a more varied sample. We have made factorial compari-
sons in one individual case, however: Osgood and Luria (1954)
reported an analysis of a case of triple personality with the differ-
ential and subsequently factor-analyzed scale structure within each
of the several personalities—as will be reported in detail (see
Chapter 6, pp. 260-63). Essentially the same factors seemed to be
operating despite the gross overt differences in personality. It is also
possible to compare groups of subjects, selected on some basis, in
terms of their factorial structures. Another study in the personality
area (Bopp, 1955) compared normal controls and schizophrenic
patients (see pp. 223-24) — nearly identical factor structures were
found. The 1952 election study, already reported (pp. 104 ff.), also
provides evidence for comparability of the measuring instrument;
despite gross differences between voting groups in meanings of
political concepts, exactly the same set of characteristic attributes
held for all groups — and it will be recalled that these characteristic
attributes were derived from judgments against the same set of
primary scales.’®

Undoubtedly the most stringent test of the comparability of the
semantic differential across subjects lies in comparisons made
simultaneously across language and culture. When translation-
equivalent terms are used to define the scales and concepts, will the
members of other language-culture groups than our own be found
to use essentially the same factors in their meaningful judgments?

® Jack Block (Institute of Personality Assessment and Research, University
of California) had both male and female subjects judge the connotations of a
sample of emotion terms against a form of the differential (forced-choice
rather than scalar). Emotion-by-emotion correlation matrices were computed
separately for men and women, and the two matrices were then correlated, by

pairing corresponding cells. The r was 94, suggesting near identical correlation
systems for males and females.
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Table &7
CONCEPTS USED IN CROSS-CULTURAL STUDY OF THE GEHERALITY OF
SEMAHTIC PACTORS (KUMATA AHD SCHRAMM, 1936)

INDIA SOUTH KOREAN PEQPLE POLICE

UNITED STATES EISENHOWER ATOMIC WARFARE
SOVIET UNION TRUMAN LABOR UNION
CHINA MACARTHUR COLONIALISM
JAPAN MAO TSE TUNG CHRISTIANITY
SOUTH KOREA CHIANG KAI SHEK MAJORITY RULE
UNITED NATIONS NEHRU FATHER
AMERICAN PEOPLE YOSHIDA MYSELF

CHINESE PEOPLE SYNGMAN RHEE MALE

JAPANESE PEQPLE COMMUNISM WATERFALL

Were a positive answer found for this question, it would have im-
plications far beyond the mere validation of our instrument: On
the one hand, it would provide very basic evidence on the Weltan-
schaung problem stressed by Whorf (1949) and others, indicating
that at one level, at least, the language code does not influence the
thinking of its users; on the other hand, from the practical point
of view of intercultural communication, such a positive result would
indicate that the semantic differential can be used cross-culturally
and cross-linguistically as a standardized measuring stick against
which the meanings of the same concepts for differently nurtured
people could be compared. In this section, studies both completed
and in progress on this significant problem will be described.
Kumata and Schramm have worked with Japanese exchange
students (N == 25) and Korean exchange students (N = 22), using
American college students (N = 24) as controls. The relatively
large number of 30 concepts was judged against a set of 20
scales, for the most part selected from our previous factorial
studies to adequately represent the three dominant factors, but also
selected to be relevant to the types of concepts being measured. Con-
cepts are given in Table 27, scales in Table 28. In developing
translation-equivalent differentials in both Japanese and Korean,
three translator-judges in each language translated the concepts
and polar terms and consensus was used in selecting the final trans-
lations. The standard instructions for using the differential were
also translated into both Japanese and Korean. To provide an ex-
Perimental check on the influence of the language-code per se —
or alternatively to provide a reliability check if no code differences
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appeared — all three groups were given the complete test twice,
with an interval of three weeks: the Japanese and Korean students,
all of whom were to a considerable degree bilingual, took one test
in their native language and the other in English, half of each group
having the native language form first and the other half having
the English version first; the American control subjects had the
same English version twice as a straight reliability check.

Since Kumata and Schramm were chiefly interested in group com-
parisons, the means for items were computed for each group and
these means were correlated to yield the interscale correlational
matrix for each group (e.g., the r for Koreans between fast-slow
and hot-cold was obtained across the means of the 30 concepts on
these two secales for this group). The correlation matrices for the
six conditions (Japanese in Japanese, Japanese in English, Korean
in Korean, Korean in English, American in English I, and American
in English IT) were factored by the principal components method
and rotated by the Quartimax method — all correlational and fae-
torial operations were carried out with the ILLIAC. For all six
conditions, the first and second factors were highly similar and
corresponded to the evaluative factor and the dynamism factor
(activity and potency combined) which we have already found to
be characteristic of political concepts of this type; the remaining
factors were much smaller in magnitude of variance and seemed to
be “specifics” in nature (per cent variance for the third factors in
each of six conditions were J-J, 13 per cent; J-E, 9 per cent; K-K,
9 per cent; K-E, 11 per cent; A-I, 7 per cent; and A-II, 5 per cent).
The rotated factor loadings for all conditions for factors I and II
are presented in Table 28. The per cent variance accounted for is
given at the bottom of each column. Indices of factorial similarity
were computed for every factor in each condition with every other
factor in all conditions. The indices for factors I and II are given
in Table 29; they can have a maximum of 1.00 and a minimum of
zero.

Let us first consider the question of the effect of the language
code per se upon semantic judgments. Running down the paired
columns in Table 28 (J-J/J-E, K-K/K-E), we note that the load-
ings of scales on both evaluative and dynamism factors are highly
similar for both native and English language forms, and the indices
of factorial similarity are .99 and .98 for the Japanese students and
98 and .98 for the Korean students for the two factors. Exceptions
are the scales peaceful-belligerent and thick-thin for the Japanese

il




Table 28

JACTORS | AND 1l AS ROTATED BY QUARTIMAX FOR JAPANESE STUDENTS IN JAPANESE
{ANGUAGE (J-J), JAPANESE IN ENGLISH (J-E), KOREAN STUDENTS IN KOREAN (K-K),
KOREAN IN ENGLISH (K-E), AND FOR TEST AND RETEST OF AMERICAN STUDENTS IN
ENGLISH (A-1, A-ll)

Factor I
Scales J-J J-E K-K K-E A-I A-TI
good-bad 94 .93 95 93 93 94
clean-dirty .83 .85 .93 90 .86 .88
kind-cruel .96 97 .98 94 .96 .96
happy-sad 89 87 88 85 79 86
honest-dishonest .92 93 .94 .94 .94 .92
fair-unfair .95 .95 .94 .96 94 .96
beautiful-ugly 5 66 .93 91 83 83
peaceful-belligerent .84 91 .92 94 .88 .86
rich-poor AT .38 .70 .68 .38 49
brave-cowardly .46 55 .53 .01 .36 .37
relaxed-tense .60 79 .80 .81 .76 .63
strong-weak .26 12 .21 27 —-.04 .01
deep-shallow 25 34 .53 27 45 .23
thick-thin .38 31 37 27 —-.18 -.22
rugged-delicate —.44 —.64 —-.76 —.85 —-.31 —.20
active-passive —-.07 .08 .16 —.03 =21 -.01
fast-slow —.06 —.12 .08 14 .00 -.12
hot-cold .26 .28 .69 79 .05 17
angular-rounded —.55 =75 —.92 -.91 -.10 .16
sharp-dull —-.11 —-.15 .00 —-.09 —-.01 -.13
Per Cent Variance 43 47 56 54 42 41
Factor II
good-bad —.13 -.12 —.05 —.01 -.24 —.20
clean-dirty .35 .34 22 .28 .34 .33
kind-cruel —-.08 -—.08 00 -.13 -.11 —.12
happy-sad .36 43 42 42 43 34
honest-dishonest .10 .09 13 11 -.03 —.01
fair-unfair .04 .04 .19 .12 —.08 —.05
beautiful-ugly —.05 .01 -.01 .15 12 .02
peaceful-belligerent —.22 1 -32 -15 -33 -.39
rich-poor 71 74 .46 .62 .69 .62
brave-cowardly 37 42 .62 -61 -0 -11
relaxed-tense -.10 —.04 —.05 —.05 .10 .09
strong-weak .83 .95 .89 .87 93 87
deep-shallow .01 —-.12 13 16 .12 .22
thick-thin .01 34 14 .18 .25 .28
rugged-delicate .25 .29 12 12 43 .56
active-passive .94 91 .90 .96 .89 93
fast-slow 79 83 .92 .93 82 85
hot-cold -.29 —.28 .10 —.03 -—.05 —-.01
angular-rounded 17 .08 11 .23 21 .39
sharp-dull .56 .61 .61 64 81 71

Per Cent Variance 20 22 20 22 24 24
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b
Table 29 i
INDICES OF FACTORIAL SIMILARITY FOR FACTORS 1 AND I 03
Factor I
J-J J-E K-K K-E A-I A-11
J-J 1.00
J-E .99 1.00
K-K 97 .98 1.00
K-E .96 .96 .98 1.00
A-l .95 .94 91 .89 1.00
A-I1 93 91 .88 87 .98 1.00
Factor I
J-J 1.00
J-E .98 1.00
K-K 94 .94 1.00
K-E .96 .96 .98 1.00
A-1 .93 .93 .89 .90 1.00
A-IT 91 91 .87 .89 .99 1.00

on factor I (peaceful and thick seeming somewhat more dynamic
when Japanese take the form in English) and the scale brave-
cowardly for the Koreans on factor I (brave being favorable in their
own language form but independent of evaluation in English). But
these are relatively small differences, and as a whole, we can con-
clude that the language used by bilinguals in reacting to the semantic
differential has little effect per se upon the semantic frame of
reference. If this result can be consistently repeated across language
groups, it will be a significant contribution to an understanding of
the Weltanschaung problem.

Since the between-code comparisons yield no marked differences,
we may treat the J-J/J-E and K-K/K-E indices of factorial simi-
larity along with the A-I1/A-II comparisons as reliability estimates.
In other words, the higher the indices of factorial similarity between
test and retest, the higher must be the reliability of the item means
over which original correlations were made. These “reliability”
coefficients are .99 and .98 for Japanese, .98 and .98 for Koreans,
and .98 and .99 for Americans for factors T and II respectively. It
is clear that these evaluative and dynamism factors reproduce them-
selves with an extremely high degree of consistency in all three
groups of subjects.
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Finally, we may consider the factorial similarities existing across
cultures. The evaluative factor consists of the following scales in all
three groups: good-bad, clean-dirty, kind-cruel, happy-sad, honest-
dishonest, fair-unfair, beautiful-ugly, peaceful-belligerent, and
relazed-tense. We note certain differences between cultures — which
make sense: for Koreans, rich-poor is a clearly evaluative scale;
it is much less so for Japanese and Americans. The polar term
delicate (as opposed to rugged) is highly evaluative for Koreans and
Japanese, but not so for Americans. Interestingly enough, the scale
hot-cold is highly evaluative for Koreans (hot being good), but
this is not true for either Japanese or Americans. And the scale
angular-rounded (rounded being favorable — like delicate?) is also
highly evaluative for both Asiatic groups, but not for Americans.
The dynamism factor consists of the following scales in all three
groups: strong-weak, active-passive, fast-slow, and sharp-dull.
Other scales having considerable loading on this factor for all
groups are rich-poor, happy-sad, and clean-dirty. Here again there
are some differences. Brave-cowardly is far more “dynamic” for
Koreans than for either of the other two groups; rugged-delicate
is more “dynamic” for Americans than for the Asiatics; similarly,
being belligerent tends to be “dynamic” for Americans and Koreans,
but not consistently, at least, for Japanese. It may also be noted
in the “per cent variance” values that the Koreans display a larger
good-strong-active general factor than either of the other two
groups — they seem to have a more “sanguine” semantic orienta-
tion. It is also worth reporting that a “pure” potency variable
(thick-thin, deep-shallow, rugged-delicate, and to some extent,
brave-cowardly) appears as one of the secondary factors in all six
of the analyses. The indices of factorial similarity (Table 29) are
nearly as high across cultures as they are within.

We may conclude that as far as these concepts and scales provide
an adequate sample, Korean and Japanese exchange students and
American college students use the same major factors in their mean-
ingful judgments. There is the possibility, of course, that these re-
sults merely reflect a high degree of acculturation on the part of the
bilingual exchange students. Against this interpretation is the fact
that certain individual scales are used in clearly different ways by
the three groups — the evaluative significance of rugged-delicate
for the Aslatics or of hot-cold for the Koreans, for example. Never-
theless, it will be necessary to demonstrate that the same com-
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munality in semantic factors holds for monolinguals restricted to
thetr own cultures.**

Comparability Across Concepts

What information we have available, as summarized in the pre-
ceding section, indicates an encouraging degree of comparability
across subjects. The situation is quite different with respect to com-
parability across concepts. Ideal or perfect comparability here
would require that individual scales maintain the same meaning,
and hence the same intercorrelations with other scales, regardless
of the concepts being judged. This condition can definitely be
shown not to hold. A less stringent condition would be that the
same factors keep reappearing despite changes in the concept being
judged, even though the particular scales contributing to these fac-
tors may vary. This condition is approached in our data, as we
shall see. For purposes of generalized semantic measurement we
would like to have a set of scales which consistently load heavily
on a certain factor and are independent of other factors, despite
variations in the concepts being judged. We have had difficulty
trying to isolate a set of scales having these properties.

The first attempt to study the stability of scale relations across
concepts (Shaw, 1955) was restricted to the good-bad scale and
used the data on 100 subjects and 20 concepts on which factor
analysis I was based. These data had been analyzed on an IBM
machine in such a way that correlations between scales for single
concepts could be readily obtained. Shaw computed the correlations
for 34 scales with good-bad for all 20 concepts. These correlations
varied greatly across concepts. For example, the correlation between
good-bad and strong-weak varied from .67 on the concept Gcop to
—.03 on the concept of TORNADO, Shaw was interested in the reason
for this variation. His original hypothesis was that it depended on

* Research on this problem is now under way: Kumata has collected data
on monolingual Japanese students (in Japan); Harry C. Triandis (Cornell
University) has run a parallel study in Greece in the summer of 1956; Phyllis
L (University of Michigan) is doing a similar study on Chinese subjects;
the research staff of the Southwest Project on Comparative Psycholinguistics,
supported by the Social Science Research Council, is collecting similar data
from samples of various American Indian communities (Hopi, Hopi Tewa,
Navajo, and Zuni) as well as from Mexican Spanish speakers. It is to be hoped
that these several studies on the cross-cultural generality of semantic factors
will yield a consistent picture. Kumata’s data for monolingual Japanese has

been factor analyzed, and the structure proves to be very similar to that of
Americans.




EVALUATION OF THE SEMANTIC DIFFERENTIAL 177

the denotative relevance of scales to concepts; if the scale rough-
smooth is denotatively relevant to the concept BOULDER, but not to
the concept of Gop, for example, the correlation with good-bad
should be near zero in the first case, but significantly positive or
negative in the second case. In other words, when scales are used
metaphorically or connotatively, they should tend to rotate toward
the dominant evaluative dimension. No support for this hypothesis
was found — although it must be said that it proved difficult to
assign scale-concept pairs to denotatively relevant vs. irrelevant
categories on any basis other than intuition.

A second hypothesis was that the correlations of other scales with
good-bad would depend upon the evaluativeness of the concept, e.g.,
in judging highly or lowly evaluated concepts like MOTHER, Gob, and
s1N, all scales should tend to rotate toward a single, dominant evalu-
ative dimension; i.e., the correlations of the scales with good-bad
should increase. To obtain an independent index of concept evalu-
ativeness, Shaw presented a new group of 169 subjects with the
20 concepts successively as stimuli for association, requesting de-
scriptive adjectival responses. The index of evaluativeness was
simply the frequency with which either good or bad were given as
associates, and the concepts were rank-ordered in evaluativeness on
this basis. This hypothesis was clearly supported. For all but five
scales, the correlations with good-bad were higher when judging
highly evaluative concepts than when judging less evaluative con-
cepts, and ten scales exhibited significant differences as predicted.

Our most extensive check on comparability across concepts has
been made in connection with the data collected for the Thesaurus
factor analysis, involving judgments of 20 different concepts against
76 scales by 100 subjects. Here again the data was organized and
analyzed so that separate 76/76 correlation matrices for the judg-
ments of each concept were readily obtained. The matrices for the
20 concepts were factored by the Centroid Method and rotated by
Quartimax, using the facilities of the ILLIAC. Blind rotation of
this sort by a constant set of rules seemed to be the best prelim-
inary, exploratory procedure. Although these data have not been
completely analyzed at the time of this writing, enough work has
been done to indicate the major results.

We may look first at the straightforward matter of variation in
interscale correlation as a function of concept being judged. For
each pair of scales (e.g., soft-hard with intangible-tangible) in the
76 X 76 matrix of scale relations we have 19 separate correlation
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coefficients,*® one for each of the concepts. As an estimate of the
variation in r across concepts we have used the simple range be-
tween the highest and lowest values; this seems legitimate in the
present case, because each r is determined by 100 subjects and hence
is quite stable. This range tells us empirically how large a variation
in the r between two scales can occur within the concepts we have
used. In the ideal case of perfect stability the variation in r across
concepts should fall within the expected errors of estimate. With
an N of 100 and an r of .00 (the most conservative estimate), an-
other r which deviates by as much as .26 will be significant at the
1 per cent level —ie., a range this large or larger is significantly
beyond chance. For a sample of 52 of the 76 scales for which ranges
in r across concepts were computed, the median range is .49, the
largest being .99 and the smallest being .21. In other words, the vast
majority of scales show significant variation in their correlations
with other scales across concepts.

A few illustrations of this variation will provide some insight into
what is happening. Graceful (awkward) goes positively with soft
(hard) +.34 for FAMILY LIFE but negatively —.26 for RNIFE;
pleasurable goes with feminine (.47) for My MorHER but with mas-
culine (.36) for ADLAI STEVENSON sober goes with youthful (.23)
for pawN but with mature (.33) for UNITED NATIONS; feminine goes
with clean (.37) for MY MoTHER but masculirne goes with clean (.32)
for LEADERSHIP; tenacious goes with successful for UNITED NATIONS
but yielding goes with successful for FamILY vLiFE; sharp and
healthy go together (.81) for AMERICA but sharp and sickly go
together (.22) for SIN; soft is important for My mMoTHER (.33) but
hard is tmportant for ENGINE (.31) ; feminine is important (.41) for
MY MOTHER but masculine is tmportant (.36) for ADLAI STEVENSON;
serious is sociable (.55) for UNITED NATIONS but humorous is
soctable (.42) for ME; and so forth. In most of these examples the
scales do go together in different ways in experience for the differ-
ent concepts; this is part of the statistical structure of concepts
stressed by Solley and Messick (see pp. 163 ff.). It is also evident in
our data that the meanings of certain scales may change with the
concept being judged. For example, sharp as applied to concepts
like ME and aMERICA has a dynamic, favorable meaning (the slang
usage) and correlates highly with scales like successful, inten-
tional, and progressive; on the other hand, sharp as applied to con-

* Because of machine failure the analyses for Concept 1 (MoODERN ART) could
not be used.




EVALUATION OF THE SEMANTIC DIFFERENTIAL 179

cepts like BOULDER and ENIFE has its ordinary denotative meaning
and correlates with scales like angular and rough. In the last case
we are probably dealing with what are functionally homonyms,
words having the same form but different meanings.

The same dependence of scale correlation with good-bad upon
evaluativeness of the concept being judged, demonstrated by Shaw,
is found in these data, and the reason becomes evident. Although no
external criterion of concept evaluativeness is available in this
case, there is a definite internal criterion — the proportion of total
variance accounted for by the evaluative factor. According to this
criterion, the concepts ADLAI STEVENSON, UNITED NATIONS, FAMILY
LIFE, and MY MOTHER are the most evaluative and the concepts
TIME, ENGINE, BOULDER, ME, sNOw, and DAWN are the least evalua-
tive (see Table 30). Inspection of the correlations of other scales
with good-bad clearly shows that they are higher for the first set
of the above concepts than for the second set; for example, com-
paring STEVENSON with ENGINE, we find that for 66 of the 75
correlations with good-bad, the r for the concept STEVENSON is
higher than that for ENGINE. In a sense this is an artifact — the
fact that the evaluative factor accounts for more than four times
the variance in the former case necessarily means that many scales
will have higher loadings on the evaluative factor and hence higher
correlations with the good-bad scale -— but in terms of the dynam-
ics of human thinking, this still represents a tendency to collapse
semantic dimensions toward a single evaluative factor when judging
highly evaluative concepts.

Inspection of the ranges in correlation across concepts for various
scales reveals another significant fact — evaluative scales are less
stable, more susceptible to variation across concepts, than non-
evaluative scales. For each pair of scales we have a range based on
correlations for 19 concepts; for a given scale, such as hot-cold, we
can compute its median range over all the other scales with which
1t is correlated (e.g., the median for the array of ranges, hot-cold
with graceful-awkward, hot-cold with true-false, etc.). The median
range for each scale will thus indicate how stable, in general, are
its correlations with other scales. Now, in the sample of 52 scales
analyzed in this fashion 18 were clearly evaluative, having loadings
on the evaluative factor greater than .50, (graceful, true, light
(dark), believing, progressive, pleasurable, interesting, good, repu-
table, meaningful, sane, clean, successful, kind, important, beauti-
ful, optimistic, and wise). Since 15 of these 18 evaluative scales have
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median ranges greater than the over-all median range (.49), we
may conclude that there is a significantly greater instability of
evaluative scales. In other words, scales contributing to the evalu-
ative factor are most susceptible to rotation as a function of the
concept being judged.

Although the meanings of individual scales and their correlation
with each other may vary considerably from concept to concept,
as we have seen, can essentially the same general factors be shown
to repeat themselves despite concept variation? In the over-all
factor analysis of the Thesaurus data presented in Chapter 2, at
least five factors appeared with sufficient clarity to warrant check-
ing across these individual concept factorizations. These were
evaluation, potency, activity, stability, and receptivity. The factors
in the individual concept matrices, as rotated by Quartimax, were
inspected for correspondence with these general factors, with the
results tabulated in Table 32. In each instance only the five scales
having highest loadings are given; the proportion of total variance
accounted for by the factor as a whole is given below each column.
For several concepts no factor in any way corresponding to a given
general factor could be identified, and therefore no entries are made.

For every concept being judged a factor clearly identifiable as
evaluative could be found. With the exceptions of the concepts
BOULDER, TIME, and ME, this factor was the first in order of magni-
tude -— and in the case of ME there were several factors of more or
less equal evaluativeness, i.e., modes of self-evaluation, which
warrant further study. However, the particular scales contributing
to this factor vary markedly. In fact, the evaluative “direction”
often rotates into alignment with other major factors. Rotation
toward receptivity scales occurs for DAWN, FAMILY LIFE, and
SYMPHONY; rotation toward stability scales occurs for MY MOTHER,
ME, and ENGINE; rotation toward the combined potency-activity
(or dynamism) factor occurs for HoSPITAL, DEBATE, BIRTH, UNITED
NATIONS, LEADERSHIP, and ADLAI STEVENSON. This testifies to the
instability of the evaluative factor which we have already noted.
What is good depends heavily upon the concept being judged —
strong may be good in judging athletes and politicians, but not in
judging paintings and symphonies; harmonious may be good in
judging organized processes like family life, symphony, and hos-
pital, but not so much so in judging people or objects.

The potency factor fares as well as evaluation. A correlate of
this dimension of judgment appears for all concepts but two (KNIFE
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and pawN) and there is a fair degree of consistency in the scales
contributing (masculine, hard, severe, heavy, strong, tenacious,
mature, dark, and large). Although it sometimes draws in certain
specific scales (e.g., unsoctable in the case of mosPITAL, compler in
the case of DEBATE, and thrifty in the case of TIME), it does not
become aligned with other factors as was the case with evaluation.
The activity factor, on the other hand, fares very poorly in these
single-concept analyses. It was considered identifiable in only eight
of the 19 concepts (DEBATE, BOULDER, MOTHER, AMERICA, BIRTH,
sNow, ME, and SYMPHONY), and in some of these it is dubious.
Actually, the activity characteristic seems to be distributed about
other factors in these analyses — as receptivity in DAWN and FAMILY
LIFE, as stability (or rather its converse) in LEADERSHIP, as polency
(dynamism) in FOREIGNER, and so forth. It should be remembered
here, however, that we are dealing with the results of a blind and
automatic rotation, and it is possible that a more deliberate rota-
tion (e.g., selecting representatives of already identified factors as
principal axes) would sharpen these factorial structures without
reducing the proportions of variance accounted for by the same
number of factors. This remains to be tried.

The stability and receptivity factors appear with rather surpris-
ing regularity and consistency as to composition. A factor resem-
bling stability can be identified with some assurance in all but four
of the single-concept matrices (DEBATE, BIRTH, UNITED NATIONS, and
sTEVENSON). The typical scales here are sane, sober, serious, ortho-
dox, periodic, calm, stable, and wise. A receptivity (or sensory
orientation) factor could be identified in all but four concepts
(BIRTH, TIME, STEVENSON, and SYMPHONY), and in all of these but
STEVENSON it probably did not appear because evaluation had
rotated into alignment with receptivity. However, this factor seems
somewhat more diffuse in scale composition. The most common
scales are interesting, colorful, meaningful, sensitive, savory, ornate,
hot, and graceful.

For an ideal semantic measuring instrument we would like to
select a small set of scales having the following properties: (a) high
loading on the factor they represent, (b) high correlation with the
other scales representing the same factor, (¢) low correlation with
scales representing other factors (and hence low loading on other
factors), and (d) a high degree of stability across the various con-
cepts judged. A careful inspection of both the single-concept corre-
lation matrices and the single-concept factor loadings with these

|
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criteria in mind was not particularly successful. Although it was
possible to select about two scales to represent each of ten factors
which met the criterion of independence from other factors, these
pairs of scales did not prove to have sufficiently high carrelations
with each other across the 19 concepts. On the other hand,
geales displaying high within-factor correlations (e.g., interesting
and meaningful for the receptivity factor) typically were nat
independent of other factors (in this example, not independent of
evaluation).

It proved most difficult to isolate anything resembling “pure”
evaluative scales. Scales which we think of as being most generally
and abstractly evaluative, like good-bad, positive-negative, and
optimistic-pesstmistic, proved to be the most unstable, in some
concepts being aligned with receptivity, in others with stability,
and in yet others with dynamism (potency-activity). Other evalu-
ative scales display consistent secondary loading on some other
factor: progressive, successful, high, and important usually “lean”
toward the activity dimension; reputable, wise, harmonious, and
formed usually fall toward the stability dimension; and graceful,
near, pleasurable, healthy, clean, beautiful, sociable, and grateful
usually tend toward the receptivity factor. The only evaluative
scales we were able to specify as essentially independent of other
factors were true-false, belteving-skeptical, and timely-untimely,
and this may have been simply a function of the particular set of
concepts used in this study.

Several conclusions seem justified by these studies of com-
parability across concepts. In the first place, it is clear that there
is a high degree of concept-scale interaction; the meanings of
scales and their relations to other scales vary considerably with the
concept being judged. This is in direct contrast to subject-scale
interaction, which we have found to be minimal. One general prin-
ciple governing this concept-scale interaction seems to be that the
ore evaluative (emotionally loaded?) the concept being judged,
the more the meaning of all scales shifts toward evaluative con-
Notation. This may be phrased as a more general hypothesis: In
the process of human judgment, all scales tend to shift in meaning
toward parallelism with the deminant {characteristic) attribute of
the concept being judged. Thus, in judging ATHLETES, whose dom-
Iant, attribute we may assume to be active-potent dynamism, all
8cales will display some tendency to rotate toward this dominant
dimension, terms like clean, successful, and even timely and colorful
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becoming more potent and active in meaning. We suspect that thig
phenomenon may reflect a very general principle of cognitive inter-
action to be described in the next chapter, the principle of con-
gruity. In any case, we have still to extend our tests of this
hypothesis beyond the evaluative factor. We may also conclude
from these data that evaluative scales are more susceptible to these
rotational effects than are non-evaluative scales. Evaluation thus
appears ag a highly generalizable attribute which may align itself
with almost any other dimension of meaning, depending on the
concept being judged — and it is most often the dominant attribute
of judgment. A final conclusion is that despite instability of indi-
vidual scales, there is considerable repeatability (and hence com-
parability) of the major factors across the concepts being judged.
A more deliberate type of rotation than that used here might well
strengthen this conclusion.

Obviously these results raise serious practical problems in con-
nection with the construction of generalized semantic measuring
instruments. It appears that it will be difficult to locate specific
scales which have the ideal properties of high within-factor rela-
tionship, low between-factor relationship, and stability across con-
cepts judged. However, in our work so far we have only sampled
gome 100 or 8o scales, and then on a deliberately random basis. At
this point, knowing the general natures of several major factors,
we need to select sets of scales presumably representative of these
factors and test them for the necessary properties. In the last
analysis it may prove necessary to construct separate measuring
instruments for each class of concepts being judged, but for both
theoretical and practical reasons we hope this will not be the case.




ATTITUDE MEASUREMENT
AND THE PRINCIPLE OF CONGRUITY

One of the significant by-products of our work in experimental
semantics, we believe, has been a new approach and rationale for
attitude measurement. It has been feasible to identify “attitude”
as one of the major dimensions of meaning-in-general and thus to
extend the measurement procedures of the semantic differential to
an important area of social psychology. In working in this area
with the differential we have also found evidence for a general
principle governing some aspects of cognitive processes — a prin-
ciple of congruity. Although the operation of this principle is not
necessarily limited to the attitudinal dimension of the meaning
space, we first encountered it in connection with research on atti-
tude measurement and will therefore introduce it in this context.

ATTITUDE MEASUREMENT
A Definition of Attitude

Despite a plethora of definitions of “attitude” in contemporary
social science, some consensus and agreement is evident, particularly
with respect to the major properties that attitudes are assumed to
Possess. Most authorities are agreed that attitudes are learned and
implicit — they are inferred states of the organism that are presum-
ably acquired in much the same manner that other such internal
learned activity is acquired. Further, they are predispositions to
respond, but are distinguished from other such states of readiness
In that they predispose toward an evaluative response. Thus, atti-
tudes are referred to as “tendencies of approach or avoidance,” or
as “favorable or unfavorable,” and so on. This notion is related to
gPOther shared view — that attitudes can be ascribed to some basic
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that they have both direction and intensity and providing a basis
for the quantitative indexing of attitudes. Or, to use a somewhat
different nomenclature, attitudes are implicit processes having
reciprocally antagonistic properties and varying in intensity.

This characterization of attitude as a learned implicit process
which is potentially bipolar, varies in its intensity, and mediates
evaluative behavior, suggests that attitude is part —to some
authorities, the paramounf, part — of the internal mediational
activity that operates betiween most stimulus and response patterns.
This identification of attitude with anticipatory mediating activity
has been made most explicit by Doob (1947), who, casting attitude
within the framework of Hullian behavior theory, identified it with
the “pure stimulus act” as a mediating mechanism.

Still lacking, however, is an identification and localization of
attitude per se within this general system of mediational activity.
Our work in semantic measurement appears to suggest such an
identification: If attitude is, mdeed some portion of the internal
mediational activity, it is, by inference from our theoretical model,
part of the semantic structure of an individual, and may be cor-
respondingly indexed. The factor analyses of meaning may then
provide a basis for extracting this attitudinal component of meaning.

In all of the factor analyses we have done to date (see particu-
larly Chapter 2) a factor readily identifiable as evaluative in
nature has invariably appeared; usually it has been the dominant
factor, that accounting for the largest proportion of the total
variance. Despite different concepts and different criteria for select-
ing scales, high and restricted loadings on this factor were con-
sistently obtained for scales like good-bad, fair-unfair, and valuable-
worthless, while scales which were intuitively non-evaluative in
nature, like fast-slow, stable-changeable, and heavy-light, usually
had small or negligible loadings on this factor. It seems reasonable
to identify attitude, as it is ordinarly conceived in both lay and
scientific language, with the evaluative dimension of the total
semantic space, as this is isolated in the factorization of meaning-
ful judgments.

In terms of the operations of measurement with the semantic
differential, we have defined the meaning of a concept as its allo-
cation to a point in the multidimensional semantic space. We then
define attitude toward a concept as the projection of this point onto
the evaluative dimension of that space. Obviously every point iB
semantic space has an evaluative component (even though the

ull
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component may be of zero magnitude, when the evaluative judg-
ments are neutral), and, therefore, every concept must involve an
attitudinal component as part of its total meaning. This does not
imply that the evaluative or attitudinal dimension is necessarily
stable in orientation with respect to other dimensions of the space;
as we found in the last chapter (pp. 179-80), depending upon the
concept or set of concepts being judged, “purely” evaluative scales,
like good-bad, may rotate so as to correspond in alignment with
the potency factor, the sensory adiency factor, and so on. In other
words, the kind of evaluation may shift with the frame of reference
determined by the concepts (e.g., political, aesthetic, and so on).

Measurement Procoduro with the Semantic Difforential

Following the definition and rationale above, to index attitude
we would use sets of scales which have high loadings on the evalu-
ative factor across concepts generally and negligible loadings on
other factors, as determined from our various factor analytic
studies. Thus, scales like good-bad, optimistic-pessimistic, and
positive-negative should be used rather than scales like kind-cruel,
strong-weak, or beautiful-ugly because the latter would prove less
generally evaluative as the concept being judged is varied. However,
since the concept-by-concept factoring work on which the present
rationale is based was not done at the time most of the attitude
measurement reported here was undertaken, we have not always
satisfied this ideal criterion. For purposes of scoring consistency,
we have uniformly assigned the unfavorable poles of our evaluative
scales (e.g., bad, unfair, worthless, etc.) the score “1” and the
favorable poles (good, fair, valuable) the score “7” — this regard-
less of the presentation of the scales to subjects in the graphie
differential, where they should be randomized in direction. We then
f‘Ilerely sum over all evaluative ratings to obtain the attitude

Score.” A more refined method would be to weight each scale in
terms of its evaluative factor loading for the concepts being judged,
but this would be extremely laborious and, if the scales are “purely”
evaluative as defined above, would probably add little to the pre-
¢ision of the instrument. It should also be noted that in practice we
Usually include a considerable number of scales representing other
factors — this is done both to obscure somewhat the purpose of the
Measurement and to provide additional information on the meaning
of the concept as a whole, aside from the attitude toward it.
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The major properties of attitude that any measurement technique
is expected to index are readily accommodated by this procedure,
Direction of attitude, favorable or unfavorable, is simply indicateq
by the selection of polar terms by the subject; if the score fallg
more toward the favorable poles, then the attitude is taken to be
favorable, and vice versa. A score that falls at the origin, defined
by “4” on the scales, is taken as an index of neutrality of attitude.
Intensity of attitude is indexed by how far out along the evaluative
dimension from the origin the score lies, i.e., the polarization of the
attitude score. Although on a single scale there are only three levels
of intensity, “slightly,” “quite,” and “extremely” in either direction,
summing over several evaluative scales yields finer degrees of
intensity. If six scales are used, for example, we have a range of
possible scores from six (most unfavorable), through 24 (exactly
neutral), to 42 (most favorable), there being 18 degrees of intensity
of attitude score in each direction. On the basis of earlier work
(see Katz, 1944; Cantril, 1946) it is assumed that a neutral rating
is one of least intensity in terms of attitude. Unidimensionality of
the attitude scale is provided automatically in the factor analytie
procedures from which the scales are selected. If the scales used
are selected on the basis that they all have high and pure loadings
on the same factor —ideally maintaining this consistency across
various factor analyses — unidimensionality must obtain. In other
words, factor analysis is itself a method for testing the dimension-
ality of the items or scales entering into a test.

Evaluation of tho Differential as a Measure of Attitudo

1 Reliability. Test-retest reliability data have been obtained by
Tannenbaum (1953). Each of six concepts (LABOR LEADERS, THE
CHICAGO TRIBUNE, SENATOR ROBERT TAFT, LEGALIZED GAMBLING, AB-
STRACT ART, and ACCELERATED COLLEGE PROGRAMS) was judged against
gix evaluative scales (good-bad, fair-unfair, valuable-worthless,
tasty-distasteful, clean-dirty, and pleasant-unpleasant) by 135 sub-
jects on two occasions separated by five weeks. Attitude scores were
computed by summing over the six scales, after realignment accord-
ing to a constant evaluative direction. The test-retest coefficients
ranged from .87 to .93, with a mean r (computed by z-transforma-
tion) of .91. Additional reliability data, which confirm this, were
obtained in another study and are given in Table 31.

2 Validity. The evaluative dimension of the semantic differential

di
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displays reasonable face-validity as a measure of attitude. For
example, Suci (1952) was able to differentiate between high and
low ethnocentries, as determined independently from the E-scale of
the Authoritarian Personality studies, on the basis of their ratings
of various ethnic concepts on the evaluative scales of the differ-
ential. Similarly, evaluative scale ratings were found to discriminate
in expected ways between shades of political preference, by Suei in
his study of voting behavior (see pp. 104-24) and by Tannenbaum
and Kerrick in their pictorial political symbolism study (see pp.
296-99). However, unlike the measurement of meaning in general,
in the case of attitude we have other, independently devised meas-
uring instruments which have been used and against which the
present technique can be evaluated. We report two such compari-
sons, the first with Thurstone scales and the second with a Gutt-
man-type scale.

a Comparison with Thurstone scales. Each of three concepts
(THE NEGRO, THE CHURCH, and CAPITAL PUNISHMENT) was rated
against a series of scales, including five purely evaluative ones (fair-
unfair, valuable-worthless, pleasant-unpleasant, clean-dirty, and
good-bad). In addition, subjects indicated their attitudes on Thur-
stone scales specifically designed to scale these attitude objects —
the standard scale for the Church, Form B of the Negro scale, and
Form A of the Capital Punishment scale (see Thurstone, 1931).
Subjects were divided into two groups for testing purposes: one
group (N = 23) was given the semantic differential form first,
followed approximately one hour later by the Thurstone tests, and
the other group (N = 27) had the reverse order. Two weeks after
this initial session, the subjects again took both tests, except that
this time their respective orders were reversed. The latter session
Wwas run to obtain reliability information on both types of attitude
measuring instruments. Columns (1) and (2) of Table 31 present
the product-moment correlations between the semantic differential
'(S) and Thurstone (t) scale scores for each of the three objects of
ludgment, on the initial test session (r,,.,) and on the second test
se.ission (Tesss) ; columns (3) and (4) present the test-retest relia-
bllity coefficients for the Thurstone scales (ry,:,) and for the evalu-
ative scores on the differential (r,,,,), again for each of the three
Conecepts judged. It may be seen that the reliabilities of the two
Instruments are both high and equivalent. The correlation between
the semantic differential scores and the corresponding Thurstone
Scores is significantly greater than chance (p <.0l) in each case,




194 THE MEASUREMENT OF MEANING ;

Table 31

VALIDITY AND RELIABILITY COEFFICIENTS FOR SEMANTIC DIFFERENTIAL ATTITUDR SCOREs
(S) AND THURSTONE SCALE SCORES (T)

M 2 3 @
Attitude Object Ta® Taty [ I%% tagey
The Church 74 .76 .81 .83
Capital Punishment 81 7 .78 91
The Negro .82 .81 .87 .87

* The subscripts 1 and 2 refer to the first and second testing, respectively.

and in no case is the across-techniques correlation significantly
lower than the reliability coefficient for the Thurstone test. The
differences in the between-techniques correlations from first to sec-
ond testing sessions are well within chance limits. It is apparent,
then, that whatever the Thurstone scales measure, the evaluative
factor of the semantic differential measures just about as well.
Indeed, when the six validity coefficients are corrected for attenua-
tion, each is raised to the order of .90 or better.

b Comparison with a Guttman scale. Recently, an opportunity
to test the validity of the evaluative factor of the differential as a
measure of attitude against a scale of the Guttman type arose. A
14-item Guttman-type scale (reproducibility coefficient: .92) had
been developed, at the expense of some time and labor, to assess the
attitudes of farmers toward the agricultural practice of crop rota-
tion. At approximately the same time, the semantic differential was
being used in connection with a series of television programs deal-
ing with agricultural practices, and one of the concepts included
was CROP ROTATION. Although these studies were conducted inde-
pendently, 28 subjects were found who had been exposed to both
testing instruments. The Guttman scale had been administered first
in all cases and the time between the two tests varied considerably,
from only three days to almost four weeks. With attitude scores on
the differential obtained by summing over the three evaluative scales
used (good-bad, fair-unfair, and valuable-worthless), the rank
order correlation between the two instruments was highly significant
(rho =.78; p <.01). Again we may say that the Guttman secale and
the evaluative scales of the differential are measuring the same thing
to a considerable degree.

The findings of both of these studies support the notion that the
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evaluative factor of the semantic differential is an index of attitude.
It is, moreover, a method of attitude assessment that is relatively
easy to administer and easy to score. Although it does not tap
much of the content of an attitude in the denotative sense (e.g., the
specific reactions which people having various attitudes might make,
the specific statements that they might accept), it does seem to
provide an index to the location of the attitude object along a gen-
eral evaluative continuum. That the semantic differential in toto
may provide a richer picture of the meaning of the attitude object
than just the evaluative dimension is a point to which we return
momentarily.

The Question of Generaiized Attitude Scales

It is apparent that the semantic differential may be used as a
generalized attitude scale. Using exactly the same set of evaluative
scales, we have seen that correlation between our scores and those
obtained with specific Thurstone scales are equally high for such
diverse attitude objects as wAR, NEGRO, and CAPITAL PUNISHMENT.
If we were careful to select as our evaluative scales those which
maintain high and pure loading on the evaluative factor regardless
of the concept class being judged, it is probable that such high
correlations with standard attitude-measuring instruments would
be obtained regularly. The question, however, is whether the use of
generalized attitude seales is justified and valuable.

Attitude scales of the generalized type were introduced some two
decades ago by Remmers and his associates (see Remmers, 1934;
Remmers and Silance, 1934) in an attempt to overcome the labo-
rous work involved in developing scales by the Thurstone equal-
appearing-interval technique. The same basic procedure was fol-
lowed, but instead of having statements referring to single attitude
Objects, they were couched in terminology designed to be applicable
to a variety of objects. A number of such “master” scales were
developed, each applicable to a particular class of objects —e.g., a
scale for attitude toward any social institution, toward any pro-
Posed social action, and so forth. Most of these master scales were
fairly reliable (median coeflicient, .70) and, on the whole they eom-
Pared favorably with specific Thurstone scales.

These Remmers scales were criticized on many grounds and from
Many quarters, however: that generalized statements cannot apply
With equivalent meaning to different attitude objects (see Krech
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and Crutchfield, 1948; Clark, 1953), that generality is achieveq
with a loss of detailed information about the structure of the
attitude (see Campbell, 1953), that subjects are responding to the
abstracted symbol and not in terms of the content of the issue ag
such (see Newcomb, 1941), and so on. All of these arguments, in
one way or another, ajm at the question of validity, as does Me-
Nemar’s (1946) scathing criticism based on lack of correlation in
some cases with Thurstone scales; for example, Dunlap and Kroll
(1939) found that a generalized scale correlated only .28 with
specific Droba scale for attitudes toward war. On the other hand,
Camphbell (1953) reported that in four of five direct comparisons,
the correlations between Remmers and Thurstone scales were as
high as the reliability coefficients of the latter themselves.

At any rate, such generalized scales have fallen into disuse.
Nevertheless, they have some very definite values which warrant
their further development. For one thing, they are economical —
if their validity can be assumed in new situations, they make un-
necessary the development and standardization of specific scales for
every attitude object, saving money, time, and effort. For another
thing, they are avatlable at the proverbial moment’s notice — Rem-
mers (1954) cites the case where the master scale for attitude
toward any proposed social action was applied immediately follow-
ing President Roosevelt’s announcement of the proposed enlarge-
ment of the Supreme Court. But unquestionably, the major scientific
value of generalized attitude scales is the matter of comparability:
When a subject has one attitude score on a Thurstone scale for war
and another score on a Thurstone scale for CAPITAL PUNISHMENT, we
can conclude only in a most tenuous manner, if at all, that he is
less favorably disposed toward one than the other. When exactly
the same yardstick is used to measure both attitudes, however —
again assuming that the generality of the instrument is valid —
such direct comparison becomes much more tenable. In later por-
tions of this book, particularly in experiments testing the congruity
hypothesis, several examples will be given of studies which would
be impossible without the use of generalized, standard measuring
instruments, in this case the semantic differential.

When used as a measure of attitude, the semantic differential
carries even further the logic used by Remmers in developing his
generalized scales. Rather than having different “master” scales for
different classes of attitude objects, exactly the same set of evalua-
tive dimensions would be used for all objects of judgment. Rather
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than using “statements” of any sort with which the subject must
agree or disagree, scales defined by pure, abstracted linguistic
evaluators would be used. These are at present ideal conditions,
because we have not as yet done the systematic research necessary
to select such scales. From our available factorial data on single
concepts we need to select those seales which maintain a high load-
ing on the evaluative factor, regardless of its orientation for judg-
ments of particular concepts; then we need to test the generality of
these scales by comparing them with a battery of varied, specific
attitude-measuring instruments, demonstrating (a) that these scales
maintain high intercorrelation among themselves across the objects
being evaluated and (b) that the summation scores derived from
them jointly display high and roughly equal correlations with the
various specific attitude-measuring instruments used as eriteria.
The evidence we have collected so far indicates that this will be
a likely conclusion.

Such an instrument, if developed, will still face many of the
criticisms aimed at Remmers’ scales. Krech and Crutehfield’s argu-
ment that generalized scales cannot apply with equivalent meaning
to varieties of specific objects or concepts would be met by the
procedures of developing our evaluative matrix —i.e., by the dem-
onstration that the scales selected do maintain their high and pure
evaluative loading despite the nature of the concept being judged.
Campbell’s argument that generality is achieved at the cost of
losing richer information about the structure of the attitude does
not seem to us to be a eriticism of an instrument as a measure of
attitude, assumed to be a unidimensional attribute. Other methods
can be used to get at the more detailed structure of a concept’s
meaning; indeed, the semantic differential as a whole (e.g., the
profile of the object against the n-dimensional differential) is de-
signed to get at just such information, as we suggest in the next
section. Finally, there is Newcomb’s eriticism that in using such
scales, subjects react in terms of symbols and not in terms of issue
content — he cited the case where people who rate symbols like
FascIsM very unfavorably may actually agree with many of the
beliefs of Fascists. This is not as much a criticism of generalized
attitude scales as it is of the phrasing of the concept judged; these
subjects did have unfavorable attitudes toward the concept rascism
and simultaneously favorable attitudes toward statements of author-
itarian polices —if subjects are illogical and inconsistent, this is
not a fault of the measuring instrument. In fact, comparison of
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the evaluative locations of concepts like FAscIsT and SBENATOR
MC CARTHY, or even a phrase like CENTBALIZATION OF POWER IN THE
HANDS OF A STRONG LEADER, would reveal just such logical incon-
sistencies. One of the advantages of the semantic differential in this
regard is its flexibihty with respect to the nature of the concept
judged — ordinary nouns, phrases, pictures, eartoons, and even
sonar signals have been used at one time or another.

Meaning vs. Attitude in the Prediction of Behavior

One of the most common eriticisms of attitude seales of all types
is that they do not allow us to predict actual behavior in real-life
situations. Like most such arguments, this one is overdrawn. Most
proponents of attitude measurement have agreed that attitude
scores indicate only a disposition toward certain classes of be-
haviors, broadly defined, and that what overt response actually
occurs in a real-life situation depends also upon the context pro-
vided by that situation. We may say, for example, that a person
with an extremely unfavorable attitude toward NEGro may be
expected to make some negatively evaluating overt response to an
object of this attitude if he is in a situation in which he does not
anticipate punishment from others about him. As Doob (1947) has
put it, “overt behavior can seldom be predicted from knowledge of
attitude alone.” But there is more involved here than this: It can
also be said that the attitudinal disposition itself accounts for only
part of the intervening state which mediates between situations
and behaviors, albeit perbaps the dominant part. The meaning of
NEGRO to the individual subject is richer by far than what is re-
vealed by his attitude score. Within the framework of the theoreti-
cal model underlying our own research, attitude is one — but only
one — of the dimensions of meaning, and hence provides only part
of the information necessary for prediction.

By combining judgments derived from scales representing other
dimensions with those derived from the evaluative factor alone,
additional information can be obtained and prediction presumably
improved. Two people may have identical attitudes toward a con-
cept (as determined by allocation to the evaluative dimension
alone), and yet have quite different meanings of the concept (as
determined by the profiles as wholes). Consider, for example, one
of Tannenbaum’s observations in the Thurstone comparison study
reported above: One subject rated THE NEGrRO as unfavorable,
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strong, and active; another subject rated THE NEGRo as equally
unfavoradble, but also as weak and passive. Although no behavioral
criteria were available in this study, it seems likely that the former
subject would behave differently in a real-life situation (e.g., with
fear and avoidance) than the latter. While it is true that different
attitudes imply different behaviors toward the objects signified, at
least in some contexts, it is not true that the same attitude auto-
matically implies the same behaviors.

A recent pilot study by Tannenbaum demonstrates how increas-
ing the dimensionality of judgment utilized within the differential
can increase predictability. This does not, unfortunately, involve
direct, overt behavior toward the objects of attitude, but it does
approach closer to that real-life situation. Subjects (N = 40) were
asked to judge three nationality concepts — GERMANS, CHINESE,
and HINDUS — against A series of semantic differential scales repre-
sentative of the three major factors of meaning repeatedly obtained
in factor analysis. In addition, these subjects also rated each of the
nationalities on a modified Bogardus Social Distance Scale. Sepa-
rate factor scores were computed for each subject on each concept,
and correlation coefficients were then computed both between these
scores (e.g., evaluation/potency, potency/activity, etc.) and be-
tween them and the Bogardus ratings. While the evaluative factor
correlated most highly with the Bogardus ratings — as might be
expected — multiple correlation analysis showed that the predict-
ability of the social distance ratings was significantly enhanced by
addition of information from the other factors. On the concept
GERMANS, for example, evaluative scores correlated only .22 with
the Bogardus scale, yet combining all three yielded a multiple cor-
relation of .78. The increases in predictability for the other two
concepts were not so great — from .62 to .80 for CHINESE and from
.59 to .72 for HINDUs — but support the same conclusion.

THE PRINCIPLE OF CONGRUITY

So far in this book we have been dealing essentially with a de-
scriptive analysis of the dimensionality of the meaning space and
the development of techniques for allocating concepts to this space.
But cognitive events such as are involved in meaning formation
and change do not transpire in isolation from one another; human
learning and thinking, the acquisition and meodification of the
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significance of signs, involve continuous interactions among cogni-
tive events. In this section we turn our attention to analysis of the
manner in which meanings interact and are thereby changed. In
the course of our work on the nature and measurement of meaning
we have gradually formulated a very general principle of cognitive
interaction, which we call the principle of congruity. Although we
first discussed it in connection with the predietion of attitude
change (see Osgood and Tannenbaum, 1955), and therefore include
it in the present chapter, we think it is broader than this in impli-
cation, and therefore try to give it in as general form as we can at
this time.

Nature of the Congrulty Principle

According to the rationale in Chapter 1, any sign presented in
isolation elicits its characteristic mediation process, this total
process being made up of some number of bipolar reaction com-
ponents which are elicited at various intensities. The total repre-
sentational process s assumed to be coordinate with a point in the
semantic measurement space, this point projecting onto the several
dimensions of the space in correspondence with the kinds and
intensities of the reaction components elicited. Thus, two signs
having different meanings, such as ATHLETE and raAzZy, must elicit
different mediation processes, produce different profiles against the
semantic differential, and thus be associated with different points in
the semantic space. But what happens when two (or more) signs
are presented simultaneously, e.g., when the subject sees the phrase
razy aTHLETE? Common sense tells us that some interaction takes
place — certainly a lazy athlete is muech less active, perhaps less
potent, and probably less valuable than he would be otherwise. If
interactions of this sort are lawful, and we can get some under-
standing of the laws, then it should be possible to predict the results
of word combination like this and related phenomena.

Sinece the various dimensions of the semantic space are assumed
to be independent, we may deal with a single dimension for sim-
plicity in analysis and then generalize the argument to all dimen-
sions. Also, for the sake of simplicity, we shall treat only the
mini