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Successfully predicting that something will become a big hit seems impressive. Managers and entrepreneurs
who have made successful predictions and have invested money on this basis are promoted, become rich,

and may end up on the cover of business magazines. In this paper, we show that an accurate prediction about
such an extreme event, e.g., a big hit, may in fact be an indication of poor rather than good forecasting ability.
We first demonstrate how this conclusion can be derived from a formal model of forecasting. We then illustrate
that the basic result is consistent with data from two lab experiments as well as field data on professional
forecasts from the Wall Street Journal Survey of Economic Forecasts.
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1. Introduction
Managers and entrepreneurs are often assessed on
their ability to forecast the success of new ventures.
Managers evaluate new products and ideas, make
bets on which of them will succeed (Harrison and
March 1984, Ghemawat 1991, Adner and Helfat 2003),
and advance in their careers by predicting success-
ful new products and technologies (March and March
1977, Kidder 2000). Entrepreneurs who can “see what
is next” and successfully invest in the “next big thing”
(Christensen et al. 2004) become rich and may end up
on the cover of business magazines.
Successfully predicting that something will become

a big hit seems impressive, and the individuals who
get it right are often hailed as “seers” (Armstrong
1978). Underlying the admiring accounts of farsighted
individuals is the assumption that managers and
entrepreneurs who accurately predicted that a new
venture would be successful (i.e., the next big thing),
are likely to be better forecasters. Intuitively, an accu-
rate forecast is more likely to have been made by
a forecaster who has better judgment and is bet-
ter able to evaluate the situation. Here, however, we
argue that there is a simple reason why this intu-
ition may be wrong. Rather than being an indication
of good judgment, accurately forecasting a rare event
such as business success may in fact be an indica-
tion of poor judgment. The reason is that a forecaster
with poor judgment is more likely than a forecaster

with good judgment to predict the rare and extreme
event of a product becoming successful.
To develop our argument, we employ a three-

pronged approach: we build an analytical model and
test the implications of the model on both exper-
imental and field data. Using a simple model to
formalize our intuition, we examine managers mak-
ing predictions about the value of a new product
based on a noisy signal. We assume that they fol-
low different strategies when making their predic-
tions (Makadok and Walker 2000). Some may rely
on systematic approaches, whereas others depend on
heuristics and intuition (Kahneman and Tversky 1973,
Kahneman and Lovallo 1993). We show analytically
that if a manager predicted that an event would be
extremely successful and the prediction turns out to
be correct, this manager may in fact have poor fore-
casting ability. In other words, an accurate judgment
can be a signal of poor judgment.
The explanation is that because extreme outcomes

are very rare, managers who take into account all
the available information are less likely to make
such extreme predictions, whereas those who rely
on heuristics and intuition are more likely to make
extreme predictions. As such, if the outcome was
in fact extreme, an individual who predicts accu-
rately an extreme event is likely to be someone who
relies on intuition, rather than someone who takes
into account all available information. She is likely
to be someone who raves about any new idea or
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product (Denrell 2005). However, such heuristics are
unlikely to produce consistent success over a wide
range of forecasts. Therefore, accurate predictions of
an extreme event are likely to be an indication of poor
overall forecasting ability, when judgment or forecast-
ing ability is defined as the average level of forecast
accuracy over a wide range of forecasts.
We test the empirical implications of the model

using experimental data we gathered from two lab
experiments in addition to field data on professional
forecasts from the Wall Street Journal Survey of Eco-
nomic Forecasts. Consistent with our model, both the
experimental and field results demonstrate that in a
data set containing all predictions, an accurate predic-
tion is an indication of good forecasting ability (i.e.,
high accuracy on all predictions). However, if we only
consider extreme outcomes, then an accurate predic-
tion is in fact associated with poor forecasting ability.
Our results suggest that inferring forecasting ability

from a selective set of observations, such as cases of
business success, may be more complicated than pre-
viously believed. Rather than being impressive, accu-
rate predictions about such extreme events may be an
indication of poor forecasting ability.

2. Model
2.1. Model Details
To formalize the intuition that an accurate prediction
can be an indication of poor judgment, we construct
an analytical model by extending a standard model
in which a manager has to make a prediction on the
basis of a noisy signal (e.g., Marshak and Radner
1972, Harrison and March 1984). We incorporate the
possibility that the manager makes use of intuitive
heuristics in formulating the prediction (Kahneman
and Tversky 1973). We then compare the accuracy of
the forecasts made by a Bayesian manager and a man-
ager who deviates from Bayes’s rule.

2.1.1. Prediction Task. Managers make predic-
tions about the success of a new product based on
information available about the specific case at hand
(e.g., product characteristics, the current competitive
outlook, etc). In addition, they also possess informa-
tion about the base rate of success in their business.
Consider, for example, managers at television net-
works who routinely predict the popular appeal of
various proposed series and shows. These predictions
are often based on pilot test results that are not com-
pletely reliable (Bielby and Bielby 1994, Gitlin 2000,
Kennedy 2002) and only provide a noisy signal of
future demand. In addition, managers are aware that
very few shows become hits (Bielby and Bielby 1994).
Therefore, to formulate a prediction, managers need
to integrate their prior knowledge about the base rate
of success (Kahneman and Lovallo 1993) with the

information about the case at hand (which may rep-
resent a noisy signal of the underlying variable).
One standard model of such a prediction task based

on a noisy signal is the following: a manager who
observes a noisy signal, S =�+�1, of the true perfor-
mance, �, of a product. We assume that the manager
cannot observe � directly but knows the distribu-
tion of � within her business. Specifically, we assume
that she knows that the true performance level � is
normally distributed, with mean zero and variance
�2
u = 1. Thus, although the manager does not know
the specific value of � that characterizes the new
product, she does know that this value of � is drawn
from a normal distribution with a mean of 0 and a
variance of 1. Furthermore, the signal she observes
contains an error term, �1, which is also assumed to
be normally distributed with a mean of 0 and vari-
ance of �2

1 = 1.
Based on the signal, S, she makes a predic-

tion p about the actual performance level A, where
A=�+ �2 (�2 is an error term, independent of �1,
which is also normally distributed with a mean of 0
and variance of �2

2 = 1�. The prediction is based on
two pieces of information: the observed noisy signal
and some prior information about how likely it is that
� is high or low. After the prediction, the actual out-
come can be observed (A). We assume that the man-
ager tries to come up with a prediction as close to the
actual outcome as possible. Specifically, we assume
that she aims to minimize the expected squared dif-
ference between the actual outcome and the predic-
tion, E
�A− p�2�, known as mean square error (MSE).
A good forecaster is one with a low MSE. Later we
discuss how our results may change if the forecaster
faces different incentives from the ones assumed here.

2.1.2. Prediction Strategies. Suppose there are
only two types of managers following different strate-
gies in formulating their predictions. The first man-
ager is rational and follows Bayes’s rule. To minimize
the MSE, she sets the prediction equal to the expected
value of the posterior (DeGroot 1970).1 That is, the
rational manager sets the prediction p equal to the
expected value of the posterior, E
A � S�, using Bayes’s
rule:

p= E
A � S�= E
u � S�= �2
u

�2
u +�2

1

S+ �2
1

�2
u +�2

1

E
u� (1)

(e.g., De Groot 1970). When �2
u = �2

1 = 1 and E
u�= 0,
it follows that E
A � S�= 0
5S. By setting p= 0
5S, the
rational manager takes into account both the prior

1 In fact, for normal distributions, the loss minimizing prediction
is the expected value of the posterior for any loss function that is
an increasing function of the absolute distance between the predic-
tion and the outcome. Thus, our analysis holds for a large class of
symmetric loss functions.
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information (e.g., E
u� = 0� and the observed signal
(whether S is high or low).
We assume that the second manager ignores prior

information. A large literature on behavioral decision
theory documents that most people do not combine
prior information and the observed signal in accor-
dance with the Bayes’s rule, but instead rely on the
representativeness heuristic (Kahneman and Tversky
1973) and ignore the base rate. Suppose that a TV
show receives unusually high ratings scores in initial
test runs. If executives rely on the representativeness
heuristic, they would infer that this TV show will be
a hit because these high initial ratings can be taken to
be most representative of a show with considerable
promise and wide appeal. As a result, they ignore
the low base rate of success (Kahneman and Lovallo
1993), and their predictions are insufficiently regres-
sive. Such failure to take prior information (i.e., base
rates) into account properly has been illustrated in
numerous experiments (Kahneman and Tversky 1973,
Griffin and Tversky 1992, Massey and Wu 2005) and
field studies. For instance, Cox and Summers (1987)
show that retail buyers’ sales projections are insuffi-
ciently regressive, relative to historical trends.
To model such base-rate neglect, we assume that

the second manager sets her prediction equal to S;
i.e., p = S. This prediction strategy leads to a higher
expected MSE than the strategy of the first manager,
and thus, according to this criterion, the second man-
ager is a worse forecaster. We call the second manager
an “overreactor,” as she overreacts to the signal by
totally ignoring the base rate.

2.2. Results
Figure 1 illustrates how forecasting accuracy varies
with the observed outcome. The upper part of the fig-
ure plots the distribution of the predictions of the two
managers when the actual outcome is 0.2 Given that �
is drawn from a normal distribution with a mean of 0
and a variance of 1, the actual outcome of 0 is within
the reasonable range of expectations. As illustrated,
the Bayesian is more likely than the overreactor to
make a prediction close to 0. Both distributions are
centered on the observed actual outcome of 0. This
is because when the actual outcome (A) was 0, the
expected value of the signal (S) is 0
5 ∗ 0 (the correla-
tion between A and S is 0
5). However, the predictions
of the overreactor are more spread out, as she reacts
more strongly to any signals. Thus, if the outcome is
not extreme, the Bayesian manager is more likely to
make an accurate prediction.
The lower part of Figure 1 plots the distribution

of the predictions made by the two managers when

2 Here what is shown is the density of the prediction, given actual
outcome f �P �A= a). Refer to the appendix for details on how we
constructed these graphs.

Figure 1 Distribution of Predictions by Two Managers, Bayesian
and Overreactor
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Note. Actual outcome A= 0 (upper graph) and actual outcome A= 3 (lower
graph).

the actual outcome was 3. Given that � is drawn
from a normal distribution with a mean of 0 and
a variance of 1, the actual outcome of 3 represents
an extreme outcome. In this case, we see that the
Bayesian manager is less likely than the overreactor
to make a prediction close to 3. Whereas the pre-
dictions of the overreactor are concentrated around
p= 1
5, the predictions of the Bayesian manager are
concentrated around p = 0
75. This is because when
the actual outcome (A� was 3, the expected value of
the signal (S�was 1
5 (the correlation between A and S
is 0
5). The overreactor, who sets the prediction equal
to the value of the signal, will make a prediction close
to 1
5. The Bayesian, however, makes a prediction
that is closer to 0; the expected value of the prediction
of the Bayesian is 0
5∗E
S�= 0
75. The Bayesian’s pre-
dictions regress to the mean of the prior distribution
(which is 0) because she knows that a high signal is
likely to be due to noise, as a high performance level
is very rare. Figure 1 therefore illustrates that a fore-
caster with poor judgment can be more likely to make
an accurate prediction when the actual outcome is in
fact extreme.
This implies that in these extreme cases, an accu-

rate prediction of an extreme event is an indication
of poor judgment (i.e., a high expected MSE). To
illustrate this, we calculated the expected value of
MSE for a manager who made a prediction of P =
p when the actual outcome was A = a; i.e., we cal-
culated E
MSE � P = p�A= a� (see the appendix for
details). Figure 2 plots this conditional expectation



Denrell and Fang: Predicting the Next Big Thing: Success as a Signal of Poor Judgment
1656 Management Science 56(10), pp. 1653–1667, © 2010 INFORMS

Figure 2 Expected MSE as a Function of the Distance Between the
Prediction and the Actual Outcome �p−A�
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as a function of the distance between the prediction
and the actual value for the different values of the
actual outcome (A= 0, 3, and −3). One might expect
that a prediction equal to the actual outcome would
indicate superior forecasting ability (i.e., the lowest
expected MSE). However, as shown in Figure 2(a),
this is only true if the actual outcome A equals 0.
The minimum value of the expected MSE is reached
when the prediction is equal to 0. Thus, the most accu-
rate forecasters (i.e., those whose forecast was iden-
tical to the actual outcome: p = A) are expected to
have the highest overall accuracy (i.e., the minimum
expected MSE).
A very different pattern is observed when the

actual outcome is not equal to zero but is very high.

Suppose, for example, that the actual outcome was
A = 3. In this case, the most accurate forecasters,
whose predictions equal the actual outcome, are not
expected to be the best forecasters (i.e., with the low-
est expected MSE). This is illustrated in Figure 2(b),
which shows how the expected MSE varies with the
distance between the prediction and the actual out-
come when the actual outcome is 3. As shown, the
minimum expected MSE occurs when the prediction
is lower than the actual outcome (p < A). This is
because a very high prediction, such as p = 3, is an
indication of overreaction rather than superior fore-
casting skills. Suppose, finally, that the actual outcome
were very low: A=−3. Again, because the actual out-
come is extreme, the overreactor is more likely to have
made an accurate prediction (p = A). Managers who
follow Bayes’s rule would tend to make predictions
that are less extreme and thus closer to 0. As shown
in Figure 2(c), the minimum expected MSE occurs
when the prediction is higher than the actual outcome
(p >A).

2.3. Important Boundary Conditions of the Model
With only two types of managers, this simple model
shows formally why an accurate prediction about an
extreme event might be an indication of poor, rather
than good, forecasting skills. There are, however, sev-
eral important boundary conditions.
First, the assumption that p= S captures an extreme

case of base-rate neglect: no weight is given to the
prior information (i.e., expected performance level
E
u� = 0�. Usually, people pay some attention to the
base rate but weigh it insufficiently relative to the
appropriate normative model (Koehler 1996, Hamm
1994, Novemsky and Kronzon 1999). The extent
to which information about the base rate is used
depends on the context and task. Researchers have
demonstrated that direct experience, frequency for-
mats, unambiguous sample spaces, and random sam-
pling tend to promote base-rate usage (Cosmides and
Tooby 1996, Gigerenzer and Hoffrage 1995, Tversky
and Kahneman 1974, Weber and Borcherding 1993).
In reality, managers may vary in the extent to which
they take prior information into account. Although
our core result holds more generally when there are
many managers who vary in their extent of base-rate
neglect, it does depend on the frequency of base-rate
neglect. Specifically, the basic results would not hold
if few or no managers were insufficiently regressive
in their predictions.
Consider a model with many different types of

managers whose prediction strategies vary in the
extent to which they take prior information into
account. A manager of type i sets the prediction equal
to p = biS. If bi = 0
5, the manager is a Bayesian. If
bi > 0
5, the manager tends to neglect the base rate
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and overreacts to the signal. If bi < 0
5, the manager
pays too much attention to the base rate and underre-
acts to the signal. Simulations indicate that our basic
result, that an accurate prediction about an extreme
event signals poor forecasting ability, holds if most
managers underutilize the base rate, i.e., have a value
of bi above 0
5. If most managers underreact, however,
the opposite result may emerge. Suppose, for exam-
ple, there were only two managers. The first manager
is a Bayesian with a value of bi equal to 0
5. The sec-
ond manager is an underreactor with a value of bi
equal to 0
01. The predictions of the second manager
will be very close to 0. A high prediction is thus an
indication that the individual making the prediction
was a Bayesian. As a result, an accurate prediction of
a successful activity is an indication of superior fore-
casting ability (a low expected MSE). However, if we
add a third type of manager with a value of bi equal
to 0
9, we get the same result as above. It is interest-
ing to note that in our empirical analysis, presented
later, we find that most people tend to underweight
the base rate and thus overweight the signal. As a
result, most of them have a value of b higher than the
Bayesian case of 0.5.
A second critical assumption is that high perfor-

mance is a rare event, which is reasonable if the model
is applied to sales or business success more generally.
Because a high outcome is rare, a rational manager
is unlikely to predict that the actual outcome will be
high even if the observed signal is high. If a high out-
come was in fact common, a rational manager would
be more likely to predict that the performance would
be high if she observed a high signal. For example,
suppose that the average outcome (�) is equally likely
to be +3 or −3. Moreover, suppose that the error term
is normally distributed with a mean of 0 and a vari-
ance of 1. Because the outcome of +3 is a common
event, a rational manager will also likely predict a
high actual outcome if the signal is high.3

Related to this, we assumed that � and the error
term were normally distributed. The results also hold
when the distribution of the outcome is (positively)
skewed. For instance, most movies sell little, while a
few sell a lot (De Vany and Walls 2002). To model this,
suppose that sales follow a Poisson distribution with
parameter �. Managers do not know the value of �
but know that it is drawn from a gamma distribu-
tion with parameters � and �. Based on test sales (S),
managers have to predict the actual sales (A). To do
this, a Bayesian would infer the value of �, based on

3 In fact, for this alternative model, the rational manager may be
more likely than the overreactor to predict a high outcome. If the
observed signal is +1, the rational manager would predict an out-
come close to +3, whereas an overreactor, who only relies on the
signal, would predict +1.

the test sales, and use this to predict the actual sales
(e.g., DeGroot 1970). An overreactor, who ignores the
base rate, would only rely on the observed sales
and predict that p = S. If the distribution of � is
skewed, with most values being small (corresponding
to low expected sales for most products), it would be
unlikely for a Bayesian to predict high sales even if
test sales are high. An overreactor, in contrast, would
predict high sales whenever the observed test sales
are high. As a result, if the actual sales were high, it
is more likely that the overreactor would have pre-
dicted such high sales. To illustrate this, we simu-
lated the distribution of predictions, given the actual
outcome, for a Bayesian manager and an overreac-
tor. When actual sales A = 3 (i.e., close to the most
common value of sales when �= 3 and �= 1�, we
find that the Bayesian manager is more likely to have
made a prediction close to the actual outcome. How-
ever, when actual sales A are unusually high (A= 10),
the over-reactor is more likely to have made a predic-
tion close to the actual outcome.4

Third, we assumed a particular loss function—that
managers wanted to minimize the MSE. Would our
basic result hold if forecasters had different incen-
tives, such as one to state a bold and extreme pre-
diction? In short, yes. Even if the rational individual
has an incentive to state a prediction higher than the
expected value of her posterior, the “irrational” indi-
vidual would be even more likely to state a very high
prediction—because the irrational individual, ignor-
ing the base rate, truly believes that a high outcome
is the most likely event given the signal. Stated dif-
ferently, even if forecasters have incentives to make
a bold prediction, the “irrational” forecasters will be
more likely to state a bold prediction because they
are also more likely to believe that the event will be
extreme. Thus, if all forecasters faced incentives to
state a bold forecast, we might get the same quali-
tative results as we have now. The exception is, of
course, if incentives to state an extreme prediction are
so strong that forecasters ignore the costs of being

4 Our results hold more generally when some other assumptions
are relaxed. First, the average outcome, �, does not have to be 0
but can be positive or negative. This does not change the basic
results, but only changes the scale. Second, our model assumed
that the manager only had access to one signal and made only one
prediction. Our results would hold but the effect would be atten-
uated if either condition is relaxed. For instance, if the manager
instead has access to more than one signal, she would be able to
predict the actual outcome more precisely (this is confirmed in our
lab experiments). Similarly, if she makes numerous predictions, the
average accuracy of these predictions (the MSE) would be close to
the true value (the expected MSE). Thus, an accurate and extreme
prediction is most likely to be an indication of poor judgment in
situations where only a few noisy signals are available or only a
few predictions can be observed.
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inaccurate. For example, if all individuals had incen-
tives to always state the highest possible prediction,
then their beliefs would not matter for their predic-
tions, and they would behave similarly, regardless of
their level of rationality. More generally, strong incen-
tives to state a bold prediction would weaken the
association between an accurate extreme prediction
and forecast ability, but would not necessarily elimi-
nate or reverse the pattern.
The situation is more complex when forecasters

have an incentive to “stand out from the crowd” by
stating an accurate and unique prediction. Modeling
this would require a game theoretic model in which
players differ in their level of rationality, and rational
players realize this, which is beyond the scope of this
paper. Still, it is possible to imagine that such incen-
tives imply that rational forecasters are more likely
than irrational forecasters to state an extreme pre-
diction, because rational forecasters realize the need
to separate themselves from others.5 In this case, an
accurate but extreme prediction would be an indica-
tion of rationality rather than irrationality. Note, how-
ever, that this does not change our basic result: an
accurate but extreme prediction would still be a signal
that the forecaster has high MSE. However, the mech-
anism is different: rational forecasters realize that they
have to sacrifice overall accuracy for the possibility of
being unique.

2.4. Related Phenomenon: Regression to the Mean
Our argument is conceptually distinct from “regres-
sion to the mean,” where extreme values are usually
followed by values closer to the mean (e.g., Harrison
and March 1984). In our setting, regression to the
mean implies that a forecaster who made a very accu-
rate prediction in period t is likely to make a less
accurate prediction in period t+ 1. The forecaster is
unlikely to repeat an earlier feat, because that might
have been due to good luck. This phenomenon occurs
in any model in which forecasting accuracy is influ-
enced by chance events, in addition to differences in
judgment. However, it is not the mechanism that pro-
duces our model’s results. In our model, poor fore-
casters are more likely to make extreme predictions.
Therefore, a forecaster who made a very accurate pre-
diction about an extreme event in period t is likely to
make a prediction in period t+ 1 that is less accurate
than one made by someone who made a less accurate
prediction in period t. Hence, we show “regression to
below the mean”: a highly accurate forecaster in one
period will have a lower-than-average forecast accu-
racy in the next period.

5 This is not obvious, however, because if many forecasters have
incentives to state a unique prediction and many of them make
bold predictions, being unique might require making a conserva-
tive prediction.

3. Empirical Illustrations
Our model shows that poor forecasters are more likely
to predict accurately when the actual outcome is
extreme, because they are more likely to make extreme
predictions. To empirically examine the predictions
from our model, we conducted two lab experiments.
Furthermore, we analyzed a field data set to see
whether similar results hold where professional fore-
casters have substantial expertise and many opportu-
nities to learn and are motivated to be accurate.

3.1. Lab Experiment 1
We asked participants to predict album sales of a
series of hypothetical artists based on information
from pilot test results. Given the predicted sales and
the actual sales, we computed the MSEs for the partic-
ipants and examined whether an accurate prediction
was associated with a high or low MSE.

3.1.1. Participants and Procedures. New York
University undergraduates (N = 133) were recruited
to take part in a computerized experiment, which
asked them to play the role of an executive work-
ing for a major music label. We told them that their
goal was to predict sales of an artist’s first album as
accurately as possible, for a series of different artists.
We also instructed that to do this, they could rely on
test results from a “pilot” that evaluated the “sales
potential” of an artist. To allow participants to learn
about the distribution of the sales, we introduced
some hypothetical, historical data on pilot test results
and the actual first album sales of 25 artists. No fur-
ther information was provided on each artist, who
was identified by a running number only. A randomly
drawn sample is shown below:

Artist Test Actual
1001 58
62 75
33
1002 27
68 16
17
1003 63
81 70
79
1004 47
86 46
46
1005 43
94 64
67
1006 48
05 44
31
1007 71
04 52
03
1008 54
6 51
37 
 
 


For instance, artist 1001 attains actual sales of 75
33 (in
thousands), whereas the test indicates that her poten-
tial is 58
62 (in thousands). Each participant then pre-
dicted the actual sales of 100 hypothetical artists. In
each case, participants were shown a pilot test result
and asked to input their prediction of the actual sales.
Afterward, the actual sales would be displayed, as
well as the difference between the prediction and the
actual sales. The program then showed the test results
for the next artist. A window on the screen was cre-
ated to capture the entire history of the test results,
the predictions, and the actual sales for each trial.
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For each participant, we randomly generated test
results as well as actual sales figures in the follow-
ing way: for artist i, a random variable, �i, was first
drawn from a normal distribution with a mean of 50
and a standard deviation of 10. The test sales as well
as the actual sales for artist i were then drawn from a
normal distribution with mean �i and standard devi-
ation of 10. Thus, conditional on �i, the test sales and
the actual sales were independent random variables.
This set-up is identical to the model.
We used two alternative incentive schemes to

determine the payoffs of the participants: (1) the
“incentive” condition in which subjects are paid in
proportion to their MSE and (2) the “fixed-pay” con-
dition in which subjects are only paid for partici-
pation ($10) and there are no incentives based on
performance. In the “incentive” condition, we told
the subjects that their reward would depend on how
accurate their predictions were with respect to actual
outcomes. The smaller their errors, the larger their
rewards. Specifically, participants were told that for
each prediction, their accuracy would be measured by
the MSE, which is simply the average squared differ-
ence between the predicted sales and the actual sales
for all the artists. Furthermore, they were told that
their payoffs depend on the formulae: Reward= $20−
0
03∗ (MSE). Lastly, they were told that they would
still earn $3 for participating in the experiment even
if their reward ends up negative or zero.6

Of the 133 participants who showed up, 69 were
randomly assigned to the “fixed-pay” condition and
the remaining 64 were assigned to the “incentive”
condition.

3.1.2. Results. We calculated the MSE for each
participant. In the “incentive” condition, participants’
average MSE was 212. This is significantly lower than
276—the average MSE for those in the fixed-pay con-
dition (t = 5
3880, p < 0
001). With incentives, subjects
were more accurate on average.
Recall that, as in Figure 2(a), our model predicts

that when the outcome is not extreme, a predic-
tion equal to the actual outcome (i.e., pi = ai) would
indicate superior forecasting ability (i.e., the lowest
expected MSE). This means that the minimum value
of the expected MSE is reached when the prediction
is equal to the actual outcome. However, when the
actual outcome is extreme (either high or low), as in
Figures 2(b) and 2(c), the most accurate forecasters
(for whom the predictions equal the actual outcome)
are not expected to be those with the lowest expected
MSE. When the actual outcome is extremely high, we
predict that the minimum expected MSE should occur
when the prediction is lower than the actual outcome

6 No participant ended up with a negative score.

Table 1 Pooled OLS Regressions Results from Lab Experiment 1

(1) All data (2) A> 60 (3) A< 40

Variable Coefficient p-value Coefficient p-value Coefficient p-value

(a) With incentives
Constant 206�959 <0�001 211�0598 <0�001 206�0792 <0�001
pi − ai −0�007 0�851 0�5829 0�007 −0�1554 0�0264
�pi − ai �

2 0�0230 0�016 0�0324 0�004 0�0229 0�015
N 6,400 1,623 1,371
R2 0�023 0�0276 0�0239

(b) Without incentives (i.e., fixed pay)

Constant 265�1659 <0�001 273�8232 <0�001 267�1723 <0�001
pi − ai −0�0522 0�541 0�7288 <0�001 −1�1031 0�026
�pi − ai �

2 0�0388 0�001 0�0417 0�012 0�0637 0�002
N 6,900 1,618 1,779
R2 0�0385 0�0262 0�0800

Notes. All results are based on pooled OLS regressions with MSE as the
dependent variable. We pooled across experimental subjects and predictions.
Standard errors are clustered on individuals.

(p <A), and the opposite is true when the actual out-
come is extremely low.
Thus, our model suggests that the overall forecast-

ing ability (as measured by MSE) can be explained by
two independent variables: (1) the distance between
the prediction and the actual outcome, (pi − ai) and
(2) this distance squared, (pi − ai�

2. If the actual out-
come is not extreme, only the squared term would
be significant, indicating that the minimum value of
the MSE is reached when the prediction is equal to
the actual outcome. However, if the actual outcome
is in fact extreme, both the linear and the squared
term should be significant. Specifically, when the
actual outcome is extremely high, the linear and the
squared term should be significantly positive, indicat-
ing that the minimum expected MSE occurs for pre-
dictions lower than the actual outcome (when pi − ai
is negative). When the actual outcome is extremely
high, the linear term should be significantly negative
and the squared term significantly positive, indicating
that the minimum expected MSE occurs for predic-
tions higher than the actual outcome (when pi − ai is
positive).
These predictions are confirmed in our ordinary

least squares (OLS) regression analysis with the MSE
as the dependent variable and �pi−ai� and �pi−ai�

2 as
the independent variables. As seen in column (1) of
Table 1, which includes all the data, only the squared
term is significant. Thus, in this case, the MSE is at
a minimum when the prediction equals the actual
outcome (pi = ai�. Column (2) in Table 1 shows the
results when we used only the data for which the
actual outcome was above 60. Both the squared term
and the linear term �pi − ai� are significant and pos-
itive. Consistent with Figure 2(b), this implies that
the minimum expected MSE occurs at a prediction
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that is lower than the actual outcome �pi < ai�. Col-
umn (3) in Table 1 documents the result when we
used only the data for which the actual outcome was
below 40. The squared term is significant and positive
and the linear term (pi−ai) is significant and negative.
In accordance with Figure 2(c), this implies that the
minimum expected MSE occurs at a prediction that is
higher than the actual outcome (pi > ai).7 We get sim-
ilar results if the cutoffs were instead above 55 and
below 45 or above and below 50.
To examine whether these results emerge because

extreme predictions are associated with base-rate
neglect, we estimated the following OLS regression
for each participant: pj� i = ai + biSj� i + �j� i. Here pj� i
is the j

′ th prediction made by participant i and Sj� i
is the j ′ th test sale “signal” observed by participant i.
The average R2 for these regressions was 60%, sug-
gesting that this simple model is able to explain a
substantial part of the variance in the predictions
made. Most participants (82%) had a value of b higher
than 0.5 (the value of b that would minimize the
expected MSE in this setting), which is consistent with
our assumption that most participants put too much
weight on the signal. Moreover, the value of b was
positively associated with the number of predictions a
participant made above 60 (the correlation is 0.3248, p-
value< 0
01, two-tailed test, N = 133) as well as with
the number of times a participant correctly predicted
that the actual sales would be above 60 (the corre-
lation is 0.4615, p-value< 0
001), consistent with our
expectation that both the number of extreme predic-
tions and the number of extreme correct predictions
are associated with base-rate neglect. Similarly, the
estimated value of b was positively associated with
the number of predictions below 40 (the correlation
is 0.3003) and with the number of times a partici-
pant correctly predicted that the actual sales would
be below 40 (the correlation is 0.4585).
The number of extreme (above 60 and below 40)

and correct extreme predictions was also positively
correlated with MSE, but the association was not sig-
nificant, because the signals and outcomes varied sub-
stantially across participants. To eliminate this source
of variation, we recruited 47 additional subjects and
asked them to predict sales for 50 artists and showed
the same 50 pairs of test and actual sales figures to
all subjects. In this simpler set up, we found that,
as predicted, the MSE was positively correlated with
the number of predictions above 60 and below 40
(the correlation was 0
51, p-value < 0
001, two-tailed
test, N = 44). The reason is that poor forecasters make

7 Similar results emerge if we do not include the mean squared
deviation for prediction i in the computation of the average MSE,
when estimating the effect of pi − ai and �pi − ai�

2 on average MSE.

more extreme predictions: the number of times partic-
ipants correctly predicted that the actual sales would
be above 60 was positively correlated with the MSE
(the correlation is 0
43, p-value < 0
01).8 A differ-
ent pattern emerged if we examined the association
between the MSE and the number of times partici-
pants correctly predicted that the actual sales would
be between 40 and 60. This association is negative
(the correlation is −0
48, p-value< 0
02). Thus, partic-
ipants who made a larger number of accurate inter-
mediary predictions were likely to be forecasters with
a lower MSE.

3.2. Lab Experiment 2
To incorporate the possibility that an extreme pre-
diction could be a result of superior information, we
designed Experiment 2 so subjects had access to two
signals instead of only one. For every prediction we
displayed two signals, each randomly drawn from a
normal distribution with a mean of 0 and a standard
deviation of 10. We again implemented two incen-
tive conditions identical to those in Experiment 1.
We recruited 115 additional New York University stu-
dents, 53 of whom were randomly assigned to the
“fixed-pay” condition, and the remaining 62 took part
in the “incentive” condition.
We then combined the data from this experiment

with the data from Experiment 1 and focused on the
“incentive” condition for our analysis.9 The combined
data set includes subjects who vary in their access
to information (number of signals) and their predic-
tion strategies (how well they used the information
they had access to). Thus, in the data set, an extreme
but accurate forecast might not necessarily be an indi-
cation of poor forecasting ability. Rather, it may be
an indication of access to more information (because
people with more precise information should ratio-
nally weight the signal more and make more extreme
predictions). We hypothesize that in the combined
data set our basic result still holds, although the mag-
nitude of the effect should be smaller, because an

8 The number of times participants correctly predicted that the
actual sales would be low was also positively associated with the
average MSE. However, this association is only significant (at a
p-value of 0
05) if we examine very low predictions, such as those
below 25. A possible explanation of this lack of symmetry is that
participants are more likely to be insufficiently regressive if they
observe high test sales than if they observe low test sales. Consis-
tent with this, the average estimated value of b was larger when test
sales were above 50 than when test sales were below 50. Ganzach
and Krantz (1991) documented a similar asymmetry in regressive-
ness between high and low values.
9 As expected, the effect of having two signals was mainly to reduce
the average MSE: it was 185
5 for two signals, significantly lower
than 211.
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Table 2 Pooled OLS Regressions Results from Lab Experiment 2

Model 1, A> 60 Model 2, A> 60

Variable Coefficient p-value Coefficient p-value

Constant 193�3644 < 0�001 231�0293 < 0�001
pi − ai 0�1208 0�224 0�1817 0�055
�pi − ai �

2 0�0181 < 0�001 0�0183 < 0�001
Signals −24�8055 < 0�001

N 3,160 3,160
R2 0�0200 0�1237

Notes. All results are based on pooled OLS regressions with MSE as the
dependent variable. We pooled across experimental subjects and predictions.
Standard errors are clustered on individuals.

accurate but extreme prediction is a weaker indicator
of poor forecasting ability.10

To examine this, we redid our regressions with MSE
as the dependent variable and pi − ai and �pi − ai�

2 as
independent variables, using the combined data set
(after removing an outlier participant with a MSE in
excess of 400). Previously, when we looked at high
actual outcomes (A > 60), the coefficients on both
pi − ai and �pi−ai�

2 were positive and significant. The
implication was that the MSE is lower for predic-
tions that are lower than the actual outcome (when
pi − ai is negative). As seen in Table 2, which reports
the regressions results for the combined data set, the
coefficient on �pi − ai�

2 is still significant and posi-
tive. The coefficient on pi − ai is positive but not sig-
nificant (p= 0
224). Most important, if we control for
the number of signals subjects received, the coefficient
on pi − ai increases in size and is close to significant
(p= 0
055). What this illustrates is that when there
is heterogeneity in some other variable that influ-
ences the accuracy of predictions (i.e., some people
have access to more precise information), the effect is
weaker and may not be significant.11 Thus, our results
are likely to be less important in contexts where access
to information differ significantly.

3.3. Wall Street Journal Survey of
Economic Forecasts

Every six months, the Wall Street Journal asks about
50 economists and analysts to forecast a set of macro-
economic statistics for the next six months (e.g.,

10 Our basic result would not hold, however, if managers who
are insufficiently regressive simultaneously have access to better
information and thus potentially could make a more accurate pre-
diction. There seems to be no reason to suspect, however, that over-
reactors would systematically have access to more information or
to more precise information.
11 We also examined those predictions for which the actual out-
comes turned out to be below 40. Although the square term is
always significant and positive, the linear term is negative but only
marginally significant, regardless of whether we controlled for the
number of signals: p= 0
056 and p= 0
079, respectively (the corre-
sponding coefficients are −0
1899 and −0
1680).

gross national product (GNP), inflation, unemploy-
ment, exchange rates, etc.). The survey is published
biannually in the beginning of January and July. The
forecast of each participant is published together with
the name of the forecaster, which motivates the par-
ticipants to be accurate.

3.3.1. Data and Measures. Data on forecasts and
actual outcomes are available in theWall Street Journal
(as well as in the online edition).12 Using this data,
we extracted forecasts and actual values for all fore-
casters participating in any of the seven surveys from
July 2002 to July 2005. Each survey asked partici-
pants to forecast eight different economic items: gross
domestic product (GDP), the unemployment rate, the
consumer price index, the three-month Treasury bill,
the 10-year government note, federal funds, the yen,
and the euro. The median number of surveys that the
68 forecasters participated in was 5.
To compare the accuracy of different forecasts with

very different scales, we measured forecast accuracy
by the absolute percentage deviation between the
forecast and the actual outcome: �pi� t − at�/at , where
pi� t is the forecast made by forecaster i in period t
and at is the actual outcome. The overall measure of
accuracy for forecaster i was the average absolute per-
centage deviation, where the average was taken over
all forecasts of the forecaster i in all surveys i par-
ticipated in. Denote this measure of overall accuracy
AvgDevi. To measure the accuracy of a particular fore-
cast j made by forecaster i in period t, we simply
calculated the percentage deviation from the actual
value, Devi� j� t = �pi� j� t − aj� t�/aj� t , and the measure of
the same value squared, Dev2i� j� t .
To test our model, we need to identify some cut-

off, which represents an “extreme” outcome, defined
relative to what can be expected (i.e., relative to the
prior of a rational Bayesian forecaster). In both the
model and the experiment we classified an outcome
as “high” or “low” using the distance between the
actual outcome and the mean of the distribution,
because we knew the distribution from which the
actual outcomes and the signals were drawn. In this
context, such a measure does not necessarily make
sense, because the variables that forecasters are asked
to forecast may not be stationary and could change
predictably. Thus, using historical data to identify
an extreme outcome may be problematic if there are
trends in the data known to the forecasters. For exam-
ple, suppose that historically a GDP growth of below
1% has been unusually “low.” However, all forecast-
ers may be aware that during the next period, the
GDP growth will probably be very low. Using a cutoff

12 We are grateful to Rick Larrick and Jack Soll from Duke Univer-
sity for making their database on these forecasts available to us.
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Table 3 Pooled OLS Regressions Results from theWall Street Journal
Field Data

(1) All data (2) Dist j
 t > 0�2 (3) Dist j
 t <−0�2

Variable Coefficient p-value Coefficient p-value Coefficient p-value

Constant 0�1656 < 0�001 0�1776 < 0�001 0�1888 < 0�001
Devi
 j
 t −0�0051 0�627 0�1268 < 0�001 −0�0269 0�058
Dev 2

i
 j
 t 0�0354 < 0�001 0�2226 < 0�001 0�0283 < 0�001
N 2,944 264 323
R2 0�039 0�279 0�059

Notes. The results are based on pooled OLS regression with average per-
centage absolute deviation (AvgDev i � as the dependent variable. We pooled
across forecasters, surveys, and different forecast areas (e.g., unemploy-
ment, GNP, etc). Standard errors are clustered on individuals.

of 1% would not be appropriate. Instead, we clas-
sified an outcome as “high” or “low” by using its
distance from the average prediction made by all fore-
casters. Specifically, we used the percentage deviation
between the average prediction and the actual out-
come: Distj� t = �at− p̄j� t�/p̄j� t , where p̄j� t is the average
prediction made by all forecasters in survey t about
forecast item j . This measure indicates whether an
outcome was unusually high or low relative to what
was expected by most forecasters. Previous research
has also demonstrated that the average prediction is
usually quite good (e.g., Larrick and Soll 2006).

3.3.2. Results. We again estimated the same set of
OLS regressions with the average accuracy, AvgDevi,
as the dependent variable, as we did using the exper-
imental data. We pooled all the data across the
different forecasters and the different surveys. The
independent variables were the percentage devia-
tion between the prediction and the actual outcome,
Devi� j� t , as well as this term squared, Dev2i� j� t . Table 3
shows the result of these regressions.
Column (1) in Table 3, which includes all the data,

shows that only Dev2i� j� t is significant. Thus, in this
case, the estimated value of AvgDevi is at a mini-
mum when the prediction equals the actual outcome.
Column (2) in Table 3 shows the results when we
only used the data for which the actual outcome
was high relative to the average prediction. As a cut-
off point, we used an actual outcome that was 20%
higher than the average forecast. So, in column (2)
we only include the data for which Distj� t > 0
2. Both
Dev2i� j� t and Devi� j� t are now significant and positive.
This implies that the minimum estimated value of
AvgDevi occurs at a prediction lower than the actual
outcome. If the actual outcome is high, an accurate
prediction (i.e., a prediction equal to the actual out-
come) is not an indication of a high average accu-
racy (i.e., a low value of AvgDevi�. Column (3) in
Table 3 shows the result when we only use the data
for which the actual outcome was 20% lower than
the average prediction (Distj� t < −0
2�. Now Dev2i� j� t

is significant and positive and Devi� j� t is negative,
albeit only marginally significant. This implies that
the minimum estimated value of AvgDevi occurs at a
prediction that is higher than the actual outcome.13

The explanation for this pattern is that poor fore-
casters made more extreme predictions. To illustrate
this, we calculated, for each forecaster, the propor-
tion of all forecasts that were extreme, in the sense
that they were more than 20% above or below the
average prediction. The proportion of extreme fore-
casts was positively correlated with AvgDevi (the cor-
relation was 0
65, p-value < 0
001, two-tailed test,
N = 68). Because poor forecasters were more likely to
make extreme forecasts, they are also more likely to
make extreme forecasts that turn out to be accurate.
To examine this we calculated, for each forecaster,
the proportion of forecasts that were more than 20%
above (or below) the average prediction when the
actual outcome was more than 20% above (or below)
the average prediction. The correlation between this
proportion and AvgDevi was 0
53 (p-value < 0
001,
two-tailed test, N = 68). Thus, an ability to call many
extreme events correctly was an indication of poor
judgment. In fact, the analyst with the largest num-
ber as well as the highest proportion of accurate and
extreme forecasts had, by far, the worst forecasting
record (the highest AvgDevi�.

14

To summarize, both our model and experiments
suggest that poor forecasters make more extreme pre-
dictions because they rely too much on the informa-
tion at hand and weigh the base rate insufficiently. It
is not possible to test this explanation using the field
data, but this explanation is consistent with anecdotes
about how analysts who beat the consensus forecast
accomplished this. Consider the story of the high-
est ranked forecaster in the last period in our data,
Sung Won Sohn, CEO of Hamni Financial Group. He
achieved his first place by being one of a few who
correctly predicted a high inflation rate when the con-
sensus forecast was low. He credited his unusually
high but accurate inflation forecast to an intuition he
developed after visiting a California jeans producer.
The producer could not keep up with demands for
its $250 jeans. According to the Wall Street Journal,
“He figured ‘there must be money out there if people
are willing to pay that much’ for bluejeans” (Gerena-
Morales and Hilsenrath 2006). Such methods do not

13 We get similar results if we use dummy variables to control for
different forecast items (e.g., unemployment, GNP, etc.) and if we
use a different cutoff, such as +/−0.15 or 0.1. We also get similar
results if we do not include, in the computation of the dependent
variable (average percentage deviation), the absolute percentage
deviation for forecaster i.
14 The positive correlation remains, however, if we delete this
outlier.
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always work; in the preceding two surveys, Sung
Won Sohn was ranked 43 and 49 out of 55.
An alternative explanation of our results is that a

successful prediction generates overconfidence. Over-
confident individuals, who overestimate the precision
of their private information relative to publicly avail-
able information, are likely to make less accurate pre-
dictions. For example, Hilary and Menzly (2006) show
that analysts who have predicted earnings more accu-
rately than the median analyst in the previous four
quarters tend to be simultaneously less accurate and
further from the consensus in their subsequent pre-
dictions. They attribute this to overconfidence, which
is a variable trait triggered by reactions to past results.
In contrast, we assume for our model a distribution of
different types of forecasters with fixed traits, where
some forecasters react too strongly to the signal they
get, possibly because they are overconfident and thus
ignore the base rate. It is not obvious how a model
of variable overconfidence, triggered by past results,
could explain the findings in our study. Remember
that we found that an accurate prediction was associ-
ated with a high overall accuracy, if we used all the
data. An accurate prediction was only associated with
low overall accuracy when the accurate prediction
concerned an outcome that was extreme. For over-
confidence to explain our result, it would have to be
a selective form of overconfidence that only operates
when an analyst makes an accurate forecast that sub-
stantially deviates from others. It is possible that such
selective overconfidence exists in conjunction with the
mechanism in our model.
Past success and failure in forecasting can also

influence the motivation of forecasters. For exam-
ple, forecasters who have made inaccurate predictions
because of bad luck or poor judgment may deliber-
ately try to make bold forecasts, to have some chance
of being highly ranked (e.g., Chevalier and Ellison
1997, Leone and Wu 2007). Successful forecasters, in
contrast, may become cautious to avoid spoiling their
existing reputation (Prendergast and Stole 1996). Such
changes in motivation triggered by past results could
explain our finding that extreme and accurate predic-
tions are associated with high MSE, but only if pre-
viously unsuccessful forecasters do not change their
behavior after an extreme and accurate forecast in
such a way that their overall MSE becomes low.
A simpler alternative explanation is heterogeneity

in incentives. Specifically, suppose all analysts are
rational and that some analysts—but not all—have
an incentive to “stand out from the crowd.” That is,
some analysts have incentives to state an accurate and
unique prediction, whereas others have an incentive
to make an accurate prediction. As discussed in §2.3,
such a model might generate the same basic result:
an accurate prediction of an extreme event would be

a signal that the decision maker is a poor forecaster
(with a high MSE). The underlying mechanism dif-
fers from our model, however. Being accurate about
an extreme event is not a signal of irrationality (all
decision makers are assumed to be rational). Rather,
it is a signal that the decision maker has incentives
to stand out from the crowd. If such decision makers
are likely to make more extreme predictions, they are
also likely to have high MSE.
Without data on the prediction strategies of ana-

lysts, it is difficult to separate this account from our
model. It is not clear, however, whether analysts are
in fact motivated to make bold forecasts. Empirical
research shows that analysts are more likely to be
fired if they have made bold and inaccurate fore-
casts (Hong et al. 2000), and theoretical work shows
that analysts may instead have incentives to stick to
the consensus forecast (Scharfstein and Stein 1990,
Trueman 1994).

3.3.3. Political Forecasts. Our experimental as
well as empirical results are consistent with Tetlock’s
(2005) analysis of the accuracy of political forecasts.
Tetlock (2005) finds that forecasters who rely on
conviction and ideology are more likely to make
accurate predictions about extreme events, but only
because they more frequently make extreme forecasts.
For example, such ideologically motivated forecast-
ers successfully predicted the Yugoslavia war (Tetlock
2005, p. 89). Nevertheless, they also predicted many
other extreme events that never materialized: War has
yet to break out between Hungary and Romania; the
divorce between Czechs and Slovaks was as civilized
as these things get; and Russia has not yet invaded the
Baltics (Tetlock 2005, p. 89). Because these forecast-
ers tend to make extreme forecasts that stray far from
base rates (Tetlock 2005, p. 85), they have higher miss
rates as well as false alarm rates. Forecasters who do
not rely on ideology make less extreme forecasts and
are less likely to accurately predict extreme events,
even though their overall accuracy scores are higher
(Tetlock 2005, p. 91).

4. Implications
4.1. Implications for Inferences About

Forecasting Ability
Forecasting ability should ideally be determined
based on all predictions, not only a selected subset of
extreme predictions. In many contexts, however, data
on extreme events may be more accessible or salient.
Our results illustrate the hazards of inferring forecast-
ing ability from such selective subsets of predictions.
Although this point may be easily grasped in hind-

sight, we believe it has not always been taken into
account in discussions of forecasting in strategy and
management. Consider, for example, the attention



Denrell and Fang: Predicting the Next Big Thing: Success as a Signal of Poor Judgment
1664 Management Science 56(10), pp. 1653–1667, © 2010 INFORMS

paid, in the press and in many textbooks, to successful
entrepreneurs who became successful by investing in
and predicting new trends. Researchers or consultants
who are interested in the determinants of visionary
entrepreneurship would be studying a sample of pre-
dictions of mainly extreme events. This can cause
misleading inferences about forecasting ability, unless
the mechanisms we have described are kept in mind.
More generally, our paper is a reminder that, in addi-
tion to superior information and luck (Barney 1986),
base-rate neglect is a characteristic likely to be com-
mon among entrepreneurs who discover new sources
of competitive advantage.
Consider, next, discussions of the failures of incum-

bent firms to predict and react to new, “disrup-
tive” technologies (Bower and Christensen 1996). Few
emerging technologies or business models are disrup-
tive, and it is not easy to detect the ones that are
(Kaplan et al. 2003). Because the base rate is low, ratio-
nal forecasters will seldom bet that a new technology
is disruptive. Irrational forecasters, who ignore the
base rate and overreact to signals, are more likely to
make such calls. This suggests that the failure to pre-
dict what technologies will become disruptive is not
necessarily a sign of poor judgment, flawed mental
models, or inertia (Tripsas and Gavetti 2000). Rather,
it may be an indication of good judgment.
More generally, our model suggests that poor fore-

casters will be overrepresented among those who
were able to “see what is next” (Christensen et al.
2004) and who were hailed as “seers” (Armstrong
1978). Of course, according to our arguments, poor
forecasters will also be overrepresented among those
who falsely claimed that a new technology would be
disruptive. Such cases are often ignored in empiri-
cal studies of disruptive technologies, because these
studies usually only examine the reaction of firms
to technologies that did become disruptive. How-
ever, if a study is conditioned on the occurrence of
a surprising, disruptive event, we should not be sur-
prised when reasonable managers are surprised that
the event occurred. As our results illustrate, in such
situations, rational individuals will appear as inert
and non-responsive, whereas irrational individuals
will appear agile and responsive.

4.2. Implications for Inferences from
Performance Data

In many contexts, forecast accuracy is related to per-
formance. Managers and entrepreneurs who make
more accurate forecasts will often make more money.
Scholars in strategic management have also long
emphasized that the origins of competitive advan-
tage lie in the foresight of managers (Barney 1986,
Cockburn et al. 2000, Teece et al. 1997). Firms can
only obtain a competitive advantage by recognizing

the value of resources before the competition does
(Barney 1986, Makadok and Walker 2000, Durand
2003, Denrell et al. 2003, Ahuja et al. 2005).
This raises the question of whether our basic result

can be applied to inferences about forecasting ability
from performance data. Specifically, could high per-
formance be an indication of poor forecasting ability?
The answer is negative if all predictions are weighted
equally in a performance metric. Recall that when
we looked at all the data, an accurate prediction was
an indication of good forecasting ability. Our basic
result only emerges if attention is focused on extreme
events. Similarly, high performance would be an indi-
cation of poor forecasting skills only if more attention
is paid to predictions about extreme events or when
such predictions are disproportionally weighted in
performance metrics.
There is, however, an important class of investment

decisions in which performance will only be influ-
enced by predictions about extreme events. These are
decisions in which it is only economical to invest
if demand is predicted to be above some thresh-
old. Consider a manager who contemplates an invest-
ment that will only be profitable if the predicted price
exceeds a fixed cost of entry. Before investing, the
manager observes a signal of demand. Suppose fur-
ther that she faces 10 such investment opportuni-
ties. If the performance metric is the total amount of
profits, it will disproportionably be based on predic-
tions about extreme events. Only predictions above
the threshold lead to investment, and only invest-
ments can generate positive or negative wealth.
In this case, managers who ignore the base rate will

be overrepresented in two groups: those who have
invested several times and made money and those
who have invested several times and lost money.
Rational, profit-maximizing managers who follow
Bayes’s rule will be overrepresented among the group
that seldom invests. Overall, this implies that fore-
casting skill will be a nonmonotonic function of per-
formance (as measured by total wealth). In particular,
very high performance will be an indication of base-
rate neglect. Because poor forecasting skills lead, on
average, to low profits in this situation, very high per-
formance is also an indication of low expected future
profits.15 In a similar way, very high managerial per-
formance would be an indication of poor rather than
good judgment, if the task required making invest-
ments in new products or markets and the perfor-
mance metric was the total wealth created.

15 The nonmonotonic relationship between performance and capa-
bility does not hold if performance is defined as the average money
made, across all investments. However, in many cases the goal is
to accumulate wealth, rather than to maximize the average rate of
return. The latter could, after all, be achieved by turning down
many lucrative investment opportunities and only investing when
the rate is very high.
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This argument (which can easily be formalized)
suggests that inferences about entrepreneurial abil-
ity from entrepreneurial success are perhaps more
complicated than usually believed. It is, however,
mainly applicable to settings in which high perfor-
mance requires identifying and investing in valuable
products and ideas, as well as settings where such
decisions have to be based on noisy signals. If per-
formance depends mainly on capabilities and skills
and does not require making forecasts (such as in
many sports), if forecasts can be based on precise sig-
nals, or if there are large differences in the quality of
information that individuals base their forecasts on
(e.g., people differ substantially in their expertise and
experience), our argument is less relevant. Second,
the implication for expected future performance may
also be ambiguous if performance relies on skills in
addition to forecasting. For example, suppose perfor-
mance requires accurate forecasting and good lead-
ership, and the two components are uncorrelated. If
we observe someone having very high performance,
our argument implies that this individual may in fact
be a poor forecaster. In contrast, high performance
also indicates excellent leadership skills. The expected
level of future performance is thus ambiguous.
Note, finally, that although many scholars have

argued that business success can be due to luck and
chance events in addition to differences in capabili-
ties (Alchian 1950; Mancke 1974; Barney 1986, 1997;
Arthur 1989; Levinthal 1991; Denrell 2004), these prior
contributions do not challenge the fundamental idea
that success is a signal of high capability; they only
imply that success is at most a very noisy signal of
high capabilities. In contrast, our argument suggests
that success could be an indication of low capabilities.

5. Conclusion and Possible
Future Research

Successfully predicting that something will become a
big hit seems impressive. The little model presented
in this paper and the analyses of the experimental and
field data are a reminder that such accomplishments
are not necessarily a sign of competence. The model
shows that there is another reason to doubt whether a
forecaster can repeat a successful prediction, in addi-
tion to the possibility that it is a fluke. The person
making such a successful prediction, if it was about an
extreme event, may have systematically worse judg-
ment than others who made less accurate predictions.
The model is simple and leaves out many aspects, yet
to the extent that its implications are not well under-
stood, it is possible that we may end up awarding
“forecasters of the year” awards to a procession of
cranks, seek to learn from entrepreneurs with extreme
convictions and poor judgment, and promote man-
agers who overconfidently make a series of extreme

predictions relying on intuition but neglecting avail-
able data on base rates.
At a theoretical level, our results show that inter-

esting insight may come from models that assume
heterogeneity in rationality. When forecasters differ
in the extent to which they conform to Bayes’s rule,
accurate but extreme predictions may be an indica-
tion of base-rate neglect. More generally, our model
illustrates that “success” (i.e., accurate predictions,
in our case) may not be an indication of rationality.
Similar questions have been explored in behavioral
finance, where it has been shown that noise traders
rather than “smart” money can achieve the high-
est return (DeLong et al. 1990). An interesting direc-
tion for future research is to examine whether other
measures of success, such as successful market entry
or promotions, are a signal of rationality in models
where the level of rationality varies. For example, suc-
cessful market entry may be caused by exceptional
insight or overconfidence (Camerer and Lovallo 1999).
A rigorous analysis of such competitive contexts—as
well as of the case when forecasters have incentives
to state a unique prediction to get noticed—would
require a game theoretic model in which players differ
in their level of rationality and rational players recog-
nize this. Models of cognitive “hierarchies” (Camerer
et al. 2004) seem promising for such extensions of our
overall approach.
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Appendix
To plot Figure 1, we need the conditional distribution of
the predictions, given the actual outcome f �P �A= a�. First,
we calculate the conditional distribution of the signal, given
the actual outcome. Recall that the value of the prediction,
given the signal, is biS.
Because A and S are normally distributed random

variables, with zero expected values, variances �2
s =

�2
u + �2

1 and �2
A = �2

u + �2
2 , covariance Cov�S�A� =

Cov�u+ �1�u+ �2�= �2
u , and correlation "= �2

u/
√
�2
S �

2
A, the
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conditional density of the signal given the actual outcome
is (e.g., Gut 1995, p. 129):

f �s �A= a� bi� =
1√

2#�2
s

√
1−"2

·

Exp
{
− 1
2�2

s �1−"2�

(
s−"

�s

�A

a

)2}

 (2)

The density of the prediction, which is a linear function
of the signal, is thus

f �p �A= a� bi�=
1
bi
f

(
1
bi
s

∣∣∣∣A= a� bi

)

 (3)

To plot Figure 2, we need to calculate the expected MSE
given the predictions.
Suppose there are two managers, 1 and 2, with different

values of b: b1 and b2. Suppose it is equally likely that an
individual is a manager of type 1 and 2. The probability that
manager 1 made a prediction p when the actual outcome
was A= a, P�i= 1 � p�a�, is then

�1/b1�f ��1/b1�s �A= a� b1�

�1/b1�f ��1/b1�s �A= a� b1�+ �1/b2�f ��1/b2�s �A= a� b2�

 (4)

The expected MSE, given bi, is MSEi = E��A− p�2 � b= bi�.
To calculate this, note that, in general, E�X2�= Var�X�+

E�X�2. Thus,

E��A−p�2 �b=bi� = Var�A−p �b=bi�+E�A−p �b=bi�
2
 (5)

Because E�A− p � b= bi�= 0, E��A− p�2 � b= bi� equals

Var�A− p � b= bi� = Var�A � b= bi�+Var�p � b= bi�

− 2Cov�A�p � b= bi�� (6)

or MSEi = �2
u + �2

2 + b2i �
2
u + b2i �

2
1 − 2bi�2

u = �1 − bi�
2�2

u +
b2i �

2
1 +�2

2 .
It follows that the expected MSE, given a prediction of p

and an actual outcome of A= a, is

E
MSE � p�a�= P�i= 1 � p�a�MSE1+ P�i= 2 � p�a�MSE2
 (7)
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