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Keywords: The Dunning-Kruger hypothesis states that the degree to which people can estimate their ability accurately
Dunning-Kruger effect depends, in part, upon possessing the ability in question. Consequently, people with lower levels of the ability
Intelligence tend to self-assess their ability less well than people who have relatively higher levels of the ability. The most

Self-assessed intelligence common method used to test the Dunning-Kruger hypothesis involves plotting the self-assessed and objectively

assessed means across four categories (quartiles) of objective ability. However, this method has been argued to
be confounded by the better-than-average effect and regression toward the mean. In this investigation, it is
argued that the Dunning-Kruger hypothesis can be tested validly with two inferential statistical techniques: the
Glejser test of heteroscedasticity and nonlinear (quadratic) regression. On the basis of a sample of 929 general
community participants who completed a self-assessment of intelligence and the Advanced Raven's Progressive
Matrices, we failed to identify statistically significant heteroscedasticity, contrary to the Dunning-Kruger hy-
pothesis. Additionally, the association between objectively measured intelligence and self-assessed intelligence
was found to be essentially entirely linear, again, contrary to the Dunning-Kruger hypothesis. It is concluded
that, although the phenomenon described by the Dunning-Kruger hypothesis may be to some degree plausible

for some skills, the magnitude of the effect may be much smaller than reported previously.

1. Introduction

The Dunning-Kruger hypothesis states that the misestimation of
ability is larger at the lower end of the spectrum of objectively mea-
sured ability than at the higher end of the spectrum of objectively
measured ability (Kruger & Dunning, 1999). Several empirical in-
vestigations across a variety of abilities and skills have ostensibly sup-
ported the Dunning-Kruger hypothesis, on the basis of plotting the
difference between the self-assessed and objectively measured ability
means across four levels (quartiles) of the objectively measured ability
(Dunning, 2011).

Some work critical of the Dunning-Kruger effect has suggested that
the apparent phenomenon is likely a statistical artefact, i.e., the better-
than-average effect and regression toward the mean (Krajc & Ortmann,
2008; Krueger & Mueller, 2002). However, the work critical of the
Dunning-Kruger effect has arguably not gained broad awareness, as
research ostensibly supportive of the Dunning-Kruger hypothesis con-
tinues to be published, without any reference to the critical work (e.g.,
Mahmood, 2016; Sullivan, Ragogna, & Dithurbide, 2018; West & Eaton,
2019). Perhaps not coincidently, easy to execute statistical approaches

to testing the Dunning-Kruger hypothesis in a valid manner with in-
dividual differences data have not yet been described in the literature.

Consequently, the purpose of this investigation was to demonstrate
with a basic simulation that the commonly reported Dunning-Kruger
effect can be observed on the basis of data simulated to represent only
the better-than-average effect and the regression toward the mean ef-
fect. Furthermore, we propose that the Dunning-Kruger hypothesis can
be tested validly on individual differences data with two statistical
approaches: an informative test of heteroscedasticity and/or nonlinear
regression. Finally, we used these methods to test the Dunning-Kruger
hypothesis with self-assessed intelligence scores and objectively mea-
sured intelligence scores.

1.1. The Dunning-Kruger hypothesis: Background

A substantial amount of empirical research has estimated the asso-
ciation between self-assessed ability and objectively measured ability
across a variety of abilities. On the basis of a quantitative review of the
meta-analyses in the area (e.g., academic achievement, intelligence,
sports ability), Zell and Krizan (2014) reported a mean correlation of
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0.29 between self-assessed ability and objectively measured ability.
Such a value is essentially consistent with the meta-analytically esti-
mated correlation of 0.33 between self-assessed intelligence and ob-
jectively measured intelligence (Freund & Kasten, 2012).

Although the r = 0.30 correlation between self-assessed intelligence
may be considered relatively large for individual differences research
(Gignac & Szodorai, 2016), the correlation is not sufficiently large to
consider self-assessed intelligence as a respectable proxy of objectively
measured intelligence (Paulhus, Lysy, & Yik, 1998). Nonetheless, re-
search on self-assessed cognitive ability scores is considered important,
as self-estimates of cognitive ability are often used in vocational
counselling settings (Holling & Preckel, 2005). Additionally, people
who underestimate their ability tend not to pursue careers in which
they may reasonably be expected to succeed (Chipman, Krantz, &
Silver, 1992; Ehrlinger & Dunning, 2003). By contrast, people who
overestimate their abilities tend to cause more accidents and tend to
make a greater number of poor decisions in life (Moore & Healy, 2008;
Plumert, 1995; van de Venter & Michayluk, 2008). Consequently, work
relevant to the self-assessment of abilities may be regarded as im-
portant.

To date, several moderators of the magnitude of the association
between self-assessed ability and objectively measured ability has been
identified (Freund & Kasten, 2012; Mabe & West, 1982). Arguably, the
most famous proposed moderator of the self-assessed and objectively
measured ability association is a person's objective ability on the di-
mension of interest. The moderation is known as the Dunning-Kruger
effect (Dunning, 2011; Kruger & Dunning, 1999). The Dunning-Kruger
effect is a type of cognitive bias, whereby less skilled/able people tend
to overestimate the level to which they possess the skill/ability in
question to a degree greater than people with more substantial levels of
the skill/ability (Kruger & Dunning, 1999). This effect has been studied
with regard to various skills, including logical reasoning, grammar, and
personal sense of humor, for example (Dunning, 2011). It has been
suggested that the reason the effect occurs is because the relative ab-
sence of the ability diminishes the capacity to evaluate the degree to
which one possesses the ability (Dunning, 2011; Kruger & Dunning,
1999). Thus, the Dunning-Kruger effect is essentially considered to be a
problem of systematic individual differences in meta-cognition
(Schlosser, Dunning, Johnson, & Kruger, 2013).

1.2. Statistical approaches to the testing the Dunning-Kruger effect

A small number of approaches have been employed to test the
Dunning-Kruger hypothesis statistically. Perhaps the most commonly
used approach is the method used in the original paper by Kruger and
Dunning (Kruger & Dunning, 1999). First, they measured the ability of
interest via self-assessment (i.e., subjective ability) followed by the
behavioural task (objective ability). Next, on the basis of quartile va-
lues, Kruger and Dunning (1999) created four categories of objective
ability: low, low-average, high-average, and high. Then, they plotted
the self-assessed ability and objectively measured ability means across
the four objective ability categories. Finally, Kruger and Dunning
(1999) showed that the magnitude of the difference between the self-
assessed ability means and the objective ability means was larger at the
lower end of the objective ability spectrum, in comparison to the higher
objective ability spectrum. Stated alternatively, there was negative
correlation between the four objective ability categories and the mag-
nitude of the difference between self-assessed ability means and the
objective ability means. Several researchers have employed the same
approach to ostensibly support the Dunning-Kruger hypothesis across
various skills and abilities (e.g., Pennycook, Ross, Koehler, & Fugelsang,
2017; Sullivan et al., 2018; West & Eaton, 2019).

An essentially identical approach involves calculating self-assessed
ability and objective ability difference scores. Then, an oneway be-
tween-subjects ANOVA is conducted on the difference scores with the
four objective ability categories (quartiles) as the independent variable
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(e.g., von Stumm, 2014). The observation of a significant difference in
the means, with a downward slopping trend in the means, has been
suggested to be supportive of the Dunning-Kruger hypothesis (Schlosser
et al., 2013). A similar approach involves estimating the correlation
between the self-assessed ability minus objective ability difference
scores and objective ability (e.g., Adam & Vogel, 2017). The observa-
tion of a statistically significant negative correlation, in this context,
implies ostensible support for the Dunning-Kruger hypothesis.

1.3. Criticisms and simulation

Krueger and Mueller (2002)" questioned whether the interpretation
of the Dunning-Kruger effect, as conventionally tested, was due to a
disproportionate lack of insight on the part of those who possessed less
of the ability measured objectively. Specifically, they contended that
the apparent statistical evidence may be due to a combination of two
other phenomena: the better-than-average effect and regression toward
the mean. The better-than-average effect represents the fact that the
majority of the general population considers themselves above average
across a number of skills and abilities (Mabe & West, 1982). In fact,
only about 5% of the general population rates themselves below
average in intelligence, for example (Gignac & Zajenkowski, 2019).
Furthermore, on average, people tend to self-report their IQ to be ap-
proximately 115 (Gold & Kuhn, 2017) or possibly higher (Gignac &
Zajenkowski, 2019). Thus, within the context of cognitive skills and
ability, the better-than-average effect tends to be substantial. Further-
more, with respect to the Dunning-Kruger effect, specifically, if people,
on average, self-report their IQ at 115, then it necessarily implies that
the portion of the sample below an objectively determined IQ of 100
will have, on average, larger self-rated IQ versus objectively measured
IQ discrepancy scores (i.e., greater overestimation), in comparison to
the people who have an objective IQ above 100, assuming the corre-
lation between the self-reported IQ scores and the objectively measured
IQ scores is less than 1.0 (Krueger & Mueller, 2002). An imperfect
correlation between the two variables opens up the possibility for re-
gression toward the mean.

Regression toward the mean is said to occur when relatively distant
values from the mean on X are observed to be closer to the mean on Y
(Nesselroade, Stigler, & Baltes, 1980). Regression toward the mean is
expected to occur when two variables are found to correlated im-
perfectly (i.e., <r = 1.0|; Campbell & Kenny, 1999). Krueger and
Mueller (2002) pointed out that self-assessed and objectively measured
abilities tend to correlate far from perfectly. Consequently, they argued
that substantial regression toward the mean effects would be expected
to occur within the data typically analysed within the Dunning-Kruger
effect literature. In their original paper, Kruger and Dunning (1999) did
acknowledge that regression toward the mean may have impacted their
results, to some degree. However, they did not believe that the re-
gression toward the mean effect could be so substantial as to account
entirely for the meta-cognitive bias effect they proposed. Although
Krueger and Mueller (2002) provided references for the importance of
regression toward the mean, they did not provide a clear demonstration
of the combination of the better-than-average effect and regression
toward the mean as an alternative explanation for the Dunning-Kruger
effect. It may be for this reason that researchers continue to report re-
sults ostensibly supportive of the Dunning-Kruger effect on the basis of
the statistical approach originally employed by Kruger and Dunning
(1999).

Fortunately, it is simple to demonstrate the better-than-average ef-
fect and regression toward the mean with simulated data. Specifically,
we simulated data (N = 1000) for two variables: X (say, objectively
measured IQ) with a mean of 100 and a standard deviation of 15 and Y

! Not to be confused with Kruger, the co-originator of the Dunning-Kruger
hypothesis.



G.E. Gignac and M. Zajenkowski

Intelligence 80 (2020) 101449

A B C
175 140 . 2 &
130 o o g 35
o [
150 1200 O * £ 30 &
S 25
o 110 g
g 125 / o * 2 20 &
« 100 * £
[
100 920 g 0 o
----- Subjective 1Q . 10
so| * o g
75 _______ Objective lQ < 5
70 ? 0
50 75 100 125 150 Low  Low-  High-  High Low Low- High- High
Avg Avg Avg Avg
Objective IQ o
Objective IQ Objective IQ

Fig. 1. Data (N = 1000) simulated to reflect a correlation of 0.30 and a better-than-average effect (g = 1.67); panel A = scatter plot depicting a linear association
between objective IQ and self-assessed intelligence (SAIQ); the line of best fit was estimated via LOESS estimation (Epanechnikov; span = 50%); panel B = plot of
subjective IQ and objective IQ means across the spectrum of objective IQ; panel C = plot of the SAIQ and objective IQ difference score means across the spectrum of

objective IQ.

(say, self-assessed IQ) with a mean of 125 and a standard deviation of
15. Thus, the difference between the IQ means of 25 IQ points reflected
the better-than-average effect, a magnitude of effect approximately
equal to previously reported research (e.g., Gignac & Zajenkowski,
2019). Furthermore, on the basis of empirical literature that has shown
a correlation of approximately 0.30 between self-assessed IQ and ob-
jectively measured IQ (Freund & Kasten, 2012), we specified the cor-
relation between X and Y at 0.30. As can be seen in Fig. 1 (panel A), the
nature of the simulated association between X (objective IQ) and Y
(self-assessed 1Q) was linear.

Next, consistent with the analytical approach used by Kruger and
Dunning (1999), we created four groups of data on the basis of the
quartiles of the simulated objective IQ scores: low, low-average, high-
average, and high. Furthermore, we plotted the objectively measured
means and the self-assessed IQ means in a chart, consistent with Kruger
and Dunning (1999). As can be seen in Fig. 1 (panel B), the Dunning-
Kruger effect may be suggested to be present, as the magnitude of the
difference between the simulated objectively measured IQ scores and
the simulated self-assessed IQ (SAIQ) scores was larger at the lower end
of the objective IQ simulated scores. Correspondingly, the plot of the
SAIQ and objective IQ simulated difference score means suggested a
negative correlation between objective IQ and ability to self-estimate,
again, consistent with the Dunning-Kruger effect (see Fig. 1, panel C).
Of course, it is impossible for the Dunning-Kruger effect to reside within
these data, as they were simulated to reflect purely the better-than-
average effect and regression toward the mean. However, it is re-
markable that the patterns of effects depicted in Fig. 1 (panels B and C)
are similar to that reported across several investigations that reported
evidence ostensibly supportive of the Dunning-Kruger hypothesis (e.g.,
Pennycook et al., 2017; Sullivan et al., 2018; West & Eaton, 2019).

Although potentially valid approaches to testing the Dunning-
Kruger hypothesis could possibly be devised, based on comparing si-
mulated data means (reflecting the better-than-average effect and re-
gression toward the mean) against the corresponding field data means,
such approaches would not be efficient. First, simulated data would
need to be generated. Secondly, continuously scored data would need to
be artificially categorised, an approach to data analysis that has been
criticised (McClelland, Lynch Jr, Irwin, Spiller, & Fitzsimons, 2015). A
more ideal approach to testing the Dunning-Kruger hypothesis with
individual differences data would not require the simulation of data,
nor would it require the coarse categorisation of a continuously scored
variable's scores. Finally, the analysis would need to be not confounded

by the better-than-average effect and regression toward the mean. As
we describe next, two related data analytic approaches satisfy such
criteria: (1) testing for heteroscedasticity of residuals; and (2) testing
for nonlinearity.

1.4. Heteroscedasticity and the Dunning-Kruger hypothesis

Recall that the Dunning-Kruger hypothesis states that people at the
lower end of the spectrum of an objectively measured ability have less
meta-cognitive insight into that ability, which impacts negatively their
capacity to evaluate the degree to which they possess that ability.
Within the context of regressing self-assessed ability scores onto ob-
jectively measured scores, such a phenomenon implies that the re-
gression residuals (i.e., degree of misprediction) would be larger at the
lower-end of the objectively measured spectrum of the ability, in
comparison to the higher-end of the objectively measured spectrum of
the ability. Stated alternatively, evidence supportive of the Dunning-
Kruger hypothesis for a sample of field data would imply that the linear
regression model solution residual variance would be observed to be
statistically significantly heteroscedastic.

Although several inferential statistics have been developed to test
heteroscedasticity in residuals (Kaufman, 2013), an especially in-
sightful test of heteroscedasticity is the Glejser test (Glejser, 1969), as it
provides information on the form of heteroscedasticity (Koutsoyiannis,
1973). The Glejser test consists of, first, estimating the residuals asso-
ciated with a regression solution. For example, regressing self-assessed
ability (dependent variable) onto objectively measured ability. Next,
the residuals are converted into absolute values. Then, for relatively
normally distributed residuals, a Pearson correlation is estimated be-
tween the predicted values and the absolute residuals. The observation
of a statistically significant, negatively directed Glejser test correlation
would be considered supportive of the Dunning-Kruger hypothesis, as it
would imply that objective intelligence's predictive capacity of self-as-
sessed intelligence increases (i.e., smaller residuals), as objective in-
telligence increases (use bootstrapping if asymmetry in the distribution
of residuals is suspected; Godfrey, Orme, & Santos Silva, 2006). Thus,
the direction of the Glejser test correlation provides information about
the form of heteroscedasticity, unlike many other tests of hetero-
scedasticity (e.g., Breusch-Pagan test; see Koutsoyiannis, 1973). By
contrast, a non-significant Glejser test correlation, or a significant, po-
sitive Glejser test correlation, would be non-supportive of the Dunning-
Kruger hypothesis.
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To our knowledge, the Dunning-Kruger hypothesis has never been
tested with a test for heteroscedasticity. Furthermore, although a sub-
stantial number of studies have estimated the correlation between self-
assessed intelligence and objectively measured intelligence, none of
these studies have reported any results relevant to heteroscedasticity.

1.5. Nonlinear regression and the Dunning-Kruger hypothesis

In addition to testing the Dunning-Kruger hypothesis with an in-
formative test of heteroscedasticity, perhaps the most insightful and
straightforward test of the Dunning-Kruger hypothesis would involve
determining whether the association between the objectively measured
ability scores and the self-assessed scores is nonlinear. It is well-estab-
lished that, in the context of regression, heteroscedasticity and non-
linearity are considered related statistical phenomena (Carroll &
Spiegelman, 1992). That is, when a bivariate linear model is estimated
from the data, and a nonlinear association exists between the X and Y
variables, the model solution will yield unequal residual variances
across the spectrum of the X and Y variables (Kaufman, 2013). How-
ever, it is also possible to observe heteroscedasticity for an entirely
linear association between two variables (Wilcox & Muska, 2001).
Thus, both statistical analyses can offer important, unique information,
when a full evaluation of the nature of the association between self-
assessed ability and objectively measured ability is sought.

Recall, the Dunning-Kruger hypothesis represents the notion that
people at the lower end of the ability spectrum have lesser capacity at
discerning the degree to which they possess the ability (i.e., meta-
cognition). Such an effect implies that the magnitude of the correlation
between self-assessed ability and objectively measured ability increases
across the spectrum of objectively measured ability. For example, the
correlation between self-assessed intelligence and objectively measured
intelligence has been reported at r = 0.30 (Freund & Kasten, 2012).
However, for people with less objective ability, and correspondingly
less meta-cognition for that ability, the correlation may be expected to
be closer to between 0.00 and 0.10 at the lower end of the objective
ability spectrum, if the Dunning-Kruger effect is a plausible phenom-
enon. By comparison, at the higher end of the intellectual ability
spectrum, the correlation between self-assessed and objectively mea-
sured intelligence may be expected to be closer to 0.35 to 0.45, if the
Dunning-Kruger effect resides within the data. In statistical terms that
are consistent with nonlinear regression analyses (Pedhazur, 1997), the
Dunning-Kruger effect would be considered a plausible account of the
data, if the nature of the association between self-assessed and objective
measured ability were to be observed to be consistent with a statisti-
cally significant, positive, monotonic, quadratic effect, as depicted with
the simulated data, in Fig. 2, for example.

Nonlinear effects, such as a quadratic effect (i.e., one bend in the
line of best fit), can be tested via hierarchical multiple regression,
where the linear term is entered at step 1 and the nonlinear (quadratic)
term is entered at step 2 (Pedhazur, 1997). Typically, a quadratic term
in nonlinear hierarchical regression analysis is represented by squared
values of X (Pedhazur, 1997). A statistically significant change in R*
would be considered supportive of a nonlinear (quadratic) effect be-
tween X and Y. Furthermore, a positively directed quadratic effect (i.e.,
positive beta-weight or positive semi-partial correlation) would imply
that the magnitude of the positive association increases across the
spectrum of the X and Y variables.

When we estimated a quadratic effect on the basis of the simulated
data depicted in Fig. 2, the quadratic effect beta-weight, controlling for
the linear effect, was found to be significant statistically,
thange = 0.008, F(1, 997) = 9.35, p = .002; b = 0.004, § = 0.87,
semi-partial r = 0.09, p < .001. Correspondingly, the Glejser test
yielded a statistically significant, negative correlation r = —0.59,
p < .001. Thus, had the data depicted in Fig. 2 been collected from the
field, both statistical results would have been supportive of the Dun-
ning-Kruger hypothesis.

Intelligence 80 (2020) 101449

175

150

125

SAIQ

100

75

50 75 100 125 150
Objective 1Q

Fig. 2. Simulated data (N = 1000) to reflect a positive, monotonic, quadratic
effect (i.e., supportive of the Dunning-Kruger hypothesis); SAIQ = self-assessed
intelligence.

To our knowledge, no work within the Dunning-Kruger literature
has tested the Dunning-Kruger hypothesis with a test of hetero-
scedasticity or nonlinear (curvilinear) regression on field data.
Furthermore, within the self-assessed intelligence and objectively
measured intelligence literature more broadly, little work has explored
the precise nature of the association. In a rare exception, Holling and
Preckel (2005) included a scatter plot for their self-assessed and ob-
jectively measured IQ scores. However, although the scatter plot bore
some resemblance to a linear effect, they did not specifically test for the
possibility of a nonlinear effect, statistically. Additionally, the Holling
and Preckel's (2005) investigation was based on a sample of only 88
high school students, a sample size insufficiently powerful to detect
typically reported moderator effects in the behavioural sciences (Shieh,
2009).

1.6. Summary and purpose

The Dunning-Kruger effect has been ostensibly replicated across a
number of abilities and skills (Dunning, 2011). However, much, if not
all, of the differential psychology results in the area are confounded by
the better-than-average effect and regression toward the mean. We
have contended above that the Dunning-Kruger hypothesis can be
tested more validly on individual differences data with statistical
techniques such as an informative test of heteroscedasticity (i.e., Glejser
test) and nonlinear (quadratic) regression.

Consequently, the purpose of the following empirical investigation
was to evaluate the nature of the association between self-assessed in-
telligence (SAIQ) and objectively measured IQ with a large, general
community sample. First, we hypothesized that the SAIQ mean would
be larger than the objectively measured IQ mean, consistent with the
better-than-average effect. We also hypothesized that the correlation
between the SAIQ scores and the objectively measured IQ scores would
be positive and approximately 0.30 in magnitude. Finally, we in-
vestigated whether the nature of the association was supportive of the
Dunning-Kruger hypothesis, on the basis of the Glejser test and non-
linear (quadratic) regression.

2. Method
2.1. Sample
To maximize power, we combined data across three samples, two of

which have been analysed previously for different purposes (Gignac &
Zajenkowski, 2019; Zajenkowski & Gignac, 2018). The overall sample
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Fig. 3. Tests of the Dunning-Kruger hypothesis with field data (N = 929); panel A = plot of subjective IQ and objective IQ means across the spectrum of objective IQ;
panel B = plot of the self-assessed intelligence (SAIQ) and objective IQ difference score means across the spectrum of objective IQ (with 95% confidence intervals);
panel C = scatter plot depicting a linear association between objective IQ and SAIQ (N = 929); the line of best fit was estimated via LOESS (Epanechnikov;

span = 50%).

consisted of 1071 unique cases. However, 139 cases were missing SAIQ
scores. Additionally, three cases were missing age. Thus, the total
working sample consisted of 929 cases. We identified four suspected
outlying SAIQ values (3, 3, 5, and 6) on the basis of the outlier labelling
rule with a 1.5 multiplier (Hoaglin & Iglewicz, 1987) and a combined
inspection of the histogram. Consequently, we winsorized all four va-
lues to the lowest SAIQ value not suspected to be an outlier (i.e., a value
of 10). An evaluation of the Ravens total scores did not identify any
outlying observations. The total working sample consisted of 50.4%
females (age M = 26.92; SD = 9.15; skew = 2.09). Complete data
were uploaded to Open Science Framework and are available under the
following address: osf.io/dg547.

2.2. Measures

2.2.1. Subjectively assessed intelligence

Participants assessed their own intelligence on a scale ranging from
1 to 25 (see Zajenkowski, Stolarski, Maciantowicz, Malesza, &
Witowska, 2016). Five groups of five columns were labelled as very
low, low, average, high or very high, respectively (see Fig. S1). Parti-
cipants' SAIQ was indexed with the marked column counting from the
first to the left; thus, the scores ranged from 1 to 25. Prior to providing a
response to the scale, the following instruction was presented:

“People differ with respect to their intelligence and can have a low,
average or high level. Using the following scale, please indicate where
you can be placed compared to other people. Please mark an X in the
appropriate box corresponding to your level of intelligence.”

In order to place the 25-point scale SAIQ scores onto a scale more
comparable to a conventional IQ score (i.e., M = 100; SD = 15), we
transformed the scores such that values of 1, 2, 3, 4, 5... 21, 22, 23, 24,
25 were recoded to 40, 45, 50, 55, 60... 140, 145, 150, 155, 160. As the
transformation was entirely linear, the results derived from the raw
scale SAI scores and the recoded scale SAI scores were the same.

2.2.2. Objectively assessed intelligence

Participants completed the Advanced Progressive Matrices (APM;
Raven, Court, & Raven, 1994). The APM is a non-verbal intelligence test
which consists of items that include a matrix of figural patterns with a
missing piece. The goal is to discover the rules that govern the matrix
and to apply them to the response options. The APM is considered to be
less affected by culture and/or education (Raven et al., 1994). It is
known as good, but not perfect, indicator of general intellectual

functioning (Carroll, 1993; Gignac, 2015). We used the age-based
norms published in Raven et al. (1994, p. 55) to convert the raw APM
scores into percentile scores. We then converted the percentile scores
into z-scores with the IDF.NORMAL function in SPSS. Then, we con-
verted the z-scores into IQ scores by multiplying them by 15 and adding
100. Although the norms were relatively old, we considered them es-
sentially valid, given evidence that the Flynn effect had slowed down
considerably by 1980 to 1990 and may have even reversed to a small
degree since the early 1990s (Woodley of Menie et al., 2018).

2.3. Procedure

Across all three samples of data, each participant was tested in-
dividually in a quiet laboratory at the University of Warsaw.
Participants first completed a demographic survey and a set of self-re-
port measures including SAIQ. Afterwards, participants were adminis-
tered the Raven's test.

3. Results

All analyses were conducted with IBM SPSS (Version 25). The SAIQ
(skew = —0.54; kurtosis = 0.89) and objective IQ (skew = 0.08;
kurtosis = —0.26) scores were associated with essentially normally
distributed scores. Consequently, parametric statistical analyses were
considered appropriate. The SAIQ scores (range: 85/160; inter-quartile
range: 115/135) and the objective IQ scores (range: 65/135; inter-
quartile-range: 96/109) were also representative of a wide spectrum of
ability, suggesting the sample was not disproportionately sampled from
one end of the distribution in the population. The SAIQ mean
(M = 123.76; SD = 14.19) was statistically significantly larger than the
objective IQ mean (M = 101.70; SD = 11.63), t(928) = 43.02,
p < .001, Cohen'sd = 1.71). Thus, on average, people estimated their
IQ to be higher than that verified by their IQ measured objectively, as
hypothesized. Furthermore, the Pearson correlation between SAIQ and
objective IQ was positive and significant, r(927) = 0.28, 95%CI: 0.22/
0.34, p < .001, as hypothesized.

Next, consistent with the procedure commonly used to test the
Dunning-Kruger effect (i.e., that confounds the better-than-average ef-
fect and regression toward the mean), we separated the sample into
four objective IQ categories: low (M = 86.77), low-average
(M = 99.75), high-average (M = 106.03), and high (M = 115.68). As
can be seen in Fig. 3 (panel A), we found ostensible evidence supportive
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of the Dunning-Kruger hypothesis, as the difference between the SAIQ
and objective IQ means was larger at the lower end of the objective IQ
spectrum (mean difference: low = 32.63; low-average = 22.05; high-
average = 20.15; high = 12.68). Next, SAIQ and objective IQ differ-
ence scores were calculated (skew = 0.32; kurtosis = 0.88). A be-
tween-subjects oneway ANOVA test of the difference between the mean
difference scores across the four levels of objective IQ was significant
statistically, F(3, 925) = 79.00,p < .001, #? = 0.20. Furthermore, a
linear contrast analysis was found to be significant statistically, F(1,
925) = 222.16,p < .001. As can be seen in Fig. 3 (panel B), the trend
in the difference score means was downward slopping, suggesting os-
tensible support for the Dunning-Kruger hypothesis.

Next, in order to test the Dunning-Kruger hypothesis in a more valid
(less confounded) manner, a linear, bivariate regression analysis was
conducted, whereby the SAIQ scores were regressed onto the objective
IQ scores, and the residuals were saved and converted into absolute
values. The absolute residuals were essentially normally distributed
(skew = 0.08; kurtosis = —0.26). The correlation between the ob-
jective IQ scores and the absolute residuals (i.e., the Glejser test cor-
relation) was not found to be significant statistically, 7(927) = —0.05,
95%CI: —0.11/0.02, p = .132, suggesting the data were homo-
scedastic, which did not support the Dunning-Kruger hypothesis.

Finally, we evaluated the nature of the association between objec-
tive IQ and SAIQ further with a curvilinear regression analysis. The
hierarchical multiple regression failed to identify a statistically sig-
nificant quadratic effect, thange < 0.01, F(1, 926) = 0.37,p = .545;
b < 0.01, = 0.20, semi-partial r = 0.02, p = .545, suggesting, again,
a failure to support the Dunning-Kruger hypothesis. Furthermore, as
can be seen in Fig. 3 (panel C), the LOESS regression line” reflected an
essentially linear effect across the entire spectrum of the objective IQ
scores.

4. Discussion

We found evidence for the better-than-average effect for fluid in-
telligence. The magnitude of the effect (d = 1.71) would be considered
large, based on Cohen's (1992) guidelines. Although a meta-analysis of
the better-than-average effect for intelligence has not been conducted,
the magnitude of the better-than-average effect observed in this in-
vestigation may be on the larger side to what may be expected, on the
basis of previous empirical investigations in the area of cognitive
abilities (d = 0.50 to 1.0; Gold & Kuhn, 2017; Reilly & Mulhern, 1995).
Nonetheless, based on the results of this investigation, as well as the
broader better-than-average effect literature (Alicke & Govorun, 2005),
it is plausible to suggest that researchers of the Dunning-Kruger hy-
pothesis should expect the better-than-average effect to influence their
data in a non-negligible manner.

We also found that self-assessed intelligence and objectively mea-
sured intelligence correlated positively and statistically significantly at
r = 0.28, which is comparable to the meta-analytically estimated cor-
relations reported in the literature (r = 0.33; Freund & Kasten, 2012).
Thus, it may be argued that people do self-assess their cognitive in-
telligence with some level of accuracy, even when self-assessed in-
telligence is measured with a single item. Of course, the correlation is
not so large as to suggest that self-assessed intelligence may be used as a
proxy of objectively measured intelligence (Paulhus et al., 1998).
However, it is important to note that the magnitude of the correlation
(i.e., substantially less than 1.0) implies that substantial regression to-
ward the mean effects need to be considered, when testing the Dunning-
Kruger hypothesis (Krueger & Mueller, 2002).

In fact, based on the typical approach to testing the Dunning-Kruger

2 Locally estimated scatter plot smoothing (LOESS) is a non-parametric ap-
proach to estimating a line of best fit that is more sensitive to possible idio-
syncrasies within a set of data (Cleveland & Devlin, 1988).
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hypothesis, we observed an ostensibly clear Dunning-Kruger effect with
the field intelligence data (see Fig. 3, panels A and B). That is, we ob-
served more substantial mean differences between self-assessed IQ and
objectively measured IQ at the lower end of the objectively measured
1Q spectrum. Furthermore, the magnitude of the difference in the mean
differences across the spectrum of objectively measured IQ was roughly
comparable to that reported in other investigations putatively suppor-
tive of the Dunning-Kruger hypothesis (e.g., Pennycook et al., 2017;
von Stumm, 2014; West & Eaton, 2019).

However, when we tested the Dunning-Kruger hypothesis less am-
biguously with a test of homoscedasticity, we failed to find evidence
supportive of the Dunning-Kruger hypothesis. Specifically, the Glejser
test correlation was near zero (r = —0.05), suggesting that the degree
to which people mispredicted their objectively measured intelligence
was equal across the whole spectrum of objectively measured in-
telligence. Correspondingly, when we examined the field intelligence
data with nonlinear regression, we failed to find any evidence to sug-
gest an association consistent with a quadratic effect between objec-
tively measured intelligence and self-assessed intelligence. In summary,
the results associated with our recommended statistical analyses im-
plied that the accuracy with which people self-assess their intelligence
is essentially equal across the whole spectrum of objectively measured
intelligence.

As few, if any, investigations in the area have tested the Dunning-
Kruger hypothesis with a test of heteroscedasticity or nonlinear re-
gression, we cannot compare our results directly with the results re-
ported in other published field investigations. However, in light of our
simulated data and field data results, we suspect a large number of
empirical studies that have published ostensible support for the
Dunning-Kruger effect on the basis of the conventional approach to
testing the hypothesis would have likely failed to observe the Dunning-
Kruger effect, had an analysis like the Glejser test or a test of nonlinear
regression been performed. In our view, tests of heteroscedasticity and
nonlinear regression, statistics with a well-established statistical back-
ground (Cohen, 1978; Cook & Weisberg, 1983), are much less ambig-
uous tests of the Dunning-Kruger hypothesis, as there has been no
suggestion in the literature that these analyses are confounded by the
better-than-average effect and/or regression toward the mean.

4.1. Alternative explanations for SAIQ and IQ discrepancies

If, as we suggest below, the Dunning-Kruger effect is likely, at most,
only a weak moderator of the association between objectively measured
ability and self-assessed ability, the question of what factors might
explain the divergence between how able people think they are and
how able they actually are remains. There is some evidence to suggest
that the psychological processes may be to some degree consciously
motivated and/or relevant to personality type trait variance.

For example, Gold and Kuhn (2017) found that people self-assessed
their intelligence, on average, five IQ points lower, after completing an
intelligence test, in comparison to those who self-assessed their IQ be-
fore completing the intelligence test (Gold & Kuhn, 2017). Such a result
suggests that people do recalibrate in a rational manner their self-per-
ceived cognitive ability on the basis of experience (i.e., less better-than-
average effect). However, Gold and Kuhn (2017) found that their par-
ticipants' increase in insight into their cognitive ability disappeared,
when the participants self-assessed their IQ again one week later (i.e.,
the five IQ point difference was no longer identified upon re-self-as-
sessment). On the basis of the Gold and Kuhn (2017) results, the long-
term benefits of the training (e.g., feedback; skills) provided in some
studies designed to reduce the magnitude of the Dunning-Kruger effect
may be questioned (e.g., Callender, Franco-Watkins, & Roberts, 2016;
study 4 of Kruger & Dunning, 1999). In another relevant study,
Shepperd (1993) found that when rewarded for self-perception accu-
racy, poor performers on the SAT reduced substantially the degree to
which they overestimated their SAT scores.
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The results of the two studies reviewed above suggest that the dis-
crepancy between self-assessed ability and objectively measured ability
likely occurs, at least to some degree, through motivated processes,
rather than ignorance of one's ignorance (i.e., unskilled and unaware of
it). It is noteworthy that trait narcissism has also been found to be a
substantial predictor of the discrepancy between self-assessed in-
telligence and objectively measured intelligence (e.g., Dufner et al.,
2012; Zajenkowski, Czarna, Szymaniak, & Dufner, 2019). Additionally,
self-deceptive enhancement and impression management have also
been found to be explanatory factors of the misestimation of ability
(Balcetis, 2008; Gignac, 2018). Importantly, narcissism, self-deceptive
enhancement, and impression management tend not to be associated
with objectively measured general intelligence (O'Boyle, Forsyth,
Banks, & Story, 2013). Thus, from this perspective, the misestimation of
one's cognitive ability appears to arise, at least in part, through pro-
cesses entirely independent of one's objective ability, in distinct con-
trast to the Dunning-Kruger hypothesis. Of course, more factors need to
be uncovered to account for all of the variability in cognitive ability
misestimation.

4.2. Practical considerations

We note that all inferential statistical tests are sensitive to sample
size (Cohen, 1988). In this investigation, the sample size was over 900,
yielding substantial power to reject the homoscedasticity null hypoth-
esis. However, sample sizes less than 200 to 300 might not be expected
to achieve respectable power (say, = 0.80), with respect to testing the
Dunning-Kruger hypothesis, when tested with the Glejser test and/or
nonlinear regression (Aguinis, 1995; Harvey & Phillips, 1974). Ad-
ditionally, the objective IQ scores and the absolute residuals were re-
latively normally distributed in this investigation, which allowed for
asymptotic normal theory hypothesis testing. Had some question about
the symmetry of the scores been raised, Monte Carlo simulation re-
search suggests that Glejser test of homoscedasticity and nonlinear re-
gression terms can tested validly via bootstrapping (Godfrey & Orme,
1999; Hall & Pittelkow, 1990).

In addition to evaluating the weight of evidence (within either a
frequentist or Bayesian paradigm), researchers should take an effect
size approach to evaluating the Dunning-Kruger hypothesis, when
tested via the Glejser test and the nonlinear regression test. In the ab-
sence of any other specifically published guidelines for the Glejser test,
statistically significant correlations of 0.10, 0.20, and 0.30 may be
considered relatively small, typical, and relatively large, in individual
differences research (Gignac & Szodorai, 2016). Additionally, with re-
spect to nonlinear regression, a quadratic term that accounts for 2 to 4%
additional variance in self-assessed intelligence may be regarded as
minimally substantively significant, on the basis of the unique pre-
dictive validity recommendations suggested by Hunsley and Meyer
(2003).

We note the possibility that the Glejser test and the nonlinear re-
gression (quadratic) test will not necessarily yield results consistent
with each other, in all cases. For example, one analysis may be more
powerful statistically, under certain conditions. Monte Carlo simulation
research could help address this issue. Currently, we recommend the
statistical significance of both statistical analyses, in order to support
the Dunning-Kruger hypothesis. Finally, it may be useful to consider
novel methods to test for curvilinearity in regression (e.g., Simonsohn,
2018), as opposed to the well-known polynomial (quadratic) regression
approach adopted in this investigation.

4.3. Limitations

When analysing composite scores, internal consistency reliability is
a psychometric characteristic known to impact the magnitude of an
observed correlation (Nunnally & Bernstein, 1994). In the context of the
methods proposed in this investigation to test the Dunning-Kruger
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hypothesis validly, it was assumed that the reliability of the test scores
was approximately equal across the whole spectrum of ability. That is,
if the APM test score reliability were relatively lower at the higher-end
of the ability spectrum, then the observed correlation would have been
proportionately smaller at the higher-end of the ability spectrum, in
comparison to the corresponding true score correlation. Ultimately, if
the APM test score reliability were substantially variant across the
spectrum of the APM scores in our sample, then the observed score
linear association depicted in Fig. 3 (panel C) would be misleading.

Methods to evaluate the test score reliability of composite scores
across the continuum of ability are not yet well established (local
structural equation modeling may offer some opportunities;
Hildebrandt, Liidtke, Robitzsch, Sommer, & Wilhelm, 2016). None-
theless, in order to evaluate, in an approximate manner, the possibility
that the APM scores were associated with differential levels of internal
consistency reliability in our sample, we estimated the correlation be-
tween quasi-parallel forms of the Advanced Raven's Progressive Ma-
trices (i.e., even-numbered and odd-numbered item halves). We found
the correlation between the two halves to be essentially linear (see
supplementary materials, Fig. S2). Consequently, we do not believe the
possibility of varying reliability in the test scores played a meaningful
role in this investigation.

Additionally, our investigation was based on individual differences
data, consistent with the majority of the research that has tested the
Dunning-Kruger hypothesis. Admittedly, the tests of heteroscedasticity
and nonlinear regression we employed in this investigation may be
regarded as only appropriate for such data. It is important to note,
however, that some research interpreted to be supportive of the
Dunning-Kruger hypothesis is experimental in nature (e.g., Nguyen,
2018). Consequently, the statistical artefact account of the Dunning-
Kruger effect described in this investigation may not apply to those
investigations. Additionally, we suspect that the magnitude of the
Dunning-Kruger effect reported in some samples (e.g., study 1, Kruger &
Dunning, 1999) appear to be so large that the better-than-average effect
and regression toward the mean may not account fully for the pattern of
results. Thus, at this stage, our contention is that the Dunning-Kruger
effects reported in the literature are mostly the result of statistical ar-
tefacts, rather than entirely so. As studies that test the Dunning-Kruger
hypothesis with the tests recommended in this investigation accumulate
in the literature, a more precise partitioning of effects (genuine versus
statistical artefact) will be possible.

We also acknowledge that we tested the Dunning-Kruger hypothesis
with only a single measure of ability. Although progressive matrices
tests may share as much as 50% of their variance with general in-
telligence, it should be acknowledged that Raven's is not identical with
general intellectual functioning (Gignac, 2015). Furthermore, although
Dunning (2011) suggested that the Dunning-Kruger effect may be a
general process, Dunning (2011) also suggested that there may be some
relevant specific variance associated with narrower competencies/skills
(Dunning, 2011). Consequently, it is possible that the statistical tech-
niques we employed in this investigation may confirm the Dunning-
Kruger effect, when tested on one or more specific abilities/skills. Fi-
nally, although analysed with the conventional (less valid) approach,
some research suggests that the Dunning-Kruger effect may be moder-
ated by task difficulty (Burson, Larrick, & Klayman, 2006). Thus, it is
possible that the Dunning-Kruger effect may be identified for some
cognitive abilities not measured in this investigation, when tested with
valid statistical approaches.

5. Conclusion

The Dunning-Kruger hypothesis states that incompetent individuals
tend to overestimate their ability to a larger degree than more com-
petent individuals. To date, individual differences studies ostensibly
supportive of the Dunning-Kruger hypothesis have failed to take into
consideration statistical artefacts, such as the better-than-average effect
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and regression toward the mean. Perhaps a key reason for this lack of
consideration was based on the absence of any demonstrated and easily
implemented statistical procedures to do so. With tests such as the
Glejser test and nonlinear regression, appropriate statistical tests are
available. When such valid statistical analyses are applied to individual
differences data, we believe that evidence ostensibly supportive of the
Dunning-Kruger hypothesis derived from the mean difference approach
employed by Kruger and Dunning (1999) will be found to be sub-
stantially overestimated.
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