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FOREWORD

Since the term "Decision Analysis" was coined in 1963 (see paper #4),
both its theory and practice have developed profusely. Stanford University
has been a center for the intellectual development of decision analysis and
the catalyst for its extensive application. Consultants associated with
Stanford, many of them graduates of the Engineering-Economic Systems
Department, have accumulated hundreds of man-years of experience.

This collection is intended to portray the "Stanford School of Decision
Analysis," as viewed by the editors. Because the Stanford decision analysis
community has the broadest base of practical experience, we believe these
papers represent the most successful methods of dealing with decision
problems. We have not attempted to represent alternative approaches or to
enter into any debate of their relative merits. We have, however, included
a few papers from other fields, notably psychology, that have had, and are
having, a significant impact on the practice of decision analysis.

In these two volumes, we have collected papers on both the theory and
application of decision analysis. Although most of these readings have been
published elsewhere, we have added a few unpublished papers to represent
recent developments.*

The first volume is designed to be accessible to a general readership
and contains introductory papers and descriptions of actual applications.
Applications to corporate strategic decisions are necessarily disguised and
underrepresented because of their proprietary nature.

The second volume is designed for the professional student of decision
analysis. In addition to containing professional and technical papers, it
contains some papers discussing recent developments in methodology for
approaching health and safety problems. While papers in this volume use
technical terminology, many of their ideas will be understandable to anyone.

* Where possible, we have indicated authors' current affiliations on the
title page of each paper. Affiliation references appearing within the text
are taken from the original publication and, therefore, may vary from those
on the title pages.
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WHAT IS DECISION ANALYSIS?

When this nationally syndicated
cartoon appeared in 1982, decision
analysis had clearly become a common
term. In common usage, however,
l ' the term has lost precision. By

‘ decision analysis, we mean a
discipline comprising the
philosophy, theory, methodology,
and professional practice necessary
to formalize the analysis of
important decisions. Decision
analysis includes procedures and
methodology for assessing the real
nature of a situation in which a
decision might be made, for
capturing the essence of that
situation in a formal but
- SC ; transparent manner, for formally

s ve O "solving" the decision problem, and
° Eeer. for providing insight and motivation
““Today, I'm going to tell you all you'll need to to the dec1s1on-makers and

know about ‘decision analysis.""’ implementers.

Confusing the tools of decision
Reprinted by permission. © 1982 NEA, Inc. analysis with decision analysis

itself has contributed to the loss
of precision. Because uncertainty is at the heart of most perplexing
decision problems, decision analysts frequently use specialized tools,
such as decision tree techniques, to evaluate uncertain situations.
Unfortunately, many people, some of them educators, have confused
decision analysis with decision trees. This is like confusing surgery
with the scalpel. Although decision tree techniques are extremely
useful in solving problems where uncertainty is critical, in a real
decision analysis, most of the effort and creativity is focused on
finding and formulating the correct problem and on interpreting the
results rather than on performing computations.
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Preface

These papers describe the philosophy and methodology of decision
analysis.

"The Evolution of Decision Analysis" was written especially for tnis
collection to show the progress in the field. It describes the continuing
development of the decision analysis cycle and of the process for capturing
the three elements of any decision problem -- values, alternatives, and
information -- in formal, but practical, decision models.

"An Introduction to Decision Analysis" extensively discusses the
principles and practice of decision analysis and describes the original
decision analysis cycle, which was updated in the previous paper.

“"Decision Analysis in Systems Engineering," originally presented as a
lecture, provides a non-technical discussion of the basic principles and
techniques developed from tnem. The paper discusses the nature of
decisions, the relation of rational decision-making to mental health, and
its applications to medical and social decisions. It also includes a
transcript of a question period with some interesting exchanges.

"Decision Analysis: Applied Decision Theory" introduced the term
decision analysis wnen the paper was presented at a conference in 195. It
describes tnhe earliest version of the decision analysis cycle and one of its
first extensive applications to a major problem.

"A Tutorial Introduction to Decision Theory" presents an entertaining
example of tne theory for treating decisions in the face of uncertainty,
which is a cornerstone of decision analysis, and focuses on decision theory
as a way of formalizing common sense.

"A Tutorial in Decision Analysis" illustrates the principles and
practice of decision analysis by discussing an analysis of a major capital
jinvestment decision. It shows how to treat ecological and regulatory issues
and how to use value of perfect information calculations.

"The Science of Decision-Making" is an approachable statement of the
logical foundations of decision analysis. The paper discusses the barriers
to logical thougnt that had to be surmounted, and the developments required,
to create a science of rationality.

"An Assessment of Decision Analysis" is a fairly recent critique of the
usefulness and limitations of decision analysis, which, in particular,
questions the ethics of using decision analysis in social situations where
individuals are involuntarily subjected to the result.
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Although decision analysis has developed significantly over the last
two decades, the basic principles of the field have served well. They are
unlikely to change because they are based on simple logic. In the first
part of this paper, we summarize the original, fundamental disciplines of
dec:sion analysis; in the second part, we show how the discipline has
evolved.

PART I: A BRIEF DESCRIPTION OF DECISION ANALYSIS

Making important decisions often requires treating major uncertainty,
long time horizons, and complex value issues. To deal with such problems,
the discipline of decision analysis was developed. The discipline comprises
the philosophy, theory, methodology, and professional practice necessary to
formalize the analysis of important decisions.

Overview of Decision Analysis

Decision analysis is the latest step in a sequence of quantitative
advances in the operations research/management science field. Specifically,
decision analysis results from combining the fields of systems analysis and
statistical decision theory. Systems analysis, which grew as a branch of
engineering, was good at capturing the interactions and dynamic behavior of
complex situations. Statistical decision theory was concerned with logical
decisions in simple, uncertain situations. The merger of these concepts
creates a methodology for making logical decisions in complex, dynamic, and
uncertain situations.

Decision analysis specifies the alternatives, information, and
preferences of the decision-maker and then finds the logically implied
decision.

Decision-making requires choosing between alternatives, mutually
exclusive resource allocations that will produce outcomes of different
desirabilities with different likelihoods. While the range of alternatives
to be considered is set by the decision-maker, the decision analyst may be
able to suggest new alternatives as the analysis progresses.

Since uncertainty is at the heart of most significant decision prob-
lems, decision-making requires specifying the amount of uncertainty that
exists given available information. Many decision problems become
relatively trivial if uncertainty is removed. For example, consider how
easily a decision-maker could make a critical decision in launching a new
commercial product if he could predict with certainty production and sales
costs, price-demand relationships, and governmental decisions. Decision
analysis treats uncertainty effectively by encoding informed judgment in the
form of probability assignments to events and variables.



Decision-making also requires assigning values on the outcomes of
interest to the decision-maker. These outcomes may be as customary as
profit or as troubling as pain. Decision analysis determines the
decision-maker's trade-offs between monetary and non-monetary outcomes and
also establishes in quantitative terms his preferences for outcomes that are
risky or distributed over time.

One of the most basic concepts in decision analysis is the distinction
between a good decision and a good outcome. A good decision is a logical
decision -- one based on the information, values, and preferences of the
decision-maker. A good outcome is one that is profitable, or otherwise
highly valued. In short, a good outcome is one that we wish would happen.
By making good decisions in all situations that face us, we hope to ensure
as high a percentage of good outcomes as possible. We may be disappointed
to find that a good decision has produced a bad outcome, or dismayed to
learn that someone who has made what we consider to be a bad decision has
achieved a good outcome. Short of having a clairvoyant, however, making
good decisions is the best way to pursue good outcomes.

An important benefit of decision analysis is that it provides a formal,
unequivocal language for communication among the people included in the
decision-making process. During the analysis, the basis for a decision
becomes evident, not just the decision itself. A disagreement about whether
to adopt an alternative may occur because individuals possess different
relevant information or because they place different values on the
consequences. The formal logic of decision analysis subjects these
component elements of the decision process to scrutiny. Information gaps
can be uncovered and filled, and differences in values can be openly
examined. Revealing the sources of disagreement usually opens the door to
cooperative resolution.

The formalism of decision analysis is also valuable for vertical
communication in a management hierarchy. The organizational value structure
determined by policymakers must be wedded to the detailed information that
the line manager, staff analyst, or research worker possesses. By providing
a structure for delegating decision-making to lower levels of authority and
for synthesizing information from diverse areas for decision-making at high
levels, decision analysis accomplishes this union.

Methodology

The application of decision analysis often takes the form of an
iterative procedure called the Decision Analysis Cycle (see Figure 1).
Although this procedure is not an inviolable method of attacking the
problem, it is a means of ensuring that essential steps have been considered.

The procedure is divided into three phases. In the first
(deterministic) phase, the variables affecting the decision are defined and
related, values are assigned, and the importance of the variables is
measured without any consideration of uncertainty.



PRIOR > DETERMINISTIC > PROBABILISTIC » INFORMATIONAL » DECISION

INFORMATION PHASE PHASE PHASE »ACT
NEW GATHER NEW
INFORMATION INFORMATION INFORMATION
GATHERING [

Figure 1: The Decision Analysis Cycle

The second (probabilistic) phase starts with the encoding of
probability on the important variables; then, the associated probability
assignments on values are derived. This phase also introduces the
assessment of risk preference, which defines the best solution in the face
of uncertainty.

In the third (informational) phase, the results of the first two phases
are reviewed to determine the economic value of eliminating uncertainty in
each of the important variables in the problem. In some ways, this is the
most important phase because it shows just what it would be worth in dollars
and cents to have perfect information. Comparing the value of information
with its cost determines whether additional information should be collected.

If there are further profitable sources of information, then the
decision should be to gather the information rather than to make the primary
decision at this time. The design and execution of the information-
gathering program follows.

Since new information generally requires revisions in the original
analysis, the original three phases must be performed once more. However,
the additional work required to incorporate the modifications is usually
slight, and the evaluation, rapid. At the decision point, it may again be
profitable to gather new information and repeat the cycle, or it may be more
advisable to act. Eventually, the decision to act will be made because the
value of new analysis and information-gathering will be less than its cost.

Applying the above procedure ensures that the total effort is
responsive to changes in information -- the approach is adaptive.
Identifying the crucial areas of uncertainty can also aid in generating new
alternatives for future analysis.

Model Sequence

Typically, a decision analysis is performed not with one, but with a
sequence of progressively more realistic models. These models generally
will be in the form of computer programs. The first model in the sequence
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is the pilot model, an extremely simplified representation of the problem
useful only for determining the most important relationships. Although the
pilot model looks very little like the desired final product, it is
indispensable in achieving that goal.

The next model in the sequence is the prototype model, a quite detailed
representation of the problem that may, however, still be lacking a few
important attributes. Although it will generally have objectionable
features that must be eliminated, it does demonstrate how the final version
will appear and perform.

The final model in the sequence is the production model; it is the most
accurate representation of reality that decision analysis can produce. It
should function well even though it may retain features that are treated in
a less than ideal way.

Starting with the pilot model, sensitivity analyses are used throughout
each phase to guide its further evolution. If decisions are insensitive to
changes in some aspect of the model, there is no need to model that
particular aspect in more detail. The goal of a good modeler is to model in
detail only those aspects of the problem that have an impact on the
decisions, while keeping the costs of this modeling commensurate with the
level of the overall analysis.

Important aids in determining whether further modeling is economically
justifiable are the calculations of the value of information. Some
variables may be uncertain partially because detailed models have not been
constructed. If the analyst can calculate the value of perfect information
about these variables, he will have a standard to use in comparing the costs
of any additional modeling. If the cost of modeling is greater than the
value of perfect information, the modeling is clearly not economically
Jjustifiable.

Using a combination of sensitivity analysis and calculations of the
value of information, the analyst continually directs the development of the
model in an economically efficient way. An analysis conducted in this way
provides not only answers, but also often insights for creating new
alternatives. When completed, the model should be able to withstand the
test of any good engineering design: additional modeling resources could be
utilized with equal effectiveness in any part of the model. There is no
such thing as a final or complete analysis; there is only an economic
analysis given the resources available.

PART II: REFINEMENTS AND NEW DEVELOPMENTS IN DECISION ANALYSIS
Having seen the basic concepts of decision analysis and the main points

of its professional practice, let us now examine some of the evolutionary
changes in the field over the last two decades.
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The Decision Basis

It has become useful to have a name for the formal description of a
decision problem; we call it the decision basis. The decision basis
consists of a quantitative specification of the three elements of the
basis: the alternatives, the information, and the preferences of the
decision-maker. We can then think of two essential steps in any decision
analysis: the development and the evaluation of the decision basis.

Basis Development

To develop the decision basis, the decision analyst must elicit each of
the three elements from the decision-maker or from his delegates. For
example, in a medical problem, the ultimate decision-maker should be the
patient. The patient would provide the element of preference in the basis,
probably in a series of interviews with the decision analyst. In most
cases, however, the patient will delegate the alternative and information
elements to doctors who, in turn, would be interviewed by the decision
analyst. The analyst should be able to certify that the decision basis
accurately represents the alternatives, information, and preferences
provided directly or indirectly by the decision-maker. We should note here
that the alternatives must include alternatives of information-gathering,
such as tests, experimental programs, surveys, or pilot plants.

One key issue is the extent to which the decision analyst can provide
substantive portions of the decision basis by acting as an expert. In many
circumstances, the analyst cannot be an expert because he has only a lay
knowledge of the decision field. Even when the analyst does have
substantial knowledge of the subject area, he should make clear to the
decision-maker when he has changed from the role of decision analyst to that
of substantive expert. Playing the role of expert can also force the
analyst to defend his views against those of others; to this extent, he
would be less of a "fair witness" in the subsequent analysis. Nevertheless,
this possible loss of impartiality and fresh viewpoint must be balanced
against the communication advantages of dealing with an analyst familiar
with the decision field.

Basis Evaluation

Once the basis is developed, the next step is to evaluate it using the
sensitivity analysis and value of information calculations described
earlier. However, casting the problem as a decision basis shows that value-
of-information calculations, important as they are, focus on only one
element of the basis -- information.

Using the concept of the basis, we can also compute the value of a new

alternative, which we might call the value of control. Such a calculation
might well motivate the search for an alternative with certain charac-

teristics and perhaps even the development of such an alternative.
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One can perform a similar sensitivity analysis to preference with the
intention not of changing preference, but of ensuring that preferences have
been accurately assessed. A large change in value resulting from a small
change in preference would indicate the need for more interviews about
preference.

A Revised Cycle

Using the concept of the basis, we may wish to restructure the decision
analysis cycle in the four-phase form shown in Figure 2. Here, the
information gathering that must precede analysis or augment subsequent
analyses has been included in a basis development phase. The deterministic
and probabilistic phases are essentially unchanged, but the informational
phase -- renamed "basis appraisal" -- is expanded to include the examination
of all three basis elements.

INITIAL
SITUATION ACTION
BASIS DETERMINISTIC PROBABILISTIC BASIS >
»| DEVELOPMENT [ ™| STRUCTURING | | EVALUATION | | APPRAISAL
T ITERATION

Figure 2: The Revised Decision Analysis Cycle

A Refined Analysis Sequence

As a problem is analyzed, the analysis may progress through the
decision analysis cycle several times in increasing levels of detail. The
basic distinction is between the pilot and full-scale analysis. The pilot
analysis is a simplified, approximate, but comprehensive, analysis of a
decision problem. The dictionary defines pilot as "serving as a tentative
model for future experiment or development." The full-scale analysis is an
increasingly realistic, accurate, and justifiable analysis of a decision
problem, where full-scale is defined as "employing all resources, not
Timited or partial." To understand these distinctions, we must explain in
more detail what constitutes a pilot or full-scale analysis.

12



The purpose of a pilot analysis is to provide understanding and
establish effective communication about the nature of the decision and the

major issues surrounding it. The content of the pilot analysis is a
simplified decision model, a tentative preference structure, and a rough
characterization of uncertainty. From a pilot analysis, the decision-maker
should expect preliminary recommendations for the decision and the analyst
should expect guidance in conducting the full-scale analysis.

The purpose of the full-scale analysis is to find the most desirable
action, given the fully developed decision basis. The full-scale analysis
consists of a balanced and realistic decision model, preferences that have
been certified by the decision-maker, and a careful representation of
important uncertainties. From the full-scale analysis, the decision-maker
should expect a recommended course of action.

While most analyses progress from pilot to full-scale, some are so
complex that valuable distinctions may be made between different stages of
full-scale analysis.

The first stage of full-scale analysis is the prototypical stage, which
is intended to reveal weaknesses and excesses in the full-scale analysis that
are worthy of correction. A prototype is defined as "an original type, form,
or instance that serves as a model on which later stages are based or judged."

After the indicated corrections have been made, the analyst has an
integrated stage of full-scale analysis that provides the decision-maker with
confidence in having a unified, balanced, and economic analysis as a basis
for decision. To integrate is "to make into a whole by bringing all parts
together: unify." If a decision-maker is making a personal decision that
will not require the support or approval of others, then the integrated stage
of full-scale analysis is all that is required. However, if the
decision-maker must convince others of the wisdom of the chosen course of
action or even defend that course against hostile elements, then an
additional stage of full-scale analysis will be necessary -- the defensible
stage.

The defensible stage of full-scale analysis is intended to demonstrate
to supportive, doubtful, and possibly hostile audiences that the analysis
provides an appropriate basis for decision. Defensible means "capable of
being defended, protected, or justified." Typically, defensible analyses are
necessary for important decisions in the public arena; however, even private
enterprises may wish to conduct defensible analyses to win the support of
workers, financial institutions, or venture partners. Defensible analyses
are very demanding because they must show not only that the basis used is
reasonable, but also that other possible bases that would lead to different
decisions are not reasonable.

Contributions from Psychological Research

One of the most significant factors influencing the practice of decision
analysis in recent years has been new knowledge about cognitive processes
from the field of psychology. This research, centering on the contributions
of Kahneman and Tversky, has had two major effects. First, the research on
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cognitive biases [10] has shown the need for subtlety and careful procedure
in eliciting the probabilistic judgments on which decision analysis depends.
Second, and perhaps even more important, the descriptive research on how
people actually make decisions [6,11] shows that man is considerably less
skilled in decision-making than expected. The main thrust of this research
shows that people violate the rules of probabilistic logic in even quite
simple settings. When we say that people violate certain rules, we mean that
when they are made aware of the implications of their choices, they often
wish they had made another choice: that is, they realize they have made a
mistake. While these mistakes can be produced in analyzing simple decision
settings, they become almost unavoidable when the problem is complex.

These findings may change our interpretation of the logical axioms that
are the foundations of decision analysis. We have always considered these
axioms as normative: they must be satisfied if our decisions are to have
many properties that we would regard as desirable. If a particular
individual did not satisfy the axioms, then he would be simply making
mistakes in the view of those who followed the axioms. While this
interpretation is still possible, a more appropriate way to look at the
axioms is that they describe what any person would do if faced with a
situation as simple as the one described by the axioms. In other words, the
axioms are descriptive of human behavior for simple situations. If, however,
the situation becomes more complex, more "opaque" as opposed to
“transparent,” the axioms are no longer descriptive because the person may
unintentionally violate the axiom systems.

We may now think of the job of the decision analyst as that of making
"opaque" situations "transparent," so that the person clearly sees what to
do. This interpretation of the work may not make it any easier, but it is
far more humane than the view that the analyst is trying to impose logic on a
willfully illogical world.

Influence Diagrams

The influence diagram is one of the most useful concepts developed in
decision analysis [3]. The analyst has always faced the problem of how to
reduce the multifaceted knowledge in people's heads to a form that could meet
the rigid tests of explicitness and consistency required by a computer. The
influence diagram is a major aid in this transformation because it crosses
the border between the graphic view of relationships that is very convenient
for human beings and the explicit equations and numbers that are the province
of present computers. To find a device that can readily be sketched by a
layman and yet be so carefully defined that useful theorems concerning it can
be proved by formal methods is rare. Although there is a danger that people
who do not thoroughly understand influence diagrams may abuse them and be
misled, there is an even greater promise that the influence diagram will be
an important bridge between analyst and decision-maker.

Valuing Extreme Qutcomes

One of the problems perplexing early users of decision analysis was how
to treat outcomes so extreme that they seemed to be beyond analysis. For
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example, the question of how a person's death as the result of medical
treatment can be balanced with other medical outcomes, like paralysis or even
purely economic outcomes, was especially demanding. These problems appear to
raise both ethical dilemmas and technical difficulties. One ethical dilemma
centered on who had the right to value lives. A technical difficulty was
revealed when an economist testifying in court on the value of a life was
asked whether he would be willing to allow himself to be killed if he were
given that amount of money. Nevertheless, once the ethical issue is
clarified by acknowledging that a person may properly place a value on his
own life, then the technical question of how to do it can be addressed quite
satisfactorily, especially in the case of exposure to the many small risks
present in modern life [4,5]. The results have major implications for many
decisions affecting health and safety.

The development of ways to think about the unthinkable has shown that no
decision problem Ties beyond the realm of decision analysis. That is very
satisfying, for were you faced with medical decisions about a loved one,
would you want to use second-rate logic any more than a second-rate doctor?

Conclusion

When decision analysis was first developed, a common comment was, "If
this is such a great idea, why doesn't [insert name of large, famous company]
use it?" Today, it is difficult to find a major corporation that has not
employed decision analysis in some form. There are some factors that should
lead to even greater use. For example, decision analysis procedures are now
more efficiently executable because the increased power of modern computers
has reduced the costs of even very complex analyses to an affordable level.
The problems that can be successfully attacked now run the gamut of all
important decision problems. Increasing uncertainties and rapid change
require fresh solutions rather than tested "rules of thumb." Some day,
decision analysis of important decisions will perhaps become recognized as so
necessary for conducting a provident 1ife that it will be taught in grade
school rather than in graduate school.
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INTRODUCTION

Decision analysis is a term used to describe
a body of knowledge and professional prac-
tice for the logical illumination of decision
problems. It is the latest link in a long chain
of quantitative advances in management that
have emerged from the operations research/
management science heritage. It is the result
of combining aspects of systems analysis and
statistical decision theory. Systems analysis
grew as a branch of engineering whose
strength was consideration of the interactions
and dynamic behavior of complex situations.
Statistical decision theory was concerned
with how to be logical in simple uncertain
situations. When their concepts are merged,
they can reveal how to be logical in complex,
dynamic, and uncertain situations; this is the
province of decision analysis.

Thus, decision analysis focuses logical

BACKGROUND

History of Quantitative Decision-Making
Operations Research

Operations research was the first organized
activity in the scientific analysis of decision-
making. It originated in the application of sci-
entific methods to the study of air defense
during the Battle of Britain. The develop-
ment of operations research continued in the
U.S. in the Navy’s study of antisubmarine
and fleet protection problems. After World
War II, many of the scientists experienced in
operations research decided to apply their
new tools to the problems of management.

However, an examination of the transition
of operations research from military to civil-
ian problems shows that the limitations in-
herent in the military applications carried
over to the civilian work. Many of the opera-
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power to reduce confusing and worrisome
problems to their elemental form. It does this
not only by capturing structure, but by pro-
viding conceptual and practical methods for
measuring and using whatever knowledge re-
garding uncertainty is available, no matter
how vague. When all available knowledge has
been applied, the problem is reduced to one of
preference; thus the best alternative will de-
pend on the desires of the decision-maker.
Here again, decision analysis provides con-
ceptual and practical methods for measuring
preferences. The problem may require ex-
pressing the relative desirability of various
outcomes, the effect on desirability of changes
in timing, and the tolerance for uncertainty in
receiving outcomes. In particular, the impact
of uncertainty upon the decision can be meas-
ured and interpreted —not left to intuition.

tions researchers trained in the military en-
vironment had become used to working only
on operationally repetitive problems. In these
constantly recurring problems, the impact of
the formal analysis became evident to even
the most skeptical observers. Some of the re-
searchers, however, concluded that only this
type of problem was susceptible to scientific
analysis—that is they limited operations
research to the study of repetitive processes.

Since repetitive decisions are also impor-
tant to the civilian world, operations research
made substantial headway in its new environ-
ment. Yet, the insistence on repetition con-
fined the efforts of operations researchers
within the province of lower and middle man-
agement, such as inventory control, produc-
tion scheduling, and tactical marketing. Sel-
dom did the analysts study decision problems
relevant to the top executive.
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Management Science

In the mid-1950s, operations research
spawned an offshoot—management science.
This discipline developed in response to a
deep concern that the special problems of
management were not receiving sufficient at-
tention in operations research circles. This
new field grew to emphasize science more than
management, however. Management scien-
tists have been accused of having more inter-
est in those problems that are subject to
elegant mathematical treatment than in those
of the top executive, which are generally less
easily quantified.

Although many students of business have
considered the problems of top management,
they have not generally had the scientific and
mathematical training necessary to give sub-
stance to their ideas and to allow their appli-
cation in new situations. When the top man-
ager sought help on a problem, he often had to
choose between a mathematician who was
more concerned with the idiosyncrasies of the
situation than with its essence and an expe-
rienced “‘expert” who might be tempted to
apply an old solution to a radically new prob-
lem. Thus, the early promise of scientific aids
for the executive was slow in materializing.

Decision Analysis

In the last few years, a new discipline,
called “‘decision analysis,”” has developed from
these predecessors. It seeks to apply logical,
mathematical, and scientific procedures to the
decision problems of top management that are
characterized by the following:

» Uniqueness. Each is one of a kind, perhaps
similar to—but never identical with—previ-
ous situations.

» Importance. A significant portion of the
organization’s resources is in question.

» Uncertainty. Many of the key factors that
must be taken into account are imperfectly
known.

» Long run implications. The enterprise will
be forced to live with the results of the situa-
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tion for many years, perhaps even beyond the
lifetimes of all individuals involved.

» Complex preferences. The task of incorpo-
rating the decision-maker’s preferences about
time and risk assumes great importance.

Decision analysis provides a logical frame-
work for balancing all these considerations. It
permits mathematical modeling of the deci-
sion, computational implementation of the
model, and quantitative evaluation of the
various courses of action. This report de-
scribes and delineates the potential of decision
analysis as an aid to top management.

The Timeliness of Decision Analysis

An appropriate question is why decision
analysis has only recently emerged as a disci-
pline capable of treating the complexities of
significant decision problems. The answer is
found in the combination of three factors:
historical circumstance, development of com-
plementary capabilities, and the need for
increased formalism.

The Computer Revolution

Despite the elaborateness of its logical
foundations, decision analysis would be merely
an intellectual curiosity rather than a power-
ful tool if the means were not available to
build models and to manipulate them eco-
nomically. The rapid development of the
electronic computer in the past two decades
has made feasible what would have been im-
possible only a quarter of a century ago. The
availability of electronic computation is an
essential condition for the growth of the de-
cision analysis field.

The Tyranny of the Computer

A powerful tool is always subject to misuse.
The widespread use of computers has led
some managers to feel that they are losing
rather than gaining control over the opera-
tions of their organizations. These feelings can
lead to a defensive attitude toward the sug-



gestion that computers should be included in
the decision-making process.

Decision analysis can play a major role in
providing the focus that management re-
quires to control application of computers
to management activities. When examined
through decision analysis, the problem is not
one of management information systems, but
one of providing management with structured
decision alternatives in which management
experience, judgment, and preference have
already been incorporated. Since properly ap-
plied decision analysis produces insight as
well as answers, it places control in, rather
than out of, the hands of the decision-maker.

The Need for Formalism

A final force in the current development of
decision analysis is the trend toward profes-
sional management in present organizations.
The one-man show is giving way to committees
and boards, and the individual entrepreneur
is becoming relatively less important. A con-
comitant of this change is the need for new
professional managers to present evidence of
more carefully reasoned and documented de-
cisions. Even the good intuitive decision-
maker will have to convince others of the
logic of his decisions.

However, the need for more formalism may
also be imposed from outside the organiza-
tion. The nature of competition will mean that
when one company in an industry capitalizes
on the efficacy of decision analysis, the others
will be under pressure to become more orderly
in their own decision-making. To an increas-
ing extent, good outcomes resulting from in-
tuitive decisions will be regarded in the same
light as winnings at the races—that is, as the
result of luck rather than of prudent mana-
gerial practice.

The Essence of Decision Analysis

Definition of Decision

In describing decision analysis, the first
step is to define a decision. In this report, a

decision is considered an irrevocable alloca-
tion of resources, in the sense that it would
take additional resources, perhaps prohibitive
in amount, to change the allocation. Some de-
cisions are inherently irrevocable, such as
whether or not to amputate a pianist’s hand;
others are essentially irrevocable, such as the
decision by a major company to enter a new
field of endeavor.

Clearly, no one can make a decision unless
he has resources to allocate. For example, a
manufacturer may be concerned about
whether his competition will cut prices, but
unless he can change something about the way
he does business, he has no decisions to make.
Concern without the ability to make decisions
is simply “worry.” It is not unusual in prac-
tice to encounter decision problems that are
really worries. Exposing a decision problem
as a worry may be very helpful if it allows the
resources of the decision-maker to be devoted
more profitably to other concerns.

Another common phenomenon is the study,
which is an investigation that does not focus
on a decision. Until a decision must be made,
how can the economic balance of the study be
determined? For example, suppose someone
requested a study of the automobile in his
particular community. The person conducting
the study might survey cars’ weight, horse-
power, displacement, braking ability, seating
capacity, make, type, color, age, origin, and
on and on. However, if a decision were re-
quired concerning the size of stalls in a park-
ing facility, or the length of a highway accel-
eration lane, the pertinent characteristics
would become clear. Further, decision anal-
ysis could even determine how extensive a
survey, if any, would be economic. Thus, con-
centrating on a decision to be made provides
a direct focus to the analysis that is achiev-
able in no other way. Studies, like worries, are
not our concern: decisions are.

The next step is to define a decision-maker:
an individual who has the power to commit
the resources of the organization. In some
cases, the decision-maker may be an organiza-
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tional entity, such as an executive committee.
It is important, however, to distinguish ad-
visory individuals or bodies from those with
the power to commit the organization. Study
upon study may be performed within an or-
ganization advocating or decrying a certain
course of action, but until resources are com-
mitted, no decision has been made. The first
step in any decision analysis is the identifica-
tion of the responsible party.

The Distinction Between a Good Decision
and a Good Outcome

Before there can be a formal discussion of
decision analysis, the distinction between a
good decision and a good outcome must be
understood. A good decision is one based on
the information, values, and preferences of a
decision-maker. A good outcome is one that is
favorably regarded by a decision-maker. It is
possible to have good decisions produce either
good or bad outcomes. Most persons follow
logical decision procedures because they be-
lieve that these procedures, speaking loosely,
produce the best chance of obtaining good
outcomes.

To illustrate this point, suppose that we
had agreed to serve as decision analysis con-
sultants to a person who said that he would
engage only in gambles that were weighted in
his favor. Then this person informed us that
he had purchased a ticket in a lottery. There
were 100 tickets in the lottery, the prize was
$100, and he paid $10 for the ticket. We dem-
onstrate to him that with 1 chance in 100 of
winning the $100, his expected income from
the ticket is only 1/100 of $100 or $1, so that
having paid $10 for the ticket, his expected
loss on the entire prospect is $9. Consequently,
in view of this person’s expressed desire to
avoid unfavorable gambles, we say that he
has made a bad decision.

However, the next day he receives a check
for $100 as a consequence of having won the
lottery; everyone agrees that this is a good
outcome for him. Yet we must report that his
decision was bad in spite of the good outcome,
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or, perhaps better, that his outcome was good
in spite of the bad decision. This would be a
proper situation to be described as ‘“lucky.”

Suppose, however, that the person had paid
only 10 cents for his ticket. In this case, his
expected income is still $1, but because he
spent only 10 cents for the ticket, his net ex-
pected earnings are 90 cents. Consequently,
we would compliment him on his good deci-
sion. Yet if no winnings check appears on the
next day, the client has now experienced a bad
outcome from his good decision.

The distinction between good outcomes and
good decisions is especially important in
maintaining a detached, professional attitude
toward decision problems. Recriminations
based on hindsight in the form of “Why didn’t
it work?”’ are pointless unless they reveal that
available information was not used, that logic
was faulty, or that the preferences of the de-
cision-maker were not properly encoded. The
proper framework for discussing the quality
of decisions and outcomes is a major aid in
using hindsight effectively.

Decision Analysis as a Language
and a Philosophy

The decision analysis formalism serves
both as a language for describing decision
problems and as a philosophical guide to their
solution. The existence of the language per-
mits precision in specifying the many factors
that influence a decision.

The most important feature of the language
is its ability to represent the uncertainty that
inevitably permeates a decision problem. The
language of probability theory is used with
only minor changes in terminology that re-
flect a subjective interpretation of probabilis-
tic measurement. We regard probability as a
state of mind rather than of things. The op-
erational justification for this interpretation
can be as simple as noting the changing odds
on a sporting contest posted by gamblers as
information about the event changes. As new
information arrives, a new probability assign-
ment is made. Decision analysis uses the



same subjective view of probability. By so
doing, statements regarding uncertainty can
be much more precise. Rather than saying,
“There is some chance that a bad result is
likely,” or an equivalent ambiguous state-
ment, we shall be able to speak directly of the
probability of a bad result. There is no need
for vagueness in the language that describes
uncertainty. Putting what is not known on the
record is the first step to new knowledge.

Decision analysis can also make a major
contribution to the understanding of decision
problems by providing a language and philos-
ophy for treating values and preferences.
“Values”” mean the desirability of each out-
outcome; ‘“‘preferences’’ refer to the attitudes
of the decision-maker toward postponement
or uncertainty in the outcomes he receives.
Placing values and preferences in unambigu-
ous terms is as unusual in current decision-
making as is the use of direct probability as-
signments. Yet both must be done if the pro-
cedure is to be used to full advantage.

Later sections of this report describe the
theory and practice of assigning probabilities,
values, and preferences, but the impact of
thinking in such terms can be indicated here.
A most important consequence of formal
thought is the spontaneous resolution of indi-
vidual differences that often occurs when the
protagonists can deal in unambiguous terms.
Two people who differ over the best alterna-
tive may find their disagreements in the areas
of probability assignment, value, or prefer-
ence. Thus, two men who are equally willing
to take a risk may disagree because they as-
sign different probabilities to various out-
comes; or two men who assign the same
probability to the outcomes may differ in their
aversion to risk. It is unlikely that the nature
of the disagreement will emerge without the
formal language. More likely, epithets such as
“foolhardy” or ‘rock-bound conservative,”’
will prevent any communication at all.

The decision analyst must play a detached
role in illuminating the decision problem if he
is to resolve differences. He must be impar-
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tial, never committing himself to any alterna-
tive, but rather showing how new information
or changes in preference affect the desirability
of available alternatives. The effectiveness of
the decision analyst depends as much on his
emotional detachment as on his knowledge of
formal tools.

Decision analysis is a normative, rather
than a descriptive, approach to decision prob-
lems. The decision analyst is not particularly
interested in describing how decision-makers
currently make decisions; rather he is trying
to show how a person subscribing to certain
logical rules would make these decisions in
order to maximize attainment of his objec-
tives. The decision procedures are derived
from logic and from the desires of the decision-
maker and are in this sense prescriptive.

Decision analysis is more than a language
and a philosophy, but the experience of its
users justifies it on this basis alone. By focus-
ing on central issues, the approach often illu-
minates the best course of action in a way that
makes discord evaporate.

Decision Analysis as a Logical and
Quantitative Procedure

Decision analysis provides not only the
philosophical foundations, but also a logical
and quantitative procedure for decision-
making. Since decision analysis encodes infor-
mation, values, and preferences numerically,
it permits quantitative evaluation of the
various courses of action. Further, it docu-
ments the state of information at any stage of
the problem and determines whether the
gathering of further information is economi-
cally justifiable. The actual implementation of
decision analysis models is typically a com-
puter program that enables the many facets
of the problem to be examined together. Most
of this report will describe how the philosophy
of decision analysis carries over into practice.

Delegation of Responsibility

Decision analysis provides both philosoph-
ical and operational guidelines for delegating



responsibility in an organization. If we want
someone to make a good decision, we must
provide that individual not only with the in-
formation but also with the values and prefer-
ences that are relevant to the decision. The
key principle is that the delegator must supply
a subordinate decision-maker with whatever
information, values, and preferences required
for him to reach the same decision that the
delegating individual would have reached in
the same situation. While few organizations
currently use decision analysis principles in
handling the problem of delegation, these
principles are available when needed. It is rare
that an organization performs a decision anal-
ysis on one of its major decisions without
simultaneously obtaining new insight into its
organizational structure.

THE DECISION ANALYSIS CYCLE

Decision analysis as a procedure for analyz-
ing a decision is described below. This proce-
dure is not an inviolable method of attacking
the problem, but is a means of ensuring that
essential steps have been consciously con-
sidered.

The figure describes decision analysis in the
broadest terms. The procedure is iterative
and comprises three phases. The first is a
deterministic phase, in which the variables
affecting the decision are defined and related,
values are assigned, and the importance of the

Fig. 1—The Decision Analysis Cycle
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variables is measured without any considera-
tion of uncertainty.

The second, or probabilistic, phase intro-
duces probability assignments on the impor-
tant variables and derives associated proba-
bility assignments on values. This phase also
introduces the assignment of risk preference,
which provides the best solution in the face
of uncertainty.

The third, or informational, phase reviews
the results of the last two phases to determine
the economic value of eliminating uncertainty
in each of the important variables in the prob-
lem. In some ways, this is the most important
phase because it shows just what it could cost
in dollars and cents not to have perfect infor-
mation. A comparison of the value of informa-
tion with its cost determines whether addi-
tional information should be collected.

If there are profitable further sources of
information, then the decision should be to
gather the information rather than to make
the primary decision at this time. Thereupon
will follow the design and execution of the
information-gathering program, whether it be
a market survey, a laboratory test, or mili-
tary field trials.

The information that results from this pro-
gram may change the model and the probabil-
ity assignments on important variables.
Therefore, the original three phases must be
performed once more. However, the addi-
tional work required to incorporate the modi-
fications should be slight and the evaluation
rapid. At the decision point, it may again be
profitable to gather new information and re-
peat the cycle or it may be more advisable to
act. Eventually, the value of new analysis and
information-gathering will be less than its
cost, and the decision to act will then be made.

This procedure will apply to a variety of
decision situations: in the commercial area, to
the introduction of a new product or the
change in design of an old one; in the military
area, to the acquisition of a new weapon or the
best defense against that of a potential enemy;
in the medical area, to the selection of a med-



ical or surgical procedure for a patient; in the
social area, to the regulation and operation of
public utilities; and finally, in the personal
area to selection of a new car, home or career.
In short, the procedure can be applied to any
decision susceptible to logical analysis.

The Deterministic Phase

Descriptions of the various phases of the
procedure follow beginning with the deter-
ministic phase. The deterministic phase is
essentially a systems analysis of the problem.
Within this phase, efforts devoted to modeling
are distinguished from efforts devoted to anal-
ysis. The elements of the phase appear in
Figure 2.
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Modeling

Modeling is the process of representing the
various relationships of the problem in for-
mal, mathematical terms. The first step in
modeling is to bound the decision, to specify
precisely just what decision must be made.
This requires listing in detail the perceived

alternatives. Identification of the alternatives
will separate an actual decision problem from
a worry.

The next step—finding new alternatives—
is the most creative part of decision analysis.
New alternatives can spring from radically
new concepts; more often they may be careful
combinations of existing alternatives. Dis-
covering a new alternative can never make
the problem less attractive to the decision-
maker; it can only enhance it or leave it un-
changed. Often the difficulty of a decision
problem disappears when a new alternative
is generated.

The next step is to specify the various out-
comes that the set of alternatives could pro-
duce. These outcomes are the subsequent
events that will determine the ultimate desir-
ability of the whole issue. In a new product
introduction, for example, the outcomes might
be specified by sales levels and costs of pro-
duction or even more simply by yearly profits.
Thus, there is a certain amount of arbitrari-
ness in what to call an outcome. For decision
analysis, however, an outcome is whatever the
decision-maker would like to know in retro-
spect to determine how the problem came out.
In a military problem, the outcome could be a
complicated list of casualties, destruction, and
armament expenditures; in a medical prob-
lem, it could be as simple as whether or not
the patient dies.

Now comes the challenging process of se-
lecting the system variables for the analysis,
which are all those variables on which the out-
comes depend. We can identify the system
variables by imagining that we have a crystal
ball that will answer any numerical questions
relative to the decision problem, except, of
course, which alternative to select. We could
ask it questions about the outcome variables
directly, thereby making them the only system
variables in the problem. But typically out-
come variables are difficult to think about in
advance in the real world, and so we might
choose to relate the outcome variables to
others that are easier to comprehend. For
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example, we might like to know the sales level
of a new product. Or in lieu of this, we might
attempt to relate the sales to our own price
and quality and the competitors’ price and
quality, factors that we might regard as more
accessible. These factors would then become
system variables in the analysis.

The selection of system variables is there-
fore a process of successive refinement, where-
in the generation of new system variables is
curtailed by considering the importance of the
problem and the contributions of the vari-
ables. Clearly, allocation of the national
budget can economically justify the use of
many more system variables than can the
selection of a new car.

Once we have decided on the system vari-
ables to use in the problem, each one must be
distinguished either as a variable under the
decision-maker’s control or as a variable de-
termined by the environment of the problem.
System variables that are under the decision-
maker’s control are called decision variables.
The selection of an alternative in a decision
problem is really the specification of the set-
ting of the decision variables. For example, in
the new product introduction problem, the
product price and the size of production facil-
ities would both be decision variables.

System variables in the problem that are
determined by the environment are known as
state variables. Although state variables may
have a drastic effect on the outcomes, they are
autonomous, beyond the control of the deci-
sion-maker. For example, in the new product
introduction, the cost of a crucial raw material
or the competitor’s advertising level might be
state variables.

We shall want to examine the effect of fluc-
tuations in all system variables, whether de-
cision variables or state variables. To aid in
this task, the decision-maker or his surrogate
must specify for each system variable a nom-
inal value and a range of values that the vari-
able may take on. In the case of a decision
variable, the nominal value and range are de-
termined by the decision-maker’s preconcep-
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tions regarding the interesting alternatives.
In the case of state variables, the nominal
value and range reflect the uncertainty as-
signed to the variables. For convenience, we
can often think of the nominal value of a state
variable as its expected value in the mathe-
matical sense and of the range as the 10th
percentile and 90th percentile points of its
probability distribution.

Selecting system variables and setting nom-
inal values and ranges require extensive con-
sultation between the decision-maker and the
decision analyst. At this stage, it is better to
err by including a variable that will later
prove to be unimportant than it is to elimi-
nate a variable prematurely.

The next step is to specify the relationships
among the system variables. This is the heart
of the modeling process—i.e., creating a struc-
tural model that captures the essential inter-
dependencies of the problem. This model
should be expressed in the language of logic—
mathematics—typically by a set of equations
relating the system variables. In most deci-
sions of professional interest, these equations
will form the basis for a computer program to
represent the model. The program provides
rapid evaluation of model characteristics at
modest cost.

Constructing a model of this type requires
a certain sophistication in the process of or-
derly description and a facility for careful
simplification. The procedure is elementary,
but not trivial; straightforward, but not
pedestrian.

Now the decision-maker must assign values
to outcomes. Just as there was difficulty in
defining an outcome, so there may be some
question about the distinction between an
outcome and its value. For example, in a busi-
ness problem, the decision-maker may think
of his future profit as both the outcome and
the value associated with it. However, main-
taining the generality of the formulation re-
quires creating a distinction between the two.

To illustrate the necessity for this, consider
a medical question involving the amputation



of an arm. The outcomes of interest might be
complete recovery, partial recovery, or death,
each with or without the operation. These out-
comes would describe the results but would
not reveal their value. For example, if the
patient were a lawyer, he might consider
death by far the most serious outcome and be
willing to undergo the amputation if it suffi-
ciently reduced the probability of death.
These feelings might be based on the observa-
tion that an arm is not essential to his career.
To a concert pianist, however, amputation
might be worse than death itself, since life
without being able to play might be unbear-
able. Consequently, he would be rational in
refusing the amputation even if this choice
made his death more likely.

Although in some cases the decision can be
reached as a result of ordering outcomes in
terms of desirability, most problems of prac-
tical interest require a numerical (cardinal)
ranking system. Therefore, assigning a value
means assigning a numerical value to an out-
come. Though there may be many elements of
value in the outcome, the final value assign-
ment is a single number associated with that
outcome.

In commercial situations, the wvalue as-
signed to an outcome will typically be some
form of profit. In social and military prob-
lems, however, the value assignment is more
difficult because it requires measuring the
value of a human life, or a cultured life, or a
healthy life in dollars and cents terms. Though
these questions of evaluation may be difficult,
logic demands that they be approached di-
rectly in monetary terms if monetary re-
sources are to be allocated.

The final step in creating the deterministic
model is to specify the time preference of the
decision-maker. Time preference is the term
used to describe the human phenomenon of
impatience. Everyone wants good things to
happen to him sooner rather than later. This
impatience is reflected in a willingness to con-
sume less now rather than postpone the con-
sumption. The payment of interest on savings
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accounts and the collection of interest on loans
are mere reflections of this phenomenon.
Consequently, representing the desires of a
decision-maker requires a realistic mechanism
for describing his time preference, a mecha-
nism that reduces any time stream of value to
a single number called worth.

For a corporate financial decision, worth
will often be simply the discounted difference
between future income and expenditures us-
ing an interest rate that depends upon the
relationship of the corporation to its financial
environment. In the military or medical fields,
worth may be more difficult to establish.

The modeling part of the deterministic
phase thus progresses from the original state-
ment of the decision problem to a formal de-
scription suitable for detailed examination by
logical and computational analysis. The de-
cision-maker’s value assignments and his time
preference permit rating any outcome that
appears as a time stream first as a set of val-
ues in time and then as an equivalent worth.

Analysis

Analysis based on the deterministic phase
centers on observing how changes in the vari-
ables affect worth. Experimentation of this
type is known as sensitivity analysis; it is
highly effective in refining the formulation of
the problem.

The first sensitivity analysis we perform is
associated with the decision variables. First,
fixing all other state variables in the problem
at their nominal values, we then allow one of
the decision variables to traverse its assigned
range and observe how worth changes. Of
course, these observations are usually carried
out by computer program. If we find that a
particular decision variable has a major effect,
then we know that we were correct in includ-
ing it in the original formulation. But if a de-
cision variable has little or no effect, we are
justified in considering its removal as a deci-
sion variable. If reflection reveals that the
latter is the case, we would say that we have
eliminated an impotent decision variable. For



example, the time of introduction of a new
product might seem to be a decision variable
of major importance, but because of the com-
bined effects of competitive reaction and the
gaining of production experience, it might turn
out to have very little effect. The timing of
entry would then be an impotent variable.

Next, we perform sensitivity analyses on
the state variables, which are uncertain and
over which the decision-maker has no control.
With all other system variables at their nom-
inal values, we observe the change in worth
while sweeping one state variable over its
range. If a state variable has a major effect,
then the uncertainty in the variable deserves
special attention. Such variables are called
aleatory variables to emphasize their un-
certainty.

If, however, varying a state variable over
its range produces only a minor change in
worth, then that variable might well be fixed
at its nominal value. In this case, we say that
the state variable has become a fixated vari-
able. A state variable may become fixated
either because it has an important influence
on the worth per unit of its range, but an ex-
tremely small range, or because it has little
influence on the worth per unit of its range,
even though it has a broad range.

There is no reason to conclude that a fixated
variable is unimportant in an absolute sense.
For example, the corporate tax rate may be a
fixated variable in a problem because no
change in it is anticipated within the time pe-
riod under consideration. Yet it is possible
that an unforeseen large change in this rate
could change a favorable venture into an un-
favorable one.

Although sensitivity analysis has been de-
scribed as if it concerns only changes in one
variable at a time, some of the most interest-
ing sensitivity results are often observed
when there are simultaneous changes in state
variables. Since the possibilities of changing
state variables jointly grows rapidly with the
number of state variables, an important mat-
ter of judgment for the decision analyst is to
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determine the amount of simultaneous sensi-
tivity analysis that is economic.

The Probabilistic Phase

The net result of the deterministic sensi-
tivity analysis on the autonomous state vari-
ables is to divide them into aleatory and fix-
ated classes. The probabilistic phase deter-
mines the uncertainty in value and worth due
to the aleatory variables. The phase will be
divided into steps of modeling and analysis;
Figure 3 illustrates its internal structure.
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Modeling Probability Distributions

The first modeling step in the probabilistic
phase is the assignment of probability distri-
butions to the aleatory variables. Either the
decision-maker or someone he designates
must assign the probability that each aleatory
variable will exceed any given value. If any
set of aleatory variables is dependent, in the
sense that knowledge of one would provide
information about the others, then the prob-
ability assignments on any one variable must



be conditional on the values of the others.
Gathering these assignments amounts to ask-
ing such questions as, “What are the odds
that sales will exceed 10 million units in the
first year?”’ (See section entitled ‘“Encoding
Knowledge and Preferences.””) Strange as
such questions may be in the current business
world, they could be the standard executive
language of tomorrow.

Analysis

With knowledge from the deterministic
phase of how the worth depends on the state
variables and assigned probability distribu-
tions on the aleatory variables, it is a straight-
forward calculation to determine the proba-
bility distribution of worth for any setting of
the decision variables; this probability distri-
bution is the ‘“worth lottery.” The worth lot-
tery describes the uncertainty in worth that
results from the probability assignments to
the aleatory variables for any given alterna-
tive (setting of decision variables.) Of course,
the values of the fixated variables are never
changed.

To select a course of action, the analyst
could generate a worth lottery for each alter-
native and then select the one that is more
desirable. But how would he know which
worth lottery is most desirable to the deci-
sion-maker?

One important principle that allows judging
one worth lottery as being better than an-
other is that of stochastic dominance, which is
illustrated in Figure 4. Part A of this figure
shows the worth lottery for two alternatives
in both probability densities and excess prob-
ability distribution forms. The excess proba-
bility distribution, or excess distribution, is
the probability that the variable will exceed
any given value plotted as a function of that
value. Its height at any point is the area under
the probability density function to the right of
that point. Comparison of the excess distri-
butions for the two alternatives reveals that,
for any value of X, there is a higher probabil-
ity that alternative 2 will produce a worth in
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Fig. 4
Part A—Stochastic Dominance

Worth Alternative 1 Alternative 2

Lottery
(Density
. Function)

Worth

Worth

.. Lottery

(Probability :
of Worth. .

Exceeding x) Alternative 1

Alternative 2

= X

Part B—Lack of Stochastic Dominance

Alternative 2

Worth

Worth
Lottery
(Probability
of Worth
Exceeding x)

Alternative 1 Alternative 2

excess of that X than will alternative 1. Con-
sequently, a decision-maker preferring more
worth to less would prefer alternative 2. If
alternative A has an excess distribution that
is at least as great as that of alternative B at
any point and greater than B at at least one
point, alternative A stochastically dominates
alternative B. If stochastic dominance exists
between two competing alternatives, there is
no need to inquire into the risk preference of
the decision-maker, who rationally must rule
out the stochastically dominated alternatives.

Part B of Figure 4 illustrates a case in
which stochastic dominance does not exist.
The excess distributions on worth for the two
alternatives cross. If the decision-maker
wants to maximize his chance of receiving at



least a small amount of worth, he would pre-
fer alternative 1; if he wants to maximize his
chance of receiving at least a large amount of
worth, he would prefer alternative 2. In situa-
tions like this, where stochastic dominance
does not apply, the risk preference of the de-
cision-maker must be encoded formally, as
shown below.

Just because alternative A stochastically
dominates alternative B does not mean that
the decision-maker will necessarily achieve a
higher worth by following alternative A. For
example, if alternative A produces worths of
five to 15 with equal probability and alterna-
tive B produces worths of zero and ten with
equal probability, then A stochastically dom-
inates B. Yet it is possible that A will produce
a worth of five while B will produce a worth of
ten. However, not knowing how the lottery
will turn out, the rational man would prefer
alternative A.

Modeling Risk Preference

If stochastic dominance has not determined
the best alternative, the analyst must turn to
the question of risk preference. To demon-
strate that most individuals are averse to
risk, it is only necessary to note that few,
if any, are willing to toss a coin, double or
nothing, for a year’s salary. Organizations
typically act in the same way. A realistic anal-
ysis of decisions requires capturing this aver-
sion to risk in the formal model.

Fortunately, if the decision-maker agrees to
a set of axioms about risk taking (to be de-
scribed in the following section), his risk pref-
erence can be represented by a utility curve
like that shown in Figure 5. This curve as-
signs a utility to any value of worth. As a con-
sequence of the risk preference axioms, the
decision-maker’s rating of any worth lottery
can be computed by multiplying the utility of
any possible worth in the lottery by the prob-
ability of that worth and then summing over
all possible worths. This rating is called the
expected utility of the worth lottery.

If one worth lottery has a higher expected
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utility than another, then it must be preferred
by the decision-maker if he is to remain con-
sistent with the axioms. The analyst is not
telling the decision-maker which worth lottery
he should prefer but only pointing out to him
a way to be consistent with a very reasonable
set of properties he would like his preferences
to enjoy.

Thus, the utility curve provides a practical
method of incorporating risk preference into
the model. When faced with a choice between
two alternatives whose worth lotteries do not
exhibit stochastic dominance, the analyst com-
putes the expected utility of each and chooses
the one with the higher expected utility.

Although the expected utility rating does
serve to make the choice between alternatives,
its numerical value has no particular intuitive
meaning. Therefore, after computing the ex-
pected utility of a worth lottery, the analyst
often returns to the utility curve to see what
worth corresponds to this expected utility; we
call this quantity the certain equivalent worth
of the worth lottery. The name arises as fol-
lows: if another worth lottery produced the
certain equivalent worth with probability
one, then it and the original lottery would
have the same expected utilities and hence
would be equally preferred by the decision-
maker. Consequently, the certain equivalent
worth of any worth lottery is the amount of
worth received for certain, so that the deci-
sion-maker would be indifferent between re-
ceiving this worth and participating in the
lottery. Since almost all utility curves show



that utility increases as worth increases,
worth lotteries can be ranked in terms of their
certain equivalent worths. The best alterna-
tive is the one whose worth lottery has the
highest certain equivalent worth.

Analysis

In returning to the analysis of the probabi-
listic phase, the first step is to compute the
certain equivalent worth of each of the alter-
natives. Since the best decision would be the
alternative with the highest certain equiva-
lent worth, the decision probably could be
considered solved at this point. The careful
analyst, however, will examine the properties
of the model to establish its validity and so
would not stop here. The introduction of risk
preference is another point at which to check
the sensitivity of the problem. For example,
by setting all decision variables but one to
their nominal values and then sweeping this
one decision variable through its range, the
analyst may find that although this variation
changes the worth lottery it does not signifi-
cantly change the certain equivalent worth.
This result would indicate that the decision
variable could be fixed at its nominal value.

Aleatory variables receive the same sensi-
tivity analysis by setting one of them equal to
a trial value within the range and then allow-
ing the others to have the appropriate condi-
tional joint probability distribution. When the
decision variables are given their nominal val-
ues, the program will produce a worth lottery
and hence a certain equivalent worth for the
trial value. Sweeping the trial value from one
end of its range to the other shows how much
certain equivalent worth is changed. If the
change is small, there is evidence that the
particular aleatory variable may be changed
to a fixated variable. We call this procedure
measurement of the stochastic sensitivity of a
variable. It is possible that an aleatory vari-
able showing a large deterministic sensitivity
could reveal only a small stochastic sensitivity
and vice versa. Consequently, any decisions
to remove variables from aleatory status on
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the basis of deterministic sensitivity might
well be reviewed at this time by measurement
of stochastic sensitivity.

As in the case of deterministic sensitivity,
we can measure the stochastic sensitivity of
many variables, simultaneously. Once more,
the decision analyst must judge how far it is
profitable to proceed. Measurement of sto-
chastic sensitivity is a powerful tool for locat-
ing the important variables of the problem.

There is one other form of sensitivity anal-
ysis available at this point: risk sensitivity. In
some cases, it is possible to characterize the
utility curve by a single number—the risk
aversion constant (just when this is possible
will be discussed later). However, when the
risk aversion constant is applicable we can
interpret it as a direct measure of a decision-
maker’s willingness to accept a risk. An indi-
vidual with a small risk aversion constant is
quite willing to engage in a fair gamble; he
has a tolerant attitude toward risk. As his
risk aversion constant increases, he becomes
more and more unwilling to participate. If two
men share responsibility for a decision prob-
lem, the less risk tolerant will assign a lower
certain equivalent worth for any given worth
lottery than will the other. Perhaps, however,
when the certain equivalent worths are com-
puted for all alternatives for both men, the
ranking of certain equivalent worths might be
the same for both, or at least the same alterna-
tive would appear at the top of both lists.
Then there would hardly be any point in their
arguing over the desirable extent of risk aver-
sion and a possible source of controversy
would have been eliminated.

The measurement of risk sensitivity deter-
mines how the certain equivalent worths of
the most favorable alternatives depend on the
risk aversion constant. The issue of risk aver-
sion can often be quickly resolved.

The problem structure, the set of alterna-
tives generated, the probability assignment to
aleatory variables, the value assessments, the
statement of time preference, and the specifi-
cation of risk preference combine to indicate
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the best alternative in the problem. The over-
all procedure is illustrated by the decision
analysis pyramid in Figure 6. However, it still
may be best to obtain more information rather
than to act. This determination is made in the
third phase, as described below.

The Informational Phase

The informational phase is devoted to find-
ing out whether it is worthwhile to engage in a
possibly expensive information-gathering ac-
tivity before making a decision. It is, in the
broadest sense, an experimental design proce-
dure from which one very possible result is the
decision to perform no experiment at all. Fig-
ure 7 shows the steps in the phase.
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The fundamental idea in the informational
phase is that of placing a monetary value on
additional information. A key concept in ap-
proaching this value is that of clairvoyance.
Suppose someone exists who knows in advance
just what value a particular aleatory variable
would assume in the decision problem—a
clairvoyant. How much should the decision-
maker be willing to pay him for his services?

To answer this question, recall that the dis-
cussion of stochastic sensitivity described how
to compute the certain equivalent worth given
that an aleatory variable took on a value s. In
that procedure, the decision variables were
set equal to their best values from the proba-
bilistic phase. Suppose now that we engage
the clairvoyant at a cost &, and then he tells us
that the aleatory variable will take on the
value s. First, we would set the decision vari-
ables to take best advantage of this informa-
tion. However, since the other aleatory vari-
ables are still uncertain, they would be
described by the appropriate distributions,



given the available information. The com-
puter program would then determine the ex-
pected utility of the entire decision problem
including the payment to the clairvoyant, all
conditional on his reporting s.

Before engaging the clairvoyant, however,
the probability to be assigned to his reporting
s as the value of the particular aleatory vari-
able is described by the probability distribu-
tion showing the current state of knowledge
on this variable. Consequently, we obtain the
expected utility of purchasing his information
on the variable at a cost & by multiplying
the expected utility of the information given
that he reports s and costs &, by the current
probability that he will report s and then sum-
ming over all values of s. The analyst uses the
current probability in this calculation because
if the clairvoyant is reliable, the chance of his
reporting that the variable falls in any range
is just the chance that it will fall in that range.

Knowing the expected utility of purchasing
the information from the clairvoyant at a cost
of k, we can gradually increase k from zero
until the expected utility of purchasing the
information is just equal to the expected util-
ity of proceeding with the decision without
clairvoyant information. The value of k that
establishes this equivalence is the value of
clairvoyance on the aleatory variable.

The value of clairvoyance on an aleatory
variable represents an upper bound on the
payment for any experimental program de-
signed to provide information on this variable,
for no such program could be worth more than

clairvoyance. The actual existence of a clair-

voyant is not material to this discussion; he
is merely a construct to guide our thinking.
We call the process of measuring the value
of clairvoyance the measurement of economic
sensitivity. If any aleatory variable exhibits
high economic sensitivity, it is a prime candi-
date for an information-gathering program.
It is possible, however, for a variable to have
a high stochastic sensitivity and a low eco-
nomic sensitivity because the available alter-
natives cannot take advantage of the informa-
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tion received about the variable. To deter-
mine the importance of joint information, the
analyst can measure the value of clairvoyance
on more than one variable at a time.

The actual information-gathering programs
available will seldom provide perfect informa-
tion, so they will be less valuable than clair-
voyance. Extension of the discussion of clair-
voyance shows how their value can be
measured. Whereas the clairvoyant reported
a particular value s for an aleatory variable, a
typical experimental program will provide
only a new probability distribution for the
aleatory variable. The analyst would then
determine the best decision, given this new
information, and compute the expected utility
of the decision problem. He would next multi-
ply the expected utility by the probability that
the exerimental program would come out in
this way and then sum over all possible out-
comes of the experimental program. The re-
sult would be the expected utility of the ex-
perimental program at a given cost. The cost
that would make the expected utility just
equal to the expected utility of the problem
without the experimental program would be
the value of the experimental program. If the
value is positive, it represents the maximum
that one should pay for the program. If the
value is negative, it means that the experi-
mental program is expected to be unprofit-
able. Consequently, even though it would pro-
vide useful information, it would not be
conducted.

Modeling

At this stage, the decision-maker and the
analyst must identify the relevant informa-
tion-gathering alternatives, from surveys to
laboratory programs, and find which, if any,
are expected to make a profitable contribution
to the decision problem. In considering alter-
natives, they must take into account any
deleterious effect of delay in making the pri-
mary decision. When the preferred informa-
tion-gathering program is performed, it will
lead, at least, to new probability assignments



on the aleatory variables; it might also result
in changing the basic structure of the model.
When all changes that have been implied by
the outcome of the experimental program are
incorporated into the model, the deterministic
and probabilistic phases are repeated to
check sensitivities. Finally, the informational
phase determines whether further informa-
tion-gathering is profitable. At some point,
further information will cost more than it is
worth, and the alternative that currently has
the highest certainty equivalent will be se-
lected for implementation.

The iterative decision analysis described
above is not intended to fit any particular
situation exactly but, rather, all situations
conceptually. A discussion follows on two pro-
cedures required to carry out the analysis:
encoding knowledge and preferences.

ENCODING KNOWLEDGE
AND PREFERENCES

Encoding Knowledge as Probability
Distributions

Perhaps the single most unusual aspect of
decision analysis is its treatment of uncer-
tainty. Since uncertainty is the central prob-
lem in decision-making, it is essential to
understand the conceptual and logical founda-
tions of the approach to this issue.

The Importance of Uncertainty

The importance of uncertainty is revealed
by the realization that decisions in situations
where there is no random element can usually
be made with little difficulty. Only when un-
certainty exists about which outcome will
occur is there a real decision problem.

For example, suppose that we are planning
to take a trip tomorrow and that bad weather
is forecast. We have the choice of flying or of
taking a train. If a clairvoyant told us the con-
sequences of each of these acts, then our de-
cision would be very simple. Thus, if he said
that the train would depart at 9:13 a.M. and
arrive at 5:43 P.M. and if he described in detail
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the nature of the train accommodations, the
dining car, and the people whom we would
meet as traveling companions, then we would
have a very clear idea of what taking the train
implied. If he further specified that the plane
would leave 2 hours late and arrive 214 hours
late, stated that the flight would be especially
bumpy during a certain portion of the trip,
and described the meals that would be served
and the acquaintances we would meet, then
the flying alternative would be described
as well.

Most of us would have little trouble in
making a decision about our means of travel
when we considered these carefully specified
outcomes in terms of our tastes and desires.
The decision problem is difficult because of the
uncertainty of departure and arrival times
and, in the case of the plane, even whether the
trip would be possible at all. The factors of
personal convenience and pleasure will be
more or less important depending upon the
urgency of the trip and, consequently, so will
the uncertainties in these factors. Thus we
cannot make a meaningful study of decision-
making unless we understand how to deal
with uncertainty. Of course, in the problems
that are of major practical interest to the
decision analyst, the treatment of uncertainty
is even more pressing.

It is possible to show that the only consis-
tent theory of uncertainty is the theory of
probability invented 300 years ago and stud-
ied seriously by mathematicians the world
over. This theory of probability is the only
one that has the following important prop-
erty: the likelihood of any event’s following
the presentation of a sequence of points of
data does not depend upon the order in which
those data are presented. So fundamental is
this property that many would use it as a
defining basis for the theory.

The Subjective Interpretation of Probability

A reasonable question is: If probability is
so essential to decision-making, why hasn’t



its importance been more widely appreciated
until now? The answer is that many users of
probability theory (but certainly not the
original developers) considered probabilities
to be physical parameters of objects, such as
weight, volume, or hardness. For example,
there was much mention of ‘“fair”’ coins and
“fair’”’ dice, with the underlying notion that
the probability of events associated with these
objects could be measured in the real world.

For the past 15 years, however, an impor-
tant minority of experts on the subject have
been advancing the view that probabilities
measure a person’s state of knowledge about
phenomena rather than the phenomena them-
selves. They would say, for example, that
when someone describes a coin as ‘“fair” he
really means that on the basis of all evidence
presented to him he has no reason for assert-
ing that the coin is more likely to fall heads
than tails. This view is modern, but not a
product of modern times. It was studied
clearly and convincingly 200 years ago but
remained buried for a long time.

An example illustrating this view of prob-
ability follows: An astronaut is about to be
fired into space on a globe-circling mission.
As he is strapping himself into his capsule on
top of a gleaming rocket, he asks the launch
supervisor, “By the way, what’s the reliabil-
ity of this rocket?”’ The launch supervisor re-
plies “Ninety nine percent—we expect only
one rocket in one hundred to fail.” The astro-
naut is reassured but still has some doubts
about the success of his mission. He asks,
“Are these rockets around the edge of the
field the same type as the one I’m sitting on?”’
The supervisor replies, “They’re identical.”
The astronaut suggests, “Let’s shoot up a few
just to give me some courage.”

The rocket is fitted with a dummy payload,
prepared for launching, and fired. It falls in
the ocean, a complete failure. The supervisor
comments, “Unlucky break, let’s try an-
other.” Unfortunately, that one also fails by
exploding in mid-air. A third is tried with
disastrous results as it disintegrates on its
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pad. By this time, the astronaut has probably
handed in his resignation and headed home.
Nothing could convince him that the reliabil-
ity of his rocket is still 99%.

But, in reality, what has changed? His
rocket is physically unaffected by the failure
of the other rockets. Its guidance system,
rocket engine, and life support system are all
exactly the same as they were before the other
tests. If probability were a state of things,
then the reliability of his rocket should still
be 0.99. But, of course, it is not. After observ-
ing the failure of the first rocket, he might
have evaluated the reliability of his rocket at,
say, 0.90; after the second failure, at 0.70; and
finally after the third failure, at perhaps 0.30.
What happened was that his state of knowl-
edge of his own rocket was influenced by what
happened to its sister ships, and therefore his
estimate of its reliability must decrease. His
final view of its reliability is so low that he
does not choose to risk his life.

The view of probability as a state of things
is just not tenable. Probability should be con-
sidered as the reading of a kind of mental ther-
mometer that measures uncertainty rather
than temperature. The reading goes up if, as
data accumulate, it tends to increase the like-
lihood of the event under consideration. The
reading of 1 corresponds to certainty that the
event will occur, the reading of 0 to certainty
that it will not occur. The inferential theory of
probability is concerned with the question of
how the reading ought to fluctuate in the face
of new data.

Encoding Experience

Most persons would agree that it would be
unwise to make a decision without considering
all available knowledge before acting. If some-
one were offered an opportunity to participate
in a game of chance by his best friend, by a
tramp, and by a business associate, he would
generally have different feelings about the
fairness of the game in each case. A major
problem is how to encode the knowledge he
has in a usable form. This problem is solved



by the observation that probability is the ap-
propriate way to measure his uncertainty.

All prior experience must be used in assess-
ing probabilities. The difficulty in encoding
prior knowledge as probability is that the
prior information available may range in form
from a strong belief that results from many
years of experience to a vague feeling that
arises from a few haphazard observations.
Yet there is probably not a person who had no
information about an event that was impor-
tant to him. People who start out saying that
they have no idea about what is going to hap-
pen can always, when pressed, provide prob-
ability assignments that show considerable
information about the event in question. The
problem of those who would aid decision-
makers is to make the process of assigning
probabilities as simple, efficient, and accurate
as possible.

The Practical Encoding of Knowledge

In the probabilistic phase of decision anal-
ysis, we face the problem of encoding the un-
certainty in each of the aleatory variables. In
organizational decision-making, prior prob-
ability distributions (or priors) should be as-
signed by the people within the organization
who are most knowledgeable about each state
variable. Thus, the priors on engineering vari-
ables will typically be assigned by the engi-
neering department; on marketing variables,
by the marketing department; and so on.
However, since each case is an attempt to en-
code a probability distribution that reflects a
state of mind and since most individuals have
real difficulty in thinking about uncertainty,
the method of extracting the priors is ex-
tremely important. As people participate in
the prior-gathering process, their attitudes
are indicated successively by: “This is ridic-
ulous.” “It can’t be done.” “I have told you
what you want to know, but it doesn’t mean
anything.” “Yes, it seems to reflect the way I
feel.” And “Why doesn’t everybody do this?”’
In gathering the information, the analyst
must be careful to overcome the defenses the
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individual develops as a result of being asked
for estimates that are often a combination of
targets, wishful thinking, and expectations.
The biggest difficulty is in conveying to the
man that the analyst is interested in his state
of knowledge and not in measuring him or
setting a goal for him.

If the subject has some experience with
probability, he often attempts to make all his
priors look like normal distributions, a char-
acteristic known as ‘“bell-shaped” thinking.
Although normal distributions are appropri-
ate priors in some circumstances, they should
not become foregone conclusions.

Experience has shown certain procedures to
be effective in this almost psychoanalytic
process of prior measurement. One procedure
is to make the measurement in a private inter-
view to eliminate group pressure and to over-
come the vague notions that most people
exhibit about probabilistic matters. Unless the
subjects are already experienced in decision
analysis, the distribution of forms on which
they are supposed to draw their priors has
proved worse than useless.

The interview begins with such questions
as ‘“What are the chances that x will exceed
ten?”” This approach is taken because people
seem much more comfortable in assigning
probabilities to events than they are in sketch-
ing a probability density function. The inter-
viewer also skips around, asking the proba-
bility that x will be ‘“‘greater than 50,” “less
than ten,” “greater than 30,” often asking the
same question again later in the interview.
The replies are recorded out of the view of the
subject so as to frustrate any attempt at
forced consistency on his part. As the inter-
view proceeds, the subject often considers the
questions with greater and greater care, so
that his answers toward the end of the inter-
view may represent his feelings much better
than did his initial answers.

The interviewer can change the form of the
questions by asking the subject to divide the
possible values of an aleatory variable into n
intervals of equal probability. The answers to



all these questions enable the analyst to draw
the excess probability distribution for the
aleatory variable, a form of representation
that seems easy to convey to people without
formal probabilistic training.

The result of the interview must be a prior
that the subject is willing to live with, regard-
less of whether it will describe a lottery on
who buys coffee or on the disposal of his life
savings. The analyst can test the prior by
comparing it with known probabilistic mech-
anisms. For example, if the subject says that
some aleatory variable x is equally likely to be
less or greater than a, then he should be indif-
ferent about whether he is paid $100 if x ex-
ceeds a or if he can call the toss of a coin. If he
is not indifferent, then he must change a until
he is. The end result of such questions is to
produce a prior that the subject is not tempted
to change in any way. Although the prior-
gathering process is not cheap, the analyst
need perform it only on the aleatory variables.

In cases where the interview procedure is
not appropriate, the analyst can often obtain
a satisfactory prior by drawing one himself
and then letting the subject change it until the
subject is satisfied. This technique may also
be useful as an educational device in prepara-
tion for the interview.

If two or more aleatory variables are de-
pendent, then the procedure requires priors
that reflect the dependencies. The technique
of prior gathering is generally the same but
somewhat more involved. Since the treating of
joint variables is a source of expense, the an-
alyst should formulate the problem so as to
avoid them whenever possible.

An Actual Probability Assessment

Figure 8 illustrates prior-gathering. The
decision in a major problem was thought to de-
pend primarily on the average lifetime of a
new material. Since the material had never
been made and test results would not be avail-
able until three years after the decision was
required, it was necessary to encode how
much knowledge the company now had con-
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cerning the life of the material. This knowl-
edge resided in three professional metallur-
gists who were experts in that field of technol-
ogy. These men were interviewed separately
according to the principles described. They
produced the points labeled ‘“Subjects 1, 2,
and 3 in the figure. These results have sev-
eral interesting features. For example, for
t = 17, Subject 2 assigned probabilities of 0.2
and 0.25 at various points in the interview.
On the whole, however, the subjects were re-
markably consistent in their assignments.
Subject 3 was more pessimistic about the life-
time than was Subject 1.

Upon conclusion of the interviews, the
three subjects were brought together, shown
the results, and a vigorous discussion took
place. Subjects 1 and 3 each brought forth in-
formation of which the other two members of
the group were unaware. As the result of this
information exchange, the three subjects drew
the consensus curve—each said that this
curve represented the state of information
about the material’s life at the end of the
meeting. Later, their supervisor said he un-
derstood their position on the new material
for the first time.

It has been suggested that the proper way
to reconcile divergent priors is to assign



weights to each, multiply, and add, but this
experiment is convincing evidence that any
such mechanistic procedure misses the point.
Divergent priors are an excellent indicator of
divergent states of information. The expe-
rience just described not only produced the
company’s present encoding of uncertainty
about the material’s lifetime, but at the same
time encouraged and effected the exchange of
information within the group.

Encoding New Information

Following the encoding of the original infor-
mation about an aleatory variable by means
of a prior probability distribution, or about
an event by the assignment of a probability,
the question naturally arises as to how these
probability assignments should be changed in
the light of new information. The answer to
this question was provided by Bayes in 1763;
it is most easily introduced by considering
the case of an event. Suppose that we have as-
signed some probability p(A) to an event A’s
occurring and that another event B is statis-
tically related to A. We describe this relation-
ship by a conditional probability of B given A,
pP(B|A), the probability of B if A occurs; as-
sign this probability also. Now we are told
that B has, in fact, occurred. How does this
change the probability that A has occurred;
in other words, what is the probability of A
given B,p(A|B)?

Bayes showed that to be logical in this sit-
uation, the probability of A given B,p(A|B),
must be proportional to the probability of A,
p(A), and the probability of B given A,
p(BJA). This relationship is expressed as
P(A|B) is proportional to p(A) times p(B|A).

The important thing to remember is that
any posterior (after new information) proba-
bility assignment to an event is proportional
to the product of the prior probability assign-
ment and the probability of the new informa-
tion given that the event in question occurred.
The same idea carries over in the much more
complicated situations encountered in practice.

Thus, Bayes’ interpretation shows how new
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information must be logically combined with
original feelings. Subjective probability as-
signments are required both in describing the
prior information and also in specifying how
the new information is related to it. In fact,
as already mentioned, Bayes’ interpretation
is the only method of data processing that en-
sures that the final state of information will be
the same regardless of the order of data
presentation.

Encoding Values and Preferences

The other subjective issue that arises in de-
cision analysis is the encoding of values and
preferences. It seems just as difficult to ob-
tain an accurate measurement of desires as
of information.

The value issue penetrates the core of the
decision problem. Whether personal or organ-
izational, the decision will ultimately depend
on how values are assigned. If each alternative
could produce only a single outcome, it would
only be necessary to rank the outcomes in
value and then choose the alternative whose
outcome was highest in value. However, typi-
cally each alternative can produce many pos-
sible outcomes, outcomes that are distributed
in time and also subject to uncertainty. Con-
sequently, most real decision problems re-
quire numerical measures of value and of time
and risk preference.

Measuring Value

The application of logic to any decision
problem requires as one of its fundamental
steps the construction of a value function, a
scale of values that specifies the preference of
the decision-maker for one outcome compared
with another. We can think of the problem as
analogous to the one we face if we have some-
one buy a car for us: We must tell our agent
what features of the car are important to us
and to what extent. How do we value per-
formance relative to comfort, appearance
relative to economy of operation, or other
ratings?



To construct a value function in the car
purchase problem, we can tell our agent the
dollar value we assign to each component of a
car’s value. We might say, for example, that
given our usage characteristics, a car that
runs 18 miles to a gallon of gas is worth $40 a
year more to us than a car that runs only 15
miles and that foam rubber seats are worth
$50 more to us than ordinary seats. When we
had similarly specified the dollar value of all
the possible features of a car, including those
whose values might not be additive, our agent
would be able to go into the marketplace, de-
termine the value and price of every offered
car, and return with the most profitable car
for us (which might, of course, be no car at
all). In following this philosophy, we do not
care if, in fact, there are any cars for sale that
have all or any part of the features that we
have valued. The establishment of the value
function depends remotely, if at all, on the
spectrum of cars available.

The main role of the value function is to
serve as a framework of discussion for prefer-
ences. The value function encodes preferences
consistently; it does not assign them. Conse-
quently, the decision-maker or decision ana-
lyst can insert alternative value specifications
to determine sensitivity of decisions to changes
in value function. The process of assigning
values will naturally be iterative, with com-
ponents of value being added or eliminated as
understanding of the problem grows.

A question that arises is, ‘“Who should set
the values?’ In a corporate problem, to what
extent do the values derive from manage-
ment, stockholders, employees, customers,
and the public? The process of constructing a
value function brings into the open questions
that have been avoided since the development
of the corporate structure.

Establishing Time Preference

The general tendency of people and organi-
zations is to value outcomes received sooner
more highly than outcomes received later. In
an organization, this phenomenon usually oc-
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curs in connection with a time stream of profit.
Time streams that show a greater share of
their returns in earlier time periods are gen-
erally preferred.

A number of concepts have arisen to cope
with time preference in corporations. To illus-
trate these concepts; let x(n) be the cash flow
in year n in the future, positive or negative,
where n = 0 is the beginning of the present
year, n = 1 next year, and so on. A positive
cash flow indicates that income exceeds ex-
penditures, a negative cash flow implies the
reverse. Negative cash flows will usually oc-
cur in the early years of the project.

The most elementary approach, the pay-
back period method, rests on the assumption
that the cash flow will be negative in early
periods and will then become and remain posi-
tive for the balance of the project. The pay-
back period is the number of the period in
which cumulative cash flow becomes positive.

The payback period came into common use
when projects were typically investments in
capital equipment, investments characterized
by a high initial outlay gradually returned in
the course of time. However, only a few mod-
ern investments have such a simple structure.
The project may contain several interspersed
periods of investment and return. There
would seem to be little justification for use of
the payback period in modern corporate de-
cision-making.

The idea of internal rate of return was
introduced as a more sophisticated time pref-
erence measure. The internal rate of return is
derived from the present value of the project,
defined by

PV(@i) = x(0) + x(1) (-l—i—l)

+x@ () +

where i is interpreted as an annual interest
rate for funds connected with the project. The
internal rate of return is the value of i that
makes the present value equal to zero; in




other words, the solution of the equation
PV@u) = 0.

A justification offered for the use of internal
rate of return is that application of the
method to an investment that pays a fixed in-
terest rate, like a bond or a bank deposit,
produces an internal rate of return equal to
the actual interest rate. Although this prop-
erty is satisfying, it turns out to be insuffi-
cient justification for the method. One defect,
for example, is that more than one interest
rate may satisfy the equation; that is, it is
possible for an investment to have two in-
ternal rates of return, such as 8% and 10%.
In fact, it can have as many as the number of
cash flows in the project minus one. A further
criticism of the method is that it purports to
provide a measure of the desirability of an
investment that is independent of other op-
portunities and of the financial environment
of the firm. Although meticulous use of inter-
nal rate of return methods can lead to appro-
priate time preference orderings, computing
the present value of projects establishes the
same ordering directly, without the disadvan-
tages of internal rate of return. Furthermore,
present value provides a measure of an invest-
ment such that the bigger the number, the
better the investment. The question that
arises is what interest rate i to use in the
computation.

Much misunderstanding exists about the
implications of choosing an interest rate.
Some firms use interest rates like 20% or 25%
in the belief that this will maintain profit-
ability. Yet at the same time they find that
they are actually investing most of their avail-
able capital in bank accounts. The overall
earnings on capital investment will therefore
be rather low. The general question of select-
ing i is too complicated to treat here, but the
fundamental consideration is the relationship
of the firm to its financial environment.

There is a cogent logical argument for the
use of present value. If a decision-maker be-
lieves certain axioms regarding time streams
—axioms that capture such human charac-

teristics as greediness and impatience—then
the time preference of the decision-maker for
cash streams that are certain must be charac-
terized by the present value corresponding to
some interest rate. Furthermore, if a bank is
willing to receive and disburse money at some
interest rate, then, for consistency, the deci-
sion-maker must use this bank interest rate
as his own interest rate in the calculation.
Present value is therefore a well-founded cri-
terion for time preference.

In this discussion of time preference, there
has been no uncertainty in the value of cash
streams. Undoubtedly, it was the existence of
uncertainty that made payback periods and
artificially high interest rate criteria seem
more logical than they in fact are. Such pro-
cedures confuse the issues of time and risk
preference by attempting to describe risk
preference as a requirement for even greater
rapidity of return. Decision analysis requires
a clear distinction between the time and risk
preference aspects of decision-making.

Establishing Risk Preference

The phenomenon of risk preference was dis-
cussed in connection with the proposition of
tossing a coin, double or nothing, for next
year’s salary: most people will not play. How-
ever, suppose they were offered some fraction
of next year’s salary as an inducement to play.
If this fraction is zero, there is no inducement,
and they will refuse. If the fraction is one,
they have nothing to lose by playing and they
have a .5 probability of ending up with three
times next year’s salary; clearly, only those
with strange motivations would refuse. In ex-
periments on groups of professional men, the
fraction required to induce them to play
varies from about 60% to 99%, depending on
their financial obligations. Obviously, the
foot-loose bachelor has a different attitude
than does the married man with serious illness
in the family.

The characteristic measured in this experi-
ment is risk aversion. Few persons are indif-
ferent to risk—i.e., willing to engage in a fair
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gamble. Fewer still prefer risk—i.e., willing to
engage in the kind of gambles that are unfair,
such as those offered at professional gambling
establishments. When considering sums that
are significant with respect to their financial
strength, most individuals and corporations
are risk-averse.

A risk-averse decision-maker is willing to
forego some expected value in order to be pro-
tected from the possibilities of poor outcomes.
For example, a man buys life, accident, and
liability insurance because he is risk-averse.
These policies are unfair in the sense that they
have a negative expected value computed as
the difference between the premium and the
expected loss. It is just this negative expected
value that becomes the insurance company’s
profit from operations. Customers are willing
to pay for this service because of their ex-
treme aversion to large losses.

A logical way to treat the problem of risk
aversion is to begin with the idea of a lottery.
A lottery is a technical term that refers to a
set of prizes or prospects with probabilities
attached. Thus, tossing a coin for next year’s
salary is a lottery and so is buying a life in-
surance policy. The axioms that the decision-
maker must satisfy to use the theory are:

» Given any two prizes in a lottery, he must
be able to state which he prefers or whether he
is indifferent between them. His preferences
must be transitive: if he prefers prize A to B
and prize B to C, he must also prefer A to C.
» If he prefers A to B and B to C, he must be
indifferent to receiving B for certain or par-
ticipating in a lottery with A and C as prizes
for some probability of winning A.

» Ifhe prefers A to B, then given the choice of
two lotteries that both have prizes A and B,
he will prefer the one with the higher proba-
bility of winning A.

» He treats as equivalent all lotteries with the

same probabilities of achieving the same

prizes, regardless of whether the prizes are
won in one drawing, or as the result of several
drawings that take place at the same time.
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It is possible to show that an individual who
wants to act in accordance with these axioms
possesses a utility function that has two im-
portant properties. First, he can compute his
utility for any lottery by computing the utility
of each prize, multiplying by the probability
of that prize, and then summing over all
prizes. Second, if he prefers one lottery to an-
other, then his utility for it will be higher.

If the prizes in a lottery are all measured in
the same commodity, then, as discussed pre-
viously, the certain equivalent of the lottery is
the amount of the commodity that has the
same utility as the lottery. The concepts of
utility and certain equivalent play a central
role in understanding risk preference.

In the practical question of measuring risk
preference, one approach is to present an in-
dividual with a lottery and to ask him his cer-
tain equivalent. Or, we can provide the certain
equivalent and all prizes but one and let him
adjust the remaining prize until the certain
equivalent is correct in his view. Finally, we
can fix the certain equivalent and prizes and
let him adjust the probabilities. All these ques-
tions permit us to establish the relationships
between points on his utility curve and, ulti-
mately, the curve itself. The interviewing in
which the curve is measured is similar to that
used for generating priors: the same need for
education exists. The same types of inconsis-
tency appear.

Although useful utility curves for individ-
uals and organizations can be found in this
manner, most decision-makers prefer to have
some guidance in the selection of utility
curves. The decision analyst can often pro-
vide this guidance by asking whether the de-
cision-makers will accept additional axioms.
One such axiom is: if all the prizes in the lot-
tery are increased by some amount A, then
the certain equivalent of the lottery will in-
crease by A. The argument for the reason-
ableness of the axiom is very simple. The ad-
ditional amount A is money in the bank, no
matter which prize in the lottery is won.
Therefore, the new lottery should be worth



more than the original lottery. The counter
argument is that having A in the bank
changes the psychological orientation to the
original lottery.

If this A axiom is added to the original set,
then it is possible to show not just that a util-
ity curve exists but that it must have a special
form called the exponential form. A useful
property of this exponential form is that it is
described by a single number. This means that
the analyst can characterize the utility curve
of any individual or organization that wants
to subscribe to these axioms by a single num-
ber—the risk aversion constant.

It is far easier to demonstrate to a decision-
maker the consequences of his having differ-
ent risk aversion coefficients and to measure
his coefficient than it is to attempt to find a
complete utility curve that is not of the expo-
nential form. Encoding risk aversion in a
single number permits measuring the sensi-
tivity to risk aversion, as discussed earlier. In
most practical problems, the entire question
of risk aversion appears to be adequately
treated by using the exponential form with a
risk aversion constant appropriate to the
decision-maker.

A cautionary note on the problem of practi-
cal measurement of risk aversion: experi-
ments have revealed that the certain equiva-
lents offered by subjects in hypothetical
situations differ markedly from those offered
when the situations are made real. This diffi-
culty shows that the analyst must treat risk
preference phenomena with great care.

Joint Time and Risk Preference

In most problems, both time and risk pref-
erence measures are necessary to establish
the best alternative. Typically each outcome
is represented by a time sequence of depend-
ent uncertain values.

The question of how to describe preferences
in such problems is fundamentally related to
the way in which information on successive
outcomes is revealed and to the extent to
which it can help in making future decisions.
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Two approaches illustrate the nature of the
problem, each of which is appropriate under
certain conditions. The first—that used in the
original discussion of the probabilistic phase
—is to compute the worth lottery implied by
the model and then use the current utility
function to develop the certain equivalent
worth of the lottery. This approach is appro-
priate when there is no opportunity to utilize
the information about outcomes as it is re-
vealed, and thus where the prime interest is
in the position occupied after all outcomes
have been revealed.

Another approach is to imagine dealing with
two agents. The first is a banker who will al-
ways pay immediately the amount specified by
a particular company’s time preference func-
tion applied to any time stream of values that
is known with certainty. The other is a risk
broker who will always pay the company’s
certain equivalent for any lottery. When faced
with an uncertain stream of income, the com-
pany alternately deals with the risk broker to
exchange lotteries for certain equivalents and
with the banker to convert fixed future pay-
ments into present payments. The result of
this alternating procedure is ultimately a
single equivalent sum to represent the entire
future process. Although appealing, the meth-
od may lead to the conclusion that the deci-
sion-maker should be willing to pay for ‘‘peace
of mind” even when it has no effect on his
financial future.

Thus the time-risk preference question ulti-
mately depends on the decision-maker’s tastes
and options. The decision analyst can provide
guidance in selecting from the many available
approaches the one whose implications are
best suited to the particular situation.

APPLICATIONS

In brief form, two examples illustrate the
accomplishments and potential of decision
analysis. In each case, the focus is on the key
decision to be made and on the problems pe-
culiar to the analysis.



New Product Introduction

A recent decision analysis was concerned
with whether to develop and produce a new
product. Although the actual problem was
from another industry we shall suppose that
it was concerned with aircraft. There were
two major alternatives: to develop and sell a
new aircraft (A4,) or to continue manufactur-
ing and selling the present product (A,). The
decision was to be based on worth computed
as the present value of future expected profits
at a discount rate of 10% per year over a 22-
year period. Initially, the decision was sup-
posed to rest on the lifetime of the material
for which the prior probability distribution, or
priors, were obtained (Figure 8); however, a
complete decision analysis was desired. Since
several hundred million dollars in present
value of profits were at stake, the decision
analysis was well justified.

In the general scheme of the analysis, the
first step was to construct a model for the
business, as shown in Figure 9, which was pri-
marily a model of the market. The profit asso-
ciated with each alternative was described in
terms of the price of the product, its operating
costs, its capital costs, the behavior of com-
petitors, and the natural characteristics of
customers. Suspicion grew that this model did
not adequately capture the regional nature of
demand. Consequently, a new model was con-
structed that included the market character-
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istics region by region and customer by cus-
tomer. Moving to the more detailed basis
affected the predictions so much that the addi-
tional refinement was clearly justified. How-
ever, other attempts at refinement did not
affect the results sufficiently to justify a still
more refined model.

Next, a sensitivity analysis was performed
to determine the aleatory variables. These
turned out to be operating cost, capital cost,
and a few market parameters. Because of the
complexity of the original business model, an
approximation was constructed showing how
worth depended on these aleatory variables in
the area of interest. The coefficients of the ap-
proximate business model were established by
runs on the complete model.

The market priors were directly assigned
with little trouble. However, because the op-
erating and the capital costs were the two
most important in the problem, their priors
were assigned according to a more detailed
procedure. First, the operating cost was re-
lated to various physical features of the de-
sign by the engineering department; this
relationship was called the operating cost
function. One of the many input physical vari-
ables was the average lifetime of the material
whose prior appears in Figure 8. All but two
of the 12 physical input variables were inde-
pendent. The priors on the whole set were
gathered and used together with the operating
cost function in a Monte Carlo simulation that
produced a prior for the operating cost of the
product.

The engineering department also developed
the capital cost function, which was much
simpler in form. The aleatory variables in this
case were the production costs for various
parts of the product. A simulation produced a
prior on capital cost.

With priors established on all inputs to the
approximate business model, numerical anal-
ysis determined the worth lottery for each
alternative. The worth lotteries for the two
alternatives closely resembled those in Figure
4, Part A. The new product alternative A, sto-



chastically dominated the alternative A, (con-
tinuing to manufacture the present product).
The result showed two interesting aspects of
the problem. First, it had been expected that
the worth lottery for the new product alterna-
tive would be considerably broader than it
was for the old product. The image was that
of a profitable and risky new venture com-
pared with a less profitable, but less risky,
standard venture. In fact the results revealed
that the uncertainties in profit were about the
same for both alternatives, thus showing how
initial impressions may be misleading.

Second, the average lifetime of the material
whose priors appear in Figure 8 was actually
of little consequence in the decision. It was
true enough that profits were critically de-
pendent on this lifetime if the design were
fixed. But leaving the design flexible to accom-
modate to different average material lifetimes
was not an expensive alternative. The flexible
design reduced sensitivity to material lifetime
so much that its uncertainty ceased to be a
major concern.

The problem did not yield as easily as this,
however. Figure 10 shows the present value of
profits through each number of years ¢ for

each alternative. Note that if returns beyond
year 7 are ignored, the old product has a
higher present value; but in considering re-
turns over the entire 22-year period, the re-
lationship reverses. When managers saw
these results they were considerably dis-
turbed. The division in question had been
under heavy pressure to show a profit in the
near future, and alternative A, would not
meet that requirement. Thus, the question of
time preference that had been quickly passed
off as one of present value at 10% per year be-
came the central issue in the decision. The
question was whether the division was inter-
ested in the quick kill or the long pull.

This problem clearly illustrates the use of
decision analysis in clarifying the issues sur-
rounding a decision. A decision that might
have been made on the basis of a material life-
time was shown to depend more fundamen-
tally on the question of time preference for
profit. The extensive effort devoted to this
analysis was considered well spent by the
company, which is now interested in institut-
ing decision analysis procedures at several
organizational levels.

Space Program Planning

A more recent application in a quite differ-
ent area concerned planning a major space
program. The problem was to determine the
sequence of designs of rockets and payloads
that should be used to pursue the goal of ex-
ploring Mars. It was considered desirable to
place orbiters about Mars as well as to land
vehicles on the planet to collect scientific data.

The project manager had to define the de-
sign for each mission—that is, the type and
number of launch vehicles, orbiters, and
landers. The choice of design for the first mis-
sion could not logically be made without con-
sidering the overall project objectives and the
feasible alternatives. Key features of the prob-
lem were the time for the development of new
orbiting and landing vehicles, cost of each
mission, and chances of achieving objectives.
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Approach to Solution

To apply decision analysis to the problem
posed, a two-phase program was adopted.
The first or pilot phase consisted of defining a
simplified version of the decision. T'o the max-
imum extent possible, however, the essential
features of the problem were accurately repre-
sented and only the complexity was reduced.
This smaller problem allowed easier develop-
ment of the modeling approach, and exercising
of the model provided insight into the level of
detail required in structuring the inputs to the
decision. The second phase consisted of de-
veloping the more realistic and complex
model required to decide on an actual mission.

The Pilot Phase

To begin the decision analysis, four pos-
sible designs were postulated to represent in-
creasing levels of sophistication. Figure 11
shows these designs and their potential ac-
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complishments. The questions were: what
design should be selected for the first oppor-
tunity, and what sequence of designs should
be planned to follow the first choice? Should
the project manager, for example, elect to pro-
vide the ultimate level of capability in the ini-
tial design in the face of uncertainties in the
Martian environment and difficulties in de-
veloping complex equipment to survive the
prelaunch sterilization environment? Or
should he choose a much simpler design that
could obtain some information about the
Martian environment to be used in developing
subsequent, more complex, vehicles.

Decision Trees

The heart of the model used in analyzing
the decision was a decision tree that repre-
sented the structure of all possible sequences
of decisions and outcomes and provided for
cost, value, and probability inputs. Such trees
contain two types of nodes (decision nodes
and chance nodes) and two types of branches
(alternative branches and outcome branches),
as illustrated in Figure 12. Emanating from
each decision node is a set of alternative
branches, each branch representing one of the
alternatives available for selection at that
point of decision. Each chance node is fol-

Fig. 12—Tree Relationships
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lowed by a set of outcome branches, one
branch for each outcome that may be achieved
following that chance node. Probabilities of
occurrence and values are assigned to each of
these outcomes; costs are assigned to each de-
cision alternative.

Two fundamental operations, expectation
and maximization, are used to determine the
most economic decision from the tree. At each
chance node, the expected profit is computed
by summing the probabilities of each out-
come, multiplied by the value of that outcome
plus expected profit of the node following
that outcome. At each decision node, the ex-
pected profit of each alternative is calculated
as the expected profit of the following node
(“successor node’’) less the cost of the alter-
native. The optimum decision is found by
maximization of these values over the set of
possible alternatives, i.e., by selecting the al-
ternative of highest expected profit.

Order of Events

The particular sequence of mission deci-
sions and outcomes was a significant feature
of the pilot analysis. As illustrated in Figure
13, the initial event of significance was the
selection of the 1973 mission configuration.
However, since lead time considerations re-

Fig. 13 ORDER OF EVENTS

1968 [ 1969 1970] 1971} 1972| 1973 [ 1974| 1975 1976 | 19771978 1979 [ + = «
First Flight S L|o
Second Flight S L| O
“Third Flight s Lo
Fourth Flight S L
Fifth Flight S
S = Select L = Launch 0 = Outcome

quired that the 1975 configuration decision be
made in 1972, the second mission decision had
to be made prior to obtaining the first mission
results. Similarly, the 1977 decision had to be
made before obtaining the results of the 1975
mission, although after the 1973 mission re-
sults. In general, then, a mission configuration
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was made in ignorance of the results of the
previous mission.

Tree Example

A complete decision tree for the pilot proj-
ect, with the additional assumption that L2 is
the highest level of success, is presented in
Figure 14. The model that produces the nu-
merical probabilities, values, and costs used
in the example will be discussed later. Node 1,
at the left side of the tree is the initial decision
to select either a C1 or a C2 for the first launch
opportunity. The box designated LO above
this node indicates that the state at this node
is the current level of achievement. Suppose a
C1 is selected. The cost of that C1 is $850 mil-
lion, indicated by the ‘-850’ that is written
under that branch. As a result of this choice,
the next node is decision node 2. The box des-
ignated LO, C1 above this node indicates that
the state of this node is the current level of
achievement and a C1 is being constructed for
the first launch. Now either a C1 or C2 must
be selected for the second launch. If a C1 is
selected, the cost is $575 million, and the next
node is chance node 7. The two branches fol-
lowing this node represent the possible out-
comes of the first launch. The LO’ outcome
which would be failure to better LO on the
first try, occurs with probability 0.1 whereas
the L1 outcome occurs with probability 0.9.
The value of the LO’ outcome is zero, whereas
the value of the LO outcome is 1224. Now fol-
low the case of the L1 outcome to decision
node 34. The state L1, C1 at this node, means
that the highest level of success is L1 and that
a C1 is being constructed for the next launch.
Since L1 has already been achieved at this
point in the tree, a C2 is the only design that
may be launched in the third opportunity, at a
cost of $740 million. This leads to decision
node 35, where the state is L1, C2.

Node 35 in the example tree illustrates coa-
lescence of nodes, a feature vital to maintain-
ing a manageable tree size. Node 35 on the
upper path through the tree can be reached
from four other paths through the tree as in-



dicated in the exhibit. If the coalescence did
not occur, the portion of the tree following
node 35 would have to be repeated four addi-
tional times. In the full pilot tree, coalescence
results in a reduction of the number of
branches in the tree by a factor of 30.

Along the path 1-2-7-34-35, at decision node
35, a C2 must be selected for the fourth oppor-
tunity. At chance node 36, the outcome of the
third launch is either an L1’ (failure to better
L1 with one attempt, which leads to node 38),
or an L2 (which achieves a value of 1714 and
successfully completes the program). These
outcomes occur with probability 0.3 and 0.7,
respectively. If L1’ is the outcome, chance
node 38 is reached, where the outcome of the
fourth launch is represented. The probability

Fig. 14
Example of a Decision Tree
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of L1 is 0.24, and the probability of L2 is
0.76. Note that the probability of 12 has in-
creased over that of node 36 (0.7 to 0.76) be-
cause of the experience gained previously.

One can similarly follow and interpret many
other paths through the tree. A policy is a
complete selection of particular alternatives
at all decision nodes. This limits the set of all
possible paths to a smaller subset. (It is not
possible, for example, to reach node 26 if a C1
is chosen at node 1.) The probabilities, values,
and cost of these paths then determine the
characteristics of the decision policy.

The most economic policy, given the input
data specifications, is defined as the policy
that maximizes the expected profit of the
project, i.e., expected value less expected cost.
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The technique illustrated here eliminates The calculations are carried out in this
many of the nonoptimum policies from explicit manner backwards through the tree. The first
consideration; it is the ‘“roll back” technique decision node with more than one choice is
that starts from the right side of the tree and node 2. If a C1 is selected, it costs $575 million
progresses left to the beginning of the tree, (—575) and leads to node 7 with an expected
making all decisions and calculations in re-  profit of 1408, which yields —575 + 1408 =
verse chronological order. Thus, when each 833. If a C2 is selected, it costs $740 million
decision is made, only policies that optimize  (—740) and leads to node 12 with an expected
decisions for the following decision nodes are  profit of 2106, which yields —740 4 2106 =
considered. 1366. Since 1366 is greater than 833, the most
Consider node 38 in Figure 14. At this economic decision is to select a C2 at node 2,
chance node the probability of achieving L1/,  which results in an expected profit of 1366.
which is worth nothing, is 0.24, and the proba- Finally, the first decision is a choice be-
bility of achieving L2, which is worth 1714, is  tween a C1 with an expected profit of 516 or a
0.76. Thus, the expected profit of node 38 is:  C2 with an expected profit of 832. Maximum
0.24(0) + 0.76(1714) = 1303. This number is  expected profit is achieved by the choice of a
written near node 38. C2 resulting in an expected profit of 832. This
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is the expected profit of the entire project at
the time the first decision is made.

Figure 15 illustrates the complexity of the
completed decision tree for the pilot phase of
the analysis.

Value Assignment

A particularly important part of this study
was the specification of the value to be at-
tached to the outcomes of the program. Since
the decision-makers were reluctant to state
values in dollar terms, a tree of point values
was employed. The value tree is simply a con-
venient way of showing how the total value of
the project is to be broken down into its
component outcomes. Figure 16 shows a value
tree for the pilot analysis. The points assigned
to each tip of the tree are the fraction of total
program value assigned to this accomplish-
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ment; the values accumulate as the program
progresses. A total dollar value assigned to a
perfect program therefore determines the dol-
lar values used in the decision tree.

To derive a value measure, a value tree is
constructed by considering first the major
components of value and then the subcate-
gories of each type, which are identified in
more and more detail until no further distinc-
tion is necessary. Then each tip of the tree
(constructed as above) is subdivided into four
categories, each corresponding to the contri-
bution of one of the four levels of achievement
within the value subcategory represented by
that tip.

The number 1.0 attached to the node at the
extreme left of the value tree for the pilot anal-
ysis represents the total value of all the objec-
tives of the pilot project (thus, the value of
achieving L1, L2, L3, and L4). The four
branches emanating from this node represent
the four major categories of value recognized
by the pilot model. The figure 0.62 attached to
the upper branch represents the fraction of
total value assigned to science. Two branches
emanate from the science node, and 60% of
the science value falls into the category of bio-
logical science. The 0.37 attached to the bio-
logical science node represents the fraction of
total value attached to biological science, and
is obtained by taking 60% of 0.62 (the frac-
tion of total value attached to all science).
Finally, the bottom branch following the bio-
logical science node indicates that 78% of the
biological science value is achieved by jump-
ing from L3 to L4.

The final step in value modeling is to obtain
the fraction of total value to be attached to
achieving each of the four levels. If all the
contributions to achieving L1 (e.g., contribu-
tions to world opinion, U.S. public favor,
physical science) are added, the result is the
fraction of value that should be attached to
achieving L1. The same process is followed for
reaching L2 from L1, L3 from L2, and L4
from L3. The results of such a calculation are
presented in the lower left corner of Figure 16.



Summary

On the basis of the promising results of
working with the pilot model, a more com-
plete model was developed to encompass
nearly all of the factors involved in selecting
the actual mission. It provided a more precise
structure for assigning initial values, proba-
bilities, and costs, and for updating probabili-
ties and costs based on results achieved. The
following tabulation shows a summary com-
parison of the complexity of the pilot model
with the more complete model.

DECISION TREE COMPARISON TABLE

Pilot Feature Full Scale
4 Mission Designs 14

5 Outcomes 56

56 Decision Tree Nodes 3153

1592 Paths Through Tree 354,671,693

Clearly, the full-scale decision tree could not
be represented graphically. The tree was con-
structed and evaluated by computer program
specially developed for this application.

A model such as the one described here can
be a valuable tool throughout the life of a
project. As the project progresses, the knowl-
edge of costs, probabilities, and values will
improve as a result of development programs
and flights. Improved knowledge can be used
in the decision process each time a design
must be selected for the next opportunity.

An important additional benefit of this
analysis is that it provides a language for
communicating the structure of the space
project and the data factors relevant to the
project decisions. It provides a valuable mech-
anism for discourse and interchange of infor-
mation, as well as a means of delegating the
responsibility for determining these factors.

FUTURE TRENDS

Decision analysis should show major
growth, both in its scope of applications and
in its effect on organizational procedures.
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This section presents various speculations
about the future.

Applications
Market Strategy Planning

The importance of decision-making in a
competitive environment has stimulated the
use of decision analysis in both strategic and
tactical marketing planning. The strategic
problems are typically more significant be-
cause they affect the operations of the enter-
prise over many years. Strategic analysis en-
tails building models of the company and of
its competitors and customers, analyzing
their interactions, and selecting strategies
that will fare well in the face of competitive
activities. Since most of this work is of a
highly confidential nature, little has appeared
in the public literature; nevertheless, there is
reason to believe that many large U.S. corpo-
rations are performing work of this kind, how-
ever rudimentary it may be. The competitive
analyses of a few quite sophisticated compa-
nies might rival those conducted in military
circles.

Resource Exploration and Development

Resource exploration by mineral industries
is a most natural application for decision anal-
ysis. Here the uncertainty is high, costs are
great, and the potential benefits extremely
handsome. At all levels of exploration—from
conducting aerial surveys, through obtaining
options on drill-test locations, to bidding and
site development—decision analysis can make
an important contribution. Organizations ap-
proaching these problems on a logical, quanti-
tative basis should attain a major competitive
advantage.

Capital Budgeting

In a sense, all strategic decision problems of
a corporation are capital budgeting problems,
for its ultimate success depends upon how it
allocates its resources. Decision analysis
should play an increasingly important role in



the selection of projects and in objective com-
parisons among them. Problems in spending
for research and development programs, in-
vestment in new facilities, and acquisitions of
other businesses will all receive the logical
scrutiny of decision analysis. The methodol-
ogy for treating these problems already ex-
ists; it now remains for it to be appreciated
and implemented.

Portfolio Management

The quantitative treatment of portfolio
management has already begun but it will re-
ceive even more formal treatment in the hands
of decision analysts. The desires of the invest-
ing individual or organization will be measured
quantitatively rather than qualitatively. In-
formation on each alternative investment will
be encoded numerically so that the effect of
adding each to the portfolio can be determined
immediately in terms of the expressed desires.
The human will perform the tasks for which
he is uniquely qualified: providing informa-
tion and desires. The formal system will
complement these by applying rapid logic.

Social Planning

On the frontiers of decision analysis are the
problems of social planning. Difficult as it may
be to specify the values and the criteria of the
business organization, this problem is minor
compared with those encountered in the pub-
lic arena. Yet if decision-making in the public
sector is to be logical, there is no alternative.

The problems to which a contribution can
be made even at the current stage of develop-
ment are virtually endless: in decisions asso-
ciated with park systems, farm subsidies,
transportation facilities, educational policy,
taxation, defense, medical care, and foreign
aid, the question of values is central in every
case.

The time may come when every major pub-
lic decision is accompanied by a decision anal-
ysis on public record, where the executive
branch makes the decision using values speci-
fied by the people through the legislative
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branch. The breakdown of a public decision
problem into its elements can only serve to
focus appropriate concern on the issues that
are crucial. For the first time, the public in-
terest could be placed ‘“‘on file’’ and proposals
measured against it. A democracy governed in
this fashion is probably not near at hand, but
the idea is most intriguing.

Procedures

The effect of decision analysis on organiza-
tional procedures should be as impressive as
its new applications. Some of the changes will
be obvious, others quite subtle.

Application Procedures

Standardization by type of application will
produce special forms of analyses for various
types of decisions—for example, marketing
strategy, new product introduction, research
expenditures. This standardization will mean
special computer programs, terminology, and
specialization of concepts for each application.
It will also mean that the important classes of
decisions will receive much more effective at-
tention than they do now.

Analytical Procedures

Certain techniques, such as deterministic,
stochastic, and economic sensitivity analyses
that may be performed with the same logic
regardless of the application will be carried
out by general computer programs. In fact,
the process of development is well under way
at the present time. Soon the logical structure
of any decision analysis might be assembled
from standard components.

Probabilistic Reporting

The introduction of decision analysis should
have a major impact on the way organiza-
tional reporting is performed externally and
internally. Externally, the organization will be
able to illustrate its performance not just his-
torically by means of balance sheets and op-
erating statements, but also projectively by



showing management’s probability distribu-
tions on future value. Since these projections
would be the result of a decision analysis, each
component could be reviewed by interested
parties and modified by them for their own
purposes. However, management would have
a profitable new tool to justify investments
whose payoffs lie far in the future.
Organizational management will acquire
new and more effective information systems
as a result of decision analysis. Internal re-
porting will emphasize the encoding of knowl-
edge in quantitative form. Instead of sales
forecasts for next year, there will be probabil-
ity distributions of sales. Thus, the state of
information about future events will be clearly
distinguished from performance goals.

Delegation by Value Function

An important logical consequence of deci-
sion analysis is that delegation of a decision
requires only transmission of the delegator’s
present state of information and desires.
Since both of these quantities can be made
explicit through decision analysis, there should
be an increase in the extent and success of del-
egation. In the external relationships of the
firm, the delegation will no doubt appear as an
increased emphasis on incentive contracts,
where the incentives reflect the value func-
tion of the organization to the contractor.
This trend is already evident in defense con-
tracting.

Internally, the use of the value function for
delegation should facilitate better coordina-
tion of the units of the organization. If explicit
and consistent values are placed on the out-
comes of production, sales, and engineering
departments, then the firm can be sure that
decisions in each unit are being made consis-
tently with the best overall interests of the
firm. The goal is to surround each component
of the organization with a value structure on
its outputs that encourages it to make deci-
sions as would the chief decision-maker of the
organization if he were closely acquainted
with the operations of the component.

54

Organizational Changes and
Management Development

The introduction of decision analysis will
cause changes in organizational behavior and
structure. A change should take place in the
language of management, for the concepts dis-
cussed in this report are so relevant to the
decision-making process that, once experi-
enced in using them, it is difficult to think in
any other terms. The explicit recognition of
uncertainty and value questions in manage-
ment discussions will in itself do much to im-
prove the decision-making process.

Special corporate staffs concerned with the
performance of decision analysis are already
beginning to appear. These people would be
specially trained in decision analysis, proba-
bility, economics, modeling, and computer
implementation. They would be responsible
for ensuring that the highest professional
standards of logic and ethics are obrerved in
any decision analysis.

Special training for decision analysts will be
accompanied by special training for managers.
They will need to know much more than they
do now about logical structure and probability
if they are to obtain full advantage from the
decision analyst and his tools. No doubt much
of this training will occur in special courses
devoted to introducing decision analysis to
management. These courses will be similar to,
but more fundamental than, the courses that
accompanied the introduction of computers
into the U.S. economy.

Management Reward

Encouraging managers to be consistent
with organizational objectives in decision-
making requires adjusting the basis for their
rewards to that objective. If rewarded only for
short run outcomes, they will have no incen-
tive to undertake the long range projects that
may be in the best interest of the organiza-
tion. It follows that any incentive structure
for management will have to reward the qual-



ity of decisions rather than the quality of out-
comes. The new financial statements that
show probability distributions on future
profit would be the key to the reward struc-
ture. After these distributions had been
“audited” for realism, the manager would re-
ceive a reward based upon them in a predeter-
mined way. Thus, the manager who created
many new investment opportunities for a
company could be rewarded for his efforts
even before any were fully realized.

To make this system feasible requires dis-
tinguishing between two kinds of managers:
the one who looks to the future and prepares
for it; and the one who makes sure that to-
day’s operations are effective and profitable.
The distinction is that between an admiral and
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a captain, or between the general staff and the
field commanders. Specialization of function
in corporate management with significant re-
wards and prestige attached to both planning
and execution could be the most important
benefit of decision analysis.

CONCLUSION

Although an organization can achieve ulti-
mate success only by enjoying favorable out-
comes, it can control only the quality of its
decisions. Decision analysis is the most power-
ful tool yet discovered for ensuring the quality
of the decision-making process: its ultimate
limit is the desire of the decision-maker to be
rational.






3

DECISION ANALYSIS IN SYSTEMS ENGINEERING

Ronald A. Howard

Department of Engineering-Economic Systems
Stanford University

Reprinted from Systems Concepts: Lectures on
Contemporary Approaches to Systems (Ralph F.
Miles, ed.) New York: John Wiley & Sons, 1973.

Provided through the courtesy of the Jet Propulsion
Laboratory, California Institute of Technology,
Pasadena, California. Copyright © 1973.






Decision Analysis in
Systems Engineering

RONALD A. HOWARD

Professor of Engineering-Economic Systems
School of Engineering

Professor of Management Science

Graduate School of Business

Stanford University

Ronald A. Howard is a Professor of Engineering-Economic Systems and a Professor of
Management Science at Stanford University. He received his Ph.D. degree in electrical
engineering from the Massachusetts Institute of Technology and served on the faculty
until 1965. He is the author of Dynamic Programming and Markov Processes and Dy-
namic Probabilistic Systems. He has editorial responsibilities for Management Science,
Operations Research, IEEE Transactions on Systems, Man, and Cybernetics, Journal of
Optimization and Control, and Journal of Socio-Economic Systems. He is the Series
Editor for the Wiley series, Decision and Control. Howard’s research and consulting in-
terests are currently concentrated on decision analysis.

The past decade has seen the development of a new profession—
decision analysis, a profession concerned with providing a rational
basis for decision-making. While it may seem strange that people can
make their living by helping other people make decisions, that is just
what decision analysts do. So that we can better see the need for this
new profession, let us start by taking a look at the kind of decision-
making we use in our everyday lives (see Fig. 1).

Descriptive Decision-making

In this descriptive view of decision-making, we first examine the
environment of human decisions. The environment can be described
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by several characteristics. As we go through these characteristics,
think of them not only in terms of mocern corporate or governmental
decisions, but in terms of any decision—personal, romantic, or histor-
ical. Perhaps we might even think back to the dawn of history when
the caveman was trying to decide whether to take one path or another
in order to avoid the saber-toothed tiger. He saw his environment, as
we now see ours—uncexrtain. If there is any one attribute of the envi-
ronment that gives us the most difficulty in decision-making, it is un-
certainty. Furthermore, the environment is complex—we see many
different factors interacting in ways we often cannot understand. It is
dynamig. It evolves over time. What we do today has effects that may
not be evident for years.

Unfortunately, in business, military, or national problems the envi-
ronment is often competitive. There are hostile intelligences that are
trying to make life better for themselves at our expense. Perhaps,
most unfortunate of all, our resources are finite—in spite of the exhor-
tations of religious leaders over the centuries, man perceives himself
as being a limited creature who has to allocate what he has, rather
than to expand it.

The typical human reaction to these characteristics of the environ-
ment is confusion or worry, whether it be corporate—and there are

Environment
Ingenuity
Uncertain Choice :
Complex
Perception Intuition
Dynamic Information R —> Decision esse > Qutcome
: Logic uncheckable
: A 4\
Competitive
Finite Preferences
Philosophy

@ : Confusion, Praise, joy

Uneasiness Act

worry blame, sorrow

Figure 1 Decision-making (descriptive).
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many worried corporate executives—or individual. But man has wea-
pons available in his fight with the environment—his fight to make a
decision. We separate these weapons into three types.

First, man has ingenuity. He uses that ingenuity to conceive and
formulate different courses of action; that is, he has the potential of
choice. Second, he has perceptiop. He can learn from what he sees. He
can form judgments about the world. In other words, he can gather
information about his environment. Finally, and in some ways per-
haps most important, he has a philosophy. He has guiding principles
of his life that give him preferences among the various outcomes that
he might obtain from his decisions.

Although we have only looked at the personal application of these
ideas, corporations, colleges, and governments also have these attri-
butes. We might combine them into the idea of thinking. This is the
process of thought—the process that man brings to the problem of
making a decision.

At this point let us define a decision. A decision is an allocation of
resources that is revocable only at a cost in some resource, such as
time or money. For practical purposes we should think of it as an ir-
.revocable allocation of resources. It is not a mental commitment to
changing the state of the world or to carrying out some course of ac-
tion, but rather some actual physical change.

Intuition

The process by which man makes the overwhelming number of de-
cisions in his life (or a corporation in its life) is intuition. He uses an
intuitive process to balance the choices, the information, the prefer-
ences that he has expressed and to arrive at a course of action—to ar-
rive at a resource allocation. We cannot say much about how intuition
operates, but we have all met people who operate intuitively. Indeed,
we all make intuitive decisions in our own lives every day: which route
to take to get to work, when to get up in the morning, and so forth. We
would be foolish to substitute any other principle for intuition in the
majority of the decisions we make. But there are some decisions_that
we, as_individuals or as organizations, face that are so important—so
crucial to our existence, survival, and gathering of joy—that we must_
strive for a better way of making them.

The characteristic of intuition that is most bothersome to us is that
its logic in uncheckable. If a person were the chairman of the board
and made a decision by intuition, he might say, “Well fellows, I've
read all the reports and, having thought it over, I think we ought to
merge with Company X.” While such a decision could be a great idea,
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we really have no way of evaluating it. There is no way of checking
step-by-step.to determine whether this decision is the logical consequ-
ence of the choices, information, and preferences that were available,
to the decision maker. It all went on in his mind—behind closed
doors, so to speak. While a one-man company may be able to get away
with such a decision, in our increasingly interdependent corporate
world or in our society it becomes increasingly important for a man to
be able to show people why he arrived at a particular decision. It is
also important for them to be able to see what changes in factors sur-
rounding that decision might have led to a different decision.

Thus we often find that one result of the intuitive decision-making
process is uneasiness on the part of the individual or the organization
making the decision. You would be surprised at the number of cor-
porate decision makers who arrive at a decision on intuitive grounds
and then, after the fact (after they have made the mental commit-
ment, but before they have written the check), come looking for some
better way of making the decision because they are uneasy about
whether that decision is consistent with their choices, information, and
preferences.

Decision Versus Outcome

One other thing we ought to mention about descriptive decision-

making is the unfortunate human tendency to equate the quality of
the decision with the quality.of the outcome it produces. Each decision
is followed by an outcome that is either joyful or sorrowful, for ex-
ample: the surgeon decides to amputate the arm, and the patient
either recovers or dies; the investor decides to buy some new stock,
and the stock either makes money or loses money. We tend to say if
the stock lost money, or if the patient died, that the decision maker
made a bad decision.

Well, logically, that is indefensible, because the only way you can
evaluate_the quality of a decision is by.whether it is consistent with.
the choices, information, and preferences of the decision maker. While
we all prefer a joyful outcome to a sorrowful outcome, only the deci-
sion is under our direct control. We must seek aid in exploiting that
control to the fullest extent, but we must distinguish the quality of the
decision from the quality of the outcome.

Here is a simple illustration. Suppose that a person were offered the
opportunity to call the toss of a coin for $100. If he calls that toss cor-
rectly he wins $100. If he does not, he wins nothing. There are very
few people who wouldn’t like to play such a game. Suppose that the
offer were for a payment of $5. We can be sure that many people
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would like to play such a game for $5. Then, picture a line of people
waiting for their turns. The first one comes up, we take his $5, we toss
the coin, he calls it, and he loses. Now what? What do we say? We say
he had a bad outcome. The next one comes up; he also pays his $5,
and he wins. He had a good outcome. These people have both made
the same decision. It was a good decision, but making that good deci-
sion is no guarantee of a good outcome. Speaking loosely, making a
good decision is only doing the best we can to increase the chances of a
good outcome.

One thing that anyone who deals with decision analysis should keep
in mind is the importance of differentiating between the quality of the
decision and the quality of the outcome. This distinction is the very
beginning of the study of decision-making. It is this transcendence of
the intimacies of outcome by conceptualizing the decision-making pro-
cess that allows us to study formally what “good decision” means.

In most cases we do not really know what is a good decision. We are
so used to characterizing the kind of decision that was made by the
kind of outcome produced that we really have not until now had a
procedure—an engineering analysis, a science, if you like—for recog-
nizing a good decision. One of the “reasons to be”’ for decision analysis
is to formulate the idea of what a good decision is, and to formulate it
in quantitative terms that can be conveyed from one person to an-.
other, compared from one situation to another.

So much for descriptive decision-making. We will probably be using
it a lot in our personal lives and in our organizations’ lives, but it has
the shortcomings of intuition that we think we can now transcend.

Decision Analysis

In this chapter we examine an alternative to descriptive decision-
making, an alternative called ‘‘decision analysis.” Here is a very brief
definition. It is the balancing of the factors that influence a decision
and, if we wanted to add another word, a logical balancing of the fac-
tors that influence a decision. Typically these factors might be techni-
cal, economic, environmental, or competitive; but they could also be
legal or medical or any other kind of factor that affects whether the
decision is a good one.

The Precursors of Decision Analysis

Decision analysis is a term we also use to describe the outgrowth
of two earlier fields, namely, decision theory and systems modeling
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methodology. Decision theory was largely the province of academics
until very recently. They treated the question of how to be rational
in very simple, but uncertain, situations dealing with balls in urns,
coin-tossing, small amounts of money, and the like. But it turned out
that there was enough meat to the question of what is a good decision
(even in simple cases) that theorists for years—going back to Ber-
noulli in 1738—have been worried about what really constitutes a
good decision. However, decision theory was a theory for very simple
decisions and certainly far from application to the complex corporate
or even personal decisions we face today.

Over the past 30 years, we have also seen the development of a sys-
tems modeling methodology. That systems modeling methodology
provided means of treating the complex and dynamic aspects of the
environment in a way that had never been contemplated before. Of
course, the advent of the computer played a large role. Decision ana-
lysis is the child of both of these developments. It is a way to combine
the ability to handle complexity and dynamics with the ability to
handle decision-making in the face of uncertainty into a single disci-
pline that can treat all three simultaneously.

A Language and a Procedure

This new discipline has two interesting aspects. First, it.is a lan-
guage and_philosophy for decision-making. It is a way to talk about
the decision-making process even if you never set pencil to paper to do
a computation. Indeed, organizations that have begun to think in this
way—to use this language and philosophy—can never, it appears,
revert to their old ways of thinking. It is a kind of reverse Gresham’s
law: the specification of language and clarity of concept keeps us from
thinking about decisions in ways that might not be fruitful in the
making of them.

But more than that, as far as the profession itself is concerned, is
It is not simply a way to talk about decision-making; it is actually a
way to make a decision. It is a way to build a model of a decision that
permits the same kind of checking and testing and elimination of bugs
that we use in the engineering of an automobile or an airplane. If it
were not for the fact that ‘““decision engineering” somehow implies a
kind of manipulation of the decision-making process rather than an
analysis of it, this field might be called decision engineering rather
than decision analysis.
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The Decision Analysis Formalism

How does decision analysis differ from intuitive decision-making?
In some ways, not at all; in other ways, very significantly. First, con-
sider the environment (see Fig. 2). There is “bad news” on that score
because the environment is still uncertain, complex, dynamic, compe-
titive, and finite. We shall have to live with it—decision analysis is not
a “crystal ball” procedure, much as people wish it were. So we will
still be confused and worried when we start out on a decision problem.
Furthermore, there is no hope for people who do not like to think,
because we must be ingenious, perceptive, and philosophical in order
to carry out decision analysis. So it is not much help yet.

Choice. Where we start to get help is now. First, let us go through
the three aspects of ingenuity, perception, and philosophy, one by one,
and see how they are treated within this new discipline. The idea of
choice is spelled out by enumerating specific alternatives that are
available in this decision problem. They may be finite alternatives,
like amputate or do not amputate; or they may be alternatives de-
scribed by continuous variables, such as the capacity of a plant, the
price of a new product, or even the size of a budget that will be set for

Decision analysis

Environment (normative)
Ingenuity : .
Uncertain Choice ° Alternatives
.
Complex « Probability
Perception ; assignments
Dynamic Information: o /o Logic [==—> Decision «++«> Outcome
Competitive Va!ue \
Philosophy ; assignment
Finite Preferences :Time preference?
:Risk preference

Sensitivity
value of information

|

Insight

Confusion, Praise,
worry blame

Figure 2 Decision-making using decision analysis.
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a lower-level organization. The point is that alternatives are described
quantitatively and not in general terms.

Incidentally, the process for developing new alternatives is one that
we wish we were more able to comment upon. Ingenuity is required;
there is just as much need for creativity. in the process, as analyzed
here, as there is in intuitive decision-making. The only advantage that
decision analysis can bring to the search for new choices or alterna-
tives is the same kind of help that any analytic model provides when
brought to bear on a problem. For example, using engineering models,
while not directly synthetic in most cases, can lead to insights into ex-
isting designs that suggest new alternatives, new ways of solving the
engineering problem. The same thing can happen here, but it is not
part of the formal structure.

The Encoding of Information. The first new thing comes about
when we look at information. We represent information.in two ways.
We.characterize uncertainty by means of probability assignments, and
we.represent relationships by means of models, that is, by structuring
the problem. Let us talk about structuring first.

. Structuring is the kind of “head bone connected to the
neck bone” arrangement we find in physical models. But now we are
talking about a decision model: a way of representing the underlying
logical relationships of a decision problem—be it national, legal, in-
dustrial, or whatever—in a mathematical model that shows what af-
fects what. This is something that is discussed in other parts of this
book—the process of modelling and using computers in modelling.
Although it is not customary to build formal models of decisions in the
same way that we build formal models of other engineered systems,
decision analysts do just that. In fact, anyone who is going to be a pro-
fessional in this area is required to be conversant with modern mo-
delling techniques.
Now let us return to the treatment of uncertainty.

£ Since many readers may not be familiar with the field of
ecision analysns, there is no reason to examine the long arguments
that used to go on as to whether probability was a state of mind or a
state of things. Decision analysts believe that it is a state of mindy a_
way of representing one person’s uncertainty about a particular eveng
or variable and that it has no necessary interpretation whatever in.
terms of real-world long-run frequencies.

The whole idea of describing uncertainty by means of probability
assignments has come about only in the last ten or twenty years. Be-
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fore that, probability was thought of as the province of statisticians—a
region that only experts could enter. We may still need an expert to do
more complex probabilistic manipulations, but we do not need an
expert to think in probabilistic terms, which is what decision analysis
requires. In some ways this is the most unique part of the decision
analyst’s trade, that he is able to deal effectively with the assessment
and implications of uncertainty.

Lest the reader think this aspect is being overemphasized, here is a
quote from a book that is in an entirely different field. It is a non-
technical book called The Search for Authenticity by James F. T.
Bugental who is a psychoanalyst. He writes:

Let us pause to examine this quest for certainty. By “certainty” I mean the
opposite of contingency. Having survived a disastrous fire in our neighborhood
and being concerned about my home, I decide to investigate the likelihood 1
would not be so fortunate again. I find my odds are 1000 to 1 against the like-
lihood that my house will burn, but I am not content and so have the brush
cleared back some distance. Now the odds are 1500 to 1, I find. Still con-
cerned, I have an automatic sprinkling system installed. Now I'm told my
odds are 3500 to 1. However I try, though, I must recognize always that I
cannot achieve certainty that the house will not burn. I may do much, but I
can’t be sure that a nuclear firestorm will not make my efforts vain. I may
build my house underground but still I can’t be sure but that the earth might
be drawn closer to the sun and the whole world thus be ignited.

Now these are ridiculous extremes, of course, but the point remains: there is
no true certainty to be had. So it is with any issue. Nevertheless, we seek that
certainty constantly. We buy insurance, seat belts, medicines, door locks, edu-
cation, and much else to try to protect ourselves against tragedy, to secure
good outcomes. So long as we recognize we are dealing in probabilities, such
choices can be useful. But every therapist has seen the pathology of seeking
for certainty instead of better probabilities.'

One could take that last sentence, replace “therapist” by ‘““decision
analyst” and say that every decision analyst has seen the pathology of
seeking for certainty instead of better prebabilities. Every corporation
the author has ever encountered believes that the secret of security
comes from making things certain. In a course at Stanford University
where students actually go out and do decision analysis as part of the
course work, one of the presentations concerned the idea of ‘“proven”
reserves of mining ore. There we see the intent to make something cer-
tain when it is not certain, because a proven reserve is not a proven

'James F. T. Bugental, The Search for Authenticity, Holt, Rinehart and Winston, 1965,
pPp. 74-75.
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reserve—it is something with probabilities attached to it, probabilities
in terms of the amount, the type, the cost of extraction, and so forth.

Another example from class concerned how to treat people who have
angina. Do you give them special new surgical procedures or do you
give them conventional medication? Here the point came up again
that there were some procedures that were “proven” medical treat-
ments and others that were unproven. In other words, the world had
again been divided into things that were OK and certain and approved
by society, and others that were not OK, and there was a very small
area in between. In these examples, as we all see in our own lives, we
are continually trying to get the uncertainty out of the way because it
is so painful with which to deal (as Bugental, the psychoanalyst, says).

We see the same thing in corporations. They attempt to set budgets,
goals, and growth rates in an endeavor to ascertain what is basically
uncertain. I claim that the way to corporate health is not to try to
make the world certain, but to live with it in its present uncertain
state, to act in the best possible way given the kind of world we live i in.
Bugental also sees that as the key to mental health, so I guess we
agree even though we are in different fields.

We’ll return later (see the question period at the end of this chap-
ter) to how we go about making probability assignments. For the
moment, let us just say that there is.a way to do it and that such as-
signments become one of the two parts of the total encoding of infor-
mation (the other being structure) that lead finally to putting into the
model what we know.

So if we had to characterize the inputs to decision analysis, we
would say choice is.what we can.do, and information is what we know.
Now we come. to.the third: preferences—what we want.

¢ Establishment of Preferencesi It turns out that because of our
prevxous inability, or perhaps a better word would be reluctance, to
deal with uncertainty, we have never gotten in most decision problems
to the question of what we really want. It is a very interesting exercise
to take a guy who has a tough decision because there is a lot of uncer-
tainty in it, and ask him, “Well, suppose I eliminated all the uncer-
tainty, suppose I told you for sure what was going to happen here and
here and here, then, what would you like?”” He often does not know.
Think about it in terms of new possible states-of-being for the United
States. If we could snap our fingers and have any state we wanted,
which would we want?
Decision analysis separates uncertainty from the establishment of
preferences. Once we tell a decision maker, “Look, let me worry about
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the uncertainty, that’s my business.” “We just encode that and do the
best thing we can with the uncertainty that exists, given the structure
and alternatives.” “What do you really want?” “How much more is
this outcome worth than that?”” Then he has a problem he can work
on constructively.

We break the idea of preferences up into three categories; The first
kind of preference we call value assignment; the second, time prefer-
ence; and the third, risk preference, Value assignment is concerned
with situations where you have different outcomes and you say, ‘‘How
much more is this outcome worth than that?” “What’s the relative
value of the two?”

“VALUE ‘ASSIGNMENT. Here is an example that may drive this topic home.

Suppose we consider a medical case with which we can all identify.
You walk into the doctor’s office and he says, “You've got acute some-
thing-or-other and we’re going to have to do this to you in the hospital,
and you’re going to be there for a day with severe pain, and then
you’ll be all right.” And you say, “Well, what’s severe pain?”’ And he
says, “It’s like pulling a wisdom tooth without an anesthetic.” Each of
us has his own opinion on whether this is a suitable torment of Hell,
but at least you can think about what that outcome would mean to
you—how joyful or sorrowful it would be. We have to allow for all
tastes.

However, we have another alternative: to take a magical drug that
will produce an instant painless cure for your malady. You have a
choice—either a day in the hospital with pain and then cure, or the
instant cure with the magical drug with no side effects (see Fig. 3).
How much more would you pay for the instant cure via the magical
drug compared to a day in the hospital with pain? Magical drugs are
expensive, so let us see how much you would pay in addition to what
the hospital trip would cost in order to obtain the drug. Would you
pay a dollar? Sure, you’d pay a dollar. $10? Sure, that wisdom tooth is

P P: One day in hospital with
severe pain, then cure

(o C: Instant cure

Figure 3 Value assignment.
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pretty painful. How about $10,000? Your reply would probably be:
“You must think I'm made of money.” “Where am I going to get
$10,000?7”

So now we are bounding you. We may have a few millionaire
readers who laugh at $10,000; we may have struggling students who
say, “Give me ten bucks and take out all four wisdom teeth for all I
care.” But each of us in his own financial situation can say how much
more he would pay for one than the other. Notice that we are making
a decision out of the value question. We are saying, if you could go
down each route, how much more would we have to make the instant
cure cost before you would be indifferent. So one of the key ideas is to
use the idea of comparison and adding positive increments to one side
or the other until you say, “0.K., I cannot tell the difference.” That is
the value question. Given an outcome that occurs now with no uncer-
tainty, how much do you like it?

- T £! The next question we face is time preference. Time
pmfmaw .concerns the worth we place on values-that are distributed
over. time. This involves what we call the ‘“greed-impatience trade-
off.” We are usually willing to accept less if we can get it sooner. Esta-
blishing the time preference of an individual or a corporation is not
simple, but we can demonstrate that it is very important.

One case we worked on involved a person who had to choose be-
tween having an operation for a kidney transplant or being put on di-
alysis indefinitely with a kidney machine. It turned out that the whole
question boiled down to time preference for him and, on further inves-
tigation, it developed that what was important to him was to live until
his children got through college. So his time preference had an inter-
esting structure. He placed a high value on being alive until some
point x years in the future, and after that not so much. That is an
unusual kind of time preference, but one any complete theory has to
be able to accommodate.

P, P,: P once a year for life

C C: Cure

Figure 4 Time preference.
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How can we demonstrate time preference in the medical example?
In the medical case, suppose we think about a new event P, which is
getting that one day in the hospital with pain once a year for life, as
opposed to an instant cure now (see Fig. 4). Every year you have to go
back to the hospital for one day and undergo the painful treatment or,
on the other hand, you can get an immediate cure. It is clear that the
instant cure is now worth more than it was before, since you were al-
ready going to be in for the first year anyway, but how much more
depends on your attitude toward the future. If you say that anything
that happens more than 30 days out you really do not care about, you
will have one answer to your question. But, if you are very much con-
cerned about retirement income, you will have another attitude. The
way you answer this question will give us a lot of insight into how you
value time.

Of course companies and nations face time preference questions. If
we are thinking about setting up a national park system or other long-
run investment, we are going to have to think about how much bene-
fits in the future are worth relative to benefits today.

_ # Although value and time are certainly important,
probably the most unusual aspect of the profession we are talking
about is its ability to handle the third of the three, namely, risk pre-
ference. It is easy to demonstrate risk preference. Risk preference is
the term we use to describe the fact that people are not expected-value
decision makers; that is, they are not willing to choose among alterna-
tives simply by comparing their expectations. (The expectation of an
alternative is computed by multiplying each monetary prize by the
probability of receiving it and then summing the products for all
prizes.)

Suppose we said, “How many of us would flip a coin, double or noth-
ing, for next year’s income?”” Whatever we would have gotten next
year, we will either get twice as much, if we call the coin correctly, or
nothing, if we call it incorrectly. Now that situation has an expected
value equal to next year’s salary, and anyone who is willing to make a
decision on the basis of expected value should be marginally willing to
engage in such a proposition. It is doubtful that we would have many
takers, because there is nothing in it for a person. Suppose we pay each
person a dollar to play; so now there is something in it for the taker.
But most of us still would not do it. What if we say, “‘All right, what
fraction of next year’s salary would we have to pay to induce a person
to engage in this gamble?” If we pay the fraction 1, then the taker has
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nothing to lose. He will get next year’s salary anyway, and everyone
will try it. If we pay the fraction 0, no one will try it. The real ques-
tion is what fraction of next year’s salary do we need to offer? Typi-
cally, numbers like 60-95 percent might be appropriate, 95 percent
corresponding to the person who has substantial financial commit-
ments and just does not see how he is going to make it, whereas the
smaller fraction would correspond perhaps to the footloose bachelor
who figures he can always go and live on the beach if he does not get
any money next year. So it will be very specific to the person, to his
own environment, his own tastes; and, in that sense, everything we are
talking about is unique to the individual. It is appropriate to the deci-
sion maker and is not for the public at large.

To extend our medical discussion to this case, all we have to do is
think about an imperfect magic drug. Unfortunately, the magic drug
that might cure us will, now, also be able to kill us. So we will have to
choose between going to the hospital with the day of pain or taking the
magic drug, now costless, but which will kill us with probability p and
cure us with probability 1-p with no pain—no side effects (see Fig. 5).
The question is what is the probability p such that we are indifferent
toward the day in the hospital with pain and taking the magic drug.
Think about it; imagine being placed in this situation. It is not a very
unrealistic situation; there are cases just like this that occur in med-
ical practice.

What if p = 1/1000? One chance in a thousand we are going to die
from the drug versus a day in the hospital with pain. The answer
would probably be: “Dying’s pretty bad, I don’t like that.” What
about one chance in ten thousand? A typical reaction: “I'm feeling
pretty lucky today—one in ten thousand, I might just do that.” The
point is, once we establish the value a person places on his life—which
is another long story—and the value of a cure relative to a day in the

D D: Death

C: Cure

P P: Pain
Figure 5 Risk preference.
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hospital with pain, then the number p would certainly give us in-
sight into their attitude toward risk and would allow us indeed to start
building a description of their risk preference.

The Logical Decision. When this has been done, when we have car-
ried out this procedure and have established preferences, the values
placed on outcomes, the attitude toward time, the attitude toward risk
(and there is a methodology for doing all of this), when we have estab-
lished the models necessary for the decision one is making and have
assessed probabilities as required on the uncertain variables, then we
need nothing but logic to arrive at a decision..And a good decision is.
now very simply defined as the decision that _is logically implied hy
the choices, information, and preferences that we have expressed.
There is no ambiguity from that point on—there is only one logical
decision.

This allows us to begin to assign praise or blame to the process of
making the decision rather than to the ultimate outcome. We can do
an analysis of the decision and make sure it is a high quality decision
before we learn whether or not it produced a good outcome. This gives
us many opportunities. It gives us the opportunity to revise the
analysis—to look for weak spots in it—in other words, to tinker with it
in the same way we can tinker with an engineering model of any other
process.

The Value of Information

If this were all decision analysis did, it would be impressive enough,
but from it we also get other benefits. We obtain sensitivities to the
various features of the problem and we learn something that I think is
unique to decision analysis called the “value of information.” The
value of information is what it would be worth to resolve uncertainty
once and for all on one or more of the variables of the problem. In
other words, suppose we are uncertain about something and do not
know what to do. We postulate a person called a “clairvoyant.” The
clairvoyant is competent and truthful. He will tell us what is going to
happen—for a price. The question is what should that price be. What
can we afford to pay to eliminate uncertainty for the purpose of
making this decision?

Of course we do not have real clairvoyants in the world—at least not
very often—but the clairvoyant plays the same role in decision anal-
ysis as does the Carnot engine in thermodynamics. It is not the fact
that we can or cannot make it, but that it serves as a bench mark for
any other practical procedure against which it is compared. So_the
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value of clairvoyance on.any uncertainty represents an upper bound
on what any information-gathering process that offers to shed light on
the uncertainty might be worth.

For example, if we find in the medical problem that the value of
clairvoyance on whether or not we are going to die from the drug is
$500, then that means that we should not pay more than $500 for any
literature search or anything else that would provide only imperfect
information with respect to whether or not we are going to have this
problem.

That is a revelation in itself to many people—the fact that one can
establish a hard dollars and cents number on the value of information
to us in making a decision, and hence can use that number to guide
what information-gathering processes we might participate in.

The Medical Problem Evaluated. It is hard to demonstrate very
simply how to do such a calculation, but let us try by taking the med-
ical example and putting some numbers in it (see Fig. 6). The patient
has the choice of taking the magic medicine or not. If he does not take
it, then he is going to get the pain; we will consider that as a reference
point of value $0. If he does take the medicine, let us suppose he has
one chance in a thousand of dying and 999 in a thousand of getting the
instant cure. We have also put in numbers here saying that the cure is
worth $100 more than the pain. He is a relatively poor person, but he
would pay $100 more for the painless cure than he would for spending
a painful day in the hospital. Now for death—what is the value of life
to a person? This person has set the value of his life at $100,000.

Notice that we ‘“‘set” the value of his life. What is meant by this is
that he wants the designers of public highway systems and airplanes
to use the number $100,000 in valuing his life. Why does he not make
it a million dollars? If he does, he will have more expensive rides in
airplanes, more expensive automobiles, and so forth. He does not get
something for nothing. If he makes it too small, he had better be

—$100,00»  D: Death

~_$100"
Medicine

$100 C: Cure
No medicine $0 P: Pain
M

Figure 86 The medical decision.
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—$100,000 D: Death

No clairvoyance $100 C: Cure

$0 P: Pain

Clairvoyance —-$100,000 D: Death

on CorD
$0 P: Pain
$100 C: Cure
$0 P: Pain

The value of clairvoyance is $99

Figure 7 Value of clairvoyance computation.

wearing a helmet every time he enters his car. So it is a decision for
him as to what number he wants the decision makers to use in this
completely logical world that we are talking about.

The number -$100 in quotes (in Fig. 6) means that our patient has
said that one chance in a thousand of losing $100,000 and 999 chances
in a thousand of winning $100 has a value to him of —$100. In other
words, we have to pay him $100 to get him to take on this uncertain
proposition. It is clear that, comparing -$100 to $0, he is better off
deciding not to take the medicine. So for him the probabilities, values,
and attitude toward risk leading to the —$100 assessment of this whole
uncertain proposition, the best decision is to forget about the medi-
cine.

Clairvoyance. Now the clairvoyant arrives. If the individual we are
talking about does not patronize the clairvoyant, then he does not take
the medicine and makes nothing. If, on the other hand, he does buy
the clairvoyance on the question of whether death will occur, what will
happen? First, the clairvoyant will tell him whether he is going to die
if he takes the medicine (see Fig. 7). We have “D” in quotes here,
meaning that the clairvoyant says he is going to die, equivalent to his
actually dying because the clairvoyant is truly prophetic. “C”’ means
the clairvoyant says he is going to be cured. Since the probability the
clairvoyant will say he is going to die has to be the same as the proba-
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bility that he really will die, he has to assign one chance in a thousand
to getting that report from the clairvoyant. Now suppose the clair-
voyant says he is going to die. Obviously, he ought not to take the
medicine in that case, and he will make nothing. If the clairvoyant
says he is going to be cured without dying, then he is better off taking
the medicine, and he will make $100. Since the payoff from the clair-
voyant’s saying that he is going to die is $0 and from not going to die
is $100, and since there are 999 chances out of a 1000 that the clair-
voyant will say he is not going to die, just by looking at that lottery we
can see it will be worth almost $100 to him. He has 999 chances out of
a 1000 of winning $100, and only one chance in 1000 in winning $0.

Let us suppose he evaluates the whole uncertain proposition at $99.
If he does not buy the clairvoyance, he is looking at $0; if he does buy
it, he is looking at a proposition that is worth about $99 to him. Thus,
the value of the clairvoyance would be $99.

So here is an uncertain proposition with all kinds of big numbers
running around in it, yet a very simple calculation based on his atti-
tudes toward risk, life, death, and pain says he should not be willing
to pay more than $99 to know for sure whether he would get the un-
fortunate event of death if he should take the drug.

Similarly, in any other decision problem—and there are some very,
very complicated ones, involving many jointly-related variables—we.
can establish an upper bound on the value of information-gathering on
any. aspect of that problem. We can subsequently. determine the best
information-gathering strategy to precede the actual making of the

The Decision Analysis Cycle

Let us begin with a word on methodology and then go on to an ex-
ample. When doing a decision analysis it helps to organize your
thoughts along the following lines. First, constructing a deterministic
model of the problem and then measuring the sensitivity to each of
the problem variables will reveal which uncertainties are important.
Next, assessing probabilities on these uncertainties and establishing
risk preference will determine the best decision. Finally, performing a
value of clairvoyance analysis allows us to evaluate getting informa-
tion on each of the uncertainties in the problem. The problem could
be very complicated, involving many variables and months of mo-
delling and analysis, but the basic logic is the same. The phases are:
deterministic to evaluate sensitivities, probabilistic to find the best
decision, and informational to determine in what direction new infor-
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mation would be most valuable. Of course you can repeat the process
as many times as is economically valuable.

That is just to give an idea of how one does a professional decision
analysis. Let us now turn to a case history to demonstrate the kind of
problem that can be attacked in this way. Everything said so far has a
naive ring to it. We can talk about betting on next year’s salary, but
we are really interested in not just the theory of decision analysis, but
the practice of it.

A Power System Expansion Decision

Let us take an example from the public area. It concerns the plan-
ning of the electrical system of Mexico and is one of the largest deci-
sion analyses that has been done. It has been chosen because it comes
closest to a problem in systems engineering. The specific question
posed was: Should the Mexican electrical system install a nuclear
plant and, if so, what should its policy toward nuclear plants in gen-
eral be? Of course, we can not really answer that question without
deciding how they are going to expand, operate, and price their system
over time from here on out. So the real question is how to run the
electrical system of Mexico for the rest of the century (see Fig. 8).

The Mexican electrical system is nationalized and very large—the
size of several United States state-sized electrical systems. Because it
is a complete national system, its planners have unique problems and
also unique opportunities. The basic idea in working this problem was
to look first of all at the various environmental factors that might in-
fluence the decision and then to look at the various measures of value
that would result from particular methods of operation.

The Inputs

First, let us discuss the inputs. There are four input models: finan-
cial, energy, technology, and market. The financial models are con-
cerned with the financial environment of the Mexican electrical
system both in the world and the Mexican financial market. The in-
puts that these models provide are the amounts of money and the
rates at which money can be borrowed from that source over time,
with uncertainty if necessary. An input to this model is something
called x which is picked up from the lower right. It is the book profit
of the system. There is a feedback between the profitability of the
system over time and the amount that it can borrow to support future

77



‘WI3ISAS [BI1I303]d UBIIXIJA| 3y} JO [9pOW SISA[BUE UOISIOIP YV 8 dInBLg

AbBojouyda

Abiau3z

fe1oueury

_ Aaijod jueid Jeajdnu 1si4 _
Y
_ Aaijod seappny _
Y
f Ad110d W3SAS
. FTT== re—e-————==-==-===-
uoibay g " bunesadQ m JUBWISAAU|
woud ‘adA ) Y
wasAg -
+A
® 1500 abeinp
sabeinQ
wj0ud s 3T TonotTY 19pows puswag V 1pew
anjep »oog b
uoibay
19pow adhL s0)  Aupgeas *Aduaniy3 jspow 1wswdinba
ujoid uoibas ‘adA) 1500 ‘adA) uolssiwsuel
:o_HEE:.:oo
3ouasejaud woid
a1 A.ILJ-I Aungenas ‘Aduaioyy3 apow juawdinba
JeucneN 519342 swuawAed T ! .
aun
pue auny T 1503 ‘adA) uonesuan
Ayddns ubiasoy o
japow Absaud
uo 23uspuadag ~5omer "aia ueoIxap
waisAs *
uyoid uonny| o4 1821412812
|eoog | uowduUNy 40 13pon {apow Abisaua
”._; 5 swep ‘speos g PlIOM
161208 $NIOM 1QNd
{apow |edueuy
JewAodw3y Junowe 'aiey uedIxap
Ansnpul uedixap »
O Wysusg 13pow jeloueuyy
wnowe ‘aey [TV
SIUBWIISAAUI PUE 1Gap jO JUNOWY @
sindinQ

sinduj

78



A Power System Expansion Decision

expansion. The current amounts of debt and investment are also fed
back.

The second type of input is energy costs, both in the world market
and in the Mexican market. The interesting thing about Mexico is that
it has just about every type of energy available: coal, oil, uranium,
and thermal fields, and, of course, there are world markets in uranium
and oil, at least, whose price movements over time would influence the
economics of the Mexican system.

Next comes technology. This model describes generation and trans-
mission equipment according to type, cost, efficiency, reliability. It
includes such features as the advent of better reactors in the future
and the possibilities of new and improved transmission systems which
might make some of their remote hydro locations more desirable.

The last input model is the demand or market model, indicating by
type and region the amount of electricity that would be consumed,
given a pricing policy and given a quality of service. So these are the
inputs to the model of the Mexican electrical system, which can then
be run.

The Outputs

We will not go into the details of the rather sophisticated model
which was prepared to describe operation and expansion of the Mex-
ican electrical system. Of more interest in this discussion is the kind of
outputs that were produced. There were the very logical ones of the
consumption of electricity and the cost of producing the electricity by
region to give a profit for the electrical system. This profit was what
might be called the operating profit or book profit of the system, and
is what the investor would see if he looked at the books of the Mexican
electrical system. One modification to that profit which was consi-
dered was an economic penalty for system outages. A measure of the
service provided by the system is added to the book profit to give
something called system profit—which the investor does not see, but
which the designer of the system does see. This penalty makes him
unwilling to make a system that has outages for hours at a time, even
though it might be more profitable if he looked only at the book profit.

The Social Value Function. But what is unusual about the outputs
here is that many of them do not appear on the balance sheet of the
corporation at all, but are what we might call social outputs; they
enter into something called the social value function.

The decision maker in this case was the head of the Mexican electri-
cal system. He felt many pressures on his position—not just the reg-

79



Decision Analysis in Systems Engineering

ular financial pressures of operating an electrical system, but social
pressures coming about from the fact that his is a nationalized in-
dustry. For example, one of the things that was of concern to him was
the benefit to Mexican industry. What would be the Mexican manu-
factured component of any system that might be installed? Another
one was employment. How many Mexicans would be employed at
what level if they went one route as opposed to another? Now we can
see that the way we design the system is going to have major impacts
on these kinds of outputs. If we have a nuclear system, then we might
provide training for a few high-level technicians, but most of the com-
ponents would be manufactured abroad; we do not have the army of
Mexican laborers that we would if we built a hydro system in a re-
mote location.

Another side effect is the public works that are produced by the
generation choice. For example, with hydro you have roads and
dams—that is access, flood control, and so on, that we would not have
if we installed a large nuclear plant in the central valley of Mexico.
Balance of payments is still another consideration. Mexico at that
time had not devalued its currency; the currency was artificially
pegged with respect to the free world rate. The question is, if we are
going to have an import quota system to try to maintain this kind of
disparity in the price of money, should we include that mechanism
within the model or should we say other parts of the government are
going to be responsible for making such adjustments. That is what the
balance of payment effect is all about.

There are two outputs left that illustrate two different points. One is
called dependence on foreign supply. At the time that this study
started, there was a worry in the minds of the Mexicans that a nation
supplying nuclear equipment might become hostile for some political
reason and cut off the supply of repair parts, fuel, or maintenance fa-
cilities, much as the United States did with respect to Cuba. If that hap-
pened, of course Mexico would be in trouble. The question was, would
this have a major effect on the decision, or would it not. They could
buy insurance against it by stock-piling uranium until such time as
they were able to establish alternate sources of supply. But it was a
real worry, because they wanted to make sure they would be protected
against any politically generated stoppage of equipment or supplies.
By the end of the study, this whole area was of much less importance.

The other output was pollution. Originally the decision makers were
not too interested in pollution. They said they could not afford to
worry about it. And yet, if you have visited Mexico City, you know
that atmospheric polution is very high. By the time this study was
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over, about one year later, they were very glad that they had provided
a place in the model for pollution because they were now getting the
same kind of citizen complaint that we get in the United States. Some
of the things they were planning, like giant coal plants in the middle
of Mexico City, were not acceptable any more.

The social outputs from the operating model entered the social
value function to produce what we call “social profit.” It represents
social effects that do not appear on the balance sheet of the electrical
system, per se. Social profit is combined with the system profit to
produce national profit. Time and risk preference are expressed on
national profit to give an evaluation of the system as a whole.

The problem that remained was to find a way to expand the Mex-
ican electrical system that would produce the highest overall evalua-
tion. Various optimization procedures were used to suggest installa-
tions of different types (gas turbines, nuclear, conventional, and
hydro plants) to achieve this objective over the rest of the century.

The Nature of Policy

Let us briefly examine the question of what a policy for expansion
of such a system means. A common policy in the past had been to es-
tablish a so-called plant list, which was a list of when each type of
plant would be installed—in 1979 we are going to have an X-type
plant in location Y. That is a little bit like asking a new father, “When
is your son going to wear size-ten pants?”’ He could look at projected
growth charts and say, “Well, I think it will be when he is nine years
old.” Another way to answer the question is to say, “Well, I will buy
him size-ten pants when his measurements get into such and such a
region.” This is what we might call a closed-loop policy because we
cannot say in advance when we are going to do it, but we have built a
rule that will tell us the right time to do it.

So when we ask how is the system going to be expanded from here
on out, no one can tell us: They can show us expected times for dif-
ferent things to happen, but indeed, only the program can determine
what the effect on expansion of the future evolution of the system’s
environment will be. It has what we might call a self-healing property.
If we foul it up by forcing it to put in a giant plant that it cannot
immediately assimilate, then it is self-healing in the sense that it will
delay and adjust the sizes and types of future plants until it gets back
on the optimum track again. As a matter of fact, it is so much self-
healing that it is hard to foul it up very much no matter what we do,
because in the course of time it is a growing system that finds a way to
get around any of our idiocies. In actuality, when they compared what
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this optimization system was doing with the designs produced by their
conventional techniques using the same information, this system
yielded superior results in every case.

The size of the Mexican study is interesting. It took approximately
eight man-years, and was completed in one calendar year by a staff of
decision analysts from the Stanford Research Institute Decision
Analysis Group, plus four representatives of the Mexican Electricity
Commission who were very competent in nuclear engineering and
power system design. The programs and analyses are now being used
in Mexico for continued planning of system expansion.

Other Applications

Other applications include industrial projects—should companies
merge, should they bring out a new product, or should they bring a
mine into production? All of these things are what we might call fairly
conventional decision analyses by the criteria that we in the profession
use.

Some interesting decision analyses have been done in the medical
area, such as one recently performed on the treatment of pleural effu-
sion, that is, water in the cavity between the lung and the chest wall.
This was a one-year study done by a graduate student who, as far as
the doctor (who was the lung expert) is concerned, completely encoded
everything the doctor knew about pleural effusion. Later the doctor
was asked if he developed this symptom would he prefer to be treated
by this large decision model or by one of his colleagues. He said,
without hesitation, he would rather use the model.

Another study that has just recently been completed is whether to
seed a hurricane threatening the coast of the United States. It was
based on a large experiment a few years ago on hurricane “Debbie”
which indicated, but certainly not conclusively, that seeding a hurri-
cane with silver iodide crystals would cause the wind to diminish
about 15 percent. This in turn would lead to something like a 50 per-
cent decrease in damage. The question now is—if you are the decision
maker in the White House and here comes a big one, hurricane
“Zazie,” headed right for Miami—what do you do? Should you send
the planes out to seed it knowing that, even so, there is a chance that
it might get worse just hecause of natural causes and wipe out two
cities instead of one? Or should you sit on your hands and possibly
watch people get killed and property destroyed when they might have
been saved? There is a tough problem. It has severe social impacts
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and is definitely a decision under uncertainty. Study of this problem
was presented very recently to the President’s Scientific Advisory
Committee. They have formed a subpanel to see whether the conclu-
sions should be put'into effect.

Conclusion

We have tried to characterize what is a new profession—a profession
that brings to the making of decisions the same kind of engineering
concern and competence applied to other engineering questions. It
seems fair to say that the profession has now come of age. We are able
to work on virtually any decision where there is a decision maker who
is worried about making that decision, regardless of the context in
which it may arise. The only proviso is that the resources that he is
allocating must be real world resources. We are not competent to allo-
cate prayer because we can not get our hands on it—or love, which is
infinite. But when it comes down to allocating money, or time, or any-
thing else that a person or organization might have to allocate, this
logic has a lot to be said for it. And indeed, as we have seen, the key is
the idea of separating the good decision from the good outcome. Once
we have done that then we have the same ability to analyze, to mea-
sure, to compare that gives strength to any other engineering disci-
pline.

Question Period

QUESTION. Is the professional decision maker the man who is right
out in the forefront making the decisions in his own name,
or will there be a professional decision analyst who is like
the ghost writer standing behind the man, the president,
the corporate executive?

ANSWER. That is a good question. In the legal profession there is a
maxim that the lawyer who defends himself in court has a
fool for a client. And I think the same is true of decision
analysis. I know that I would never want to be my own
decision analyst because I am not detached. I want the
answer to come out certain ways, subconsciously. For
example, if I want to make a case for why I should buy a
new stereo system, I will work like a dog to make sure that
I have lots of variables in the analysis indicating that I am
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going to use it a lot, it is going to be very valuable to me,
and it is not going to cost much. But when I bring in one of
my friends who is a decision analyst, he will say, “Just
wait a second.” “How many days are there in the month?”
“How many hours in a day?” ‘“How often are you going to
listen?”” And pretty soon he has it down to size where I can
say, “Yes, I am kidding myself, it just will not all fit to-
gether.” So I think we will never get to the stage—nor
should we—where the decision maker is the decision ana-
lyst. I think these are two very different roles and one can
subvert the other.

What has turned out, however, is that some of the presi-
dents of corporations who have been exposed to this kind
of thing have begun to think the way that I am indicating
here and to do very simple analyses on their own. And that
is great. Everyone should know a little science, a little auto
mechanics, and a little of everything, so they are able to do
simple problems relatively well. But they should also
realize that when they have a tough problem—one in-
volving complexity, dynamics, modeling, and all the other
things we have examined—then it is really time for a pro-
fessional. We might take a medical analogy again. Most of
the times when a person has a headache, aspirin is alright,
but every once in a while it is a brain tumor and it is
better not to take the aspirin. The important thing is to
know the difference.

What about the systems analyst versus the decision
analyst?

I see the decision analyst as the person who combines the
complexity and the dynamic aspects of systems analysis
with the ability to treat uncertainty and to measure
preference—activities that are usually foreign to systems
analysis. One of the problems with the systems field is that
systems analysis is a much misunderstood term. Many
groups and stakeholders in the systems professions have
entirely different attitudes about what a systems analyst
is. It can be everything from someone who riffles punched
cards in a computing installation at one end of the spec-
trum to someone who know operations research, manage-
ment science, and all of engineering rolled up into one. I
do not know what a systems analyst is. He is somewhere in
that spectrum, but I cannot say where.
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QUESTION.

Is there any information available on whether decision-
making actually leads to statistically significant decisions?

I think you made a “no-no” there. Let us go back to the $5
and the $0-$100 coin toss. How can we measure in a one-
shot ‘decision what is statistically significant? This raises
the issue of what view of probability we are taking. What
we are saying is that the whole concept of statistical signif-
icance is pretty much irrelevant from the point of view of
decision-making because we usually make decisions in
one-shot situations. We cannot fire off a thousand Apollo
rockets and see how many are going to succeed and how
many are going to fail. We have to make a one-shot
decision—do we go now, or do we not go now? And the ques-
tion of statistical significance just does not come into it at
all. I never find myself using those words. I find no use for
them in making logical decisions.

Can you give some references for rating the qualitative
effects of decisions?

You mean the so-called “intangible aspects”? There is a
large amount of literature on the whole field. In general,
what we say is that it is not a matter of tangibles and in-
tangibles. If we take the Mexican example, people would
say pollution is an intangible, or dependence on foreign
supply is an intangible. But they are really tangibles. Why
would you be willing to pay for things that are not
tangibles? What we are saying is, let us take all the things
that have value to you—positive and negative—and put
values on them. In other words, if you would like to go out
tonight and smell fresh air as opposed to smoggy air, let us
talk about what that is worth to you. It is not worth $100
for you to do it for one night because you would go
broke—that value would not be consistent with the other
demands on you. But it is worth a penny, I will bet. Thus
we begin to put dollars and cents values on what many
people consider intangibles. Finally, we find ourselves
making comparisons among values represented in dollars,
not because dollars are in some sense the ultimate measure
of everything, but because money is the Lagrange multi-
plier that our society has prepared for trading off one kind
of thing against another kind of thing.

What are the axioms you must believe in order to reason
this way?
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Let me discuss just one of them. You must have transitive
preferences, that is, you must reason such: if you like A
better than B and B better than C, you must like A better
than C. One of the points I was trying to make originally
was that people often are not transitive. I might very well
express to you intransitive preferences. But the question is,
when you illustrate to me that I am being intransitive, do I
like it or not? I do not like it, and the reason I do not like
it is that someone can make a money pump out of me in
that situation. I will switch A for B and B for C, and C
back for A, all the while paying happily to make the
transition—and he is just taking my money away, little by
little. So the whole idea of intransitive preference is one of
the things I do not want, and it is the cornerstone of what
we do here, because the opposite of it is to be drained of
your resources.

Could you comment further on the value of a life? Could
you, for example, infer the value placed on life by ob-
serving the way corporations make decisions involving life?

Well, I have never done that. Of course there are studies
all over the world on the value of a life. And unfortunately
it varies greatly from one society to the next. But there was
a comparative study I saw a few years ago indicating that
at that time, for example, the value of a life was $100,000
in the United States, about $10,000 in Japan, and about
$700 in South Vietnam.

There are many ways you can go about establishing a
value for life. For example, you can examine the cash
amounts awarded by juries for people killed in automobile
accidents. The real issue is not what is the exact value of
life, but rather are you being consistent in setting the value
from one situation to another. The point is, life is precious,
it is infinitely valuable. We are not talking about what you
are willing to sell your life for—that is not the issue at all.
The question is, what are you willing to buy it for. It is
inconsistent to say a life is precious and, then, go out and
not put the seat belt on when you get in your car. You are
not being the same kind of person you would like to be at
other times.

So what I like to do is pose a number for myself. (I cannot
say what it should be for anyone else.) I want people to
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QUESTION.
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use this number as the value of my life when they make
decisions that affect me. If I place it too high I will be
running out of money very soon, because my car will weigh
ten tons and will look like a tank. If I place it too low, I
will not be able to venture outdoors.

You asked more specifically, could you determine from
previous corporate decisions what value must have been
placed on life. Well, first of all, I doubt that any corpora-
tion has ever established a number in the sense I am sug-
gesting now. Perhaps they did it intuitively, but not expli-
citly. I would guess that if they did set such a value it
would be $100,000 to $500,000 in the United States today.

Are the probabilities ever so hard to assign that you have
to tell a client you cannot do an analysis for him?

No, I have never had that happen. Let me give you an
example that arose in determining whether a new power
nuclear reactor design should be introduced. The critical
variable was the lifetime of the fuel cladding. The cladding
was to be made from a material that had never been for-
mulated before and, yet, the decision to go ahead on this
new design would depend upon how this material per-
formed.

The three people who were most knowledgeable in this
company on the question of how long the material would
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last were assembled and told, “Look, we are going to have
to come up with probability distributions on the life of this
material, even though no one has ever built it before.”
They were interviewed separately, so they could not hear
each other’s answers. They gave the responses shown in
Fig. 9. The first subject assessed about an 80 percent
chance that the life would exceed 13. By an interview pro-
cedure, we developed the series of crosses. Then the next
person (circles) was interviewed. He came up with the
answers you see in Fig. 9, independently. Subject three’s
knowledge is represented by squares. Now when you look
at these results, you find that they are remarkably similar.
There are inconsistencies, however. For example, at one
point in the questioning the subject represented by circles
said that there was a 0.25 chance of exceeding a life of 17,
and at another point, a 0.2 chance. There is a difference of
0.05 in probability. But when you think of how different
these answers might have come out, I find their agreement
remarkable.

Then the three men got back together again and started
exchanging information. The last two subjects were rela-
tively pessimistic about a short life compared to the first
subject. He pointed out to them that certain things they
were worried about were not really of concern because of
experiments he had done recently. In other words, they
exchanged information.

The same thing happened down at the far end. At the con-
clusion of the meeting they were willing to sketch the solid
curve to represent the consensus of their opinion about
how long this material would last. When this curve was
shown to their boss, the manager of the whole operation,
he for the first time felt that he was understanding what
they were trying to communicate to him. He realized that
they were not trying to be evasive, but were genuinely un-
certain about what the life of this material would be, un-
certain to the extent indicated by the consensus curve.

So, to answer your question, first I have never had the
problem because you can always do it by means of a refer-
ence process. The basic idea is to say: would you rather
win a million dollars, if the life of the material comes out
more than 14; or win a million dollars, if a coin comes up
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“heads””? Then you can adjust the reference process,
whether it is a coin coming up “heads” or a die coming up
some number, until you are indifferent between the two
processes.

But the point is that when a person is dealing with some-
thing every day of his life, when he is as expert at it as
these subjects were, their answers are in much greater
agreement than you would expect, if you asked them ques-
tions about the length of the Danube River, or other things
they have not seen or thought about very much. What in
the abstract seems as though it might be a problem, when
you speculate about assigning probabilities, turns out to be
not much of a problem, when you actually face a decision.

Can decision analysis tell whether it is worthwhile to do
decision analysis?

You can do a ‘“‘back-of-the-envelope” analysis, and then
the question is how much would it be worth to do a more
refined analysis. The decision to employ a decision analyst
is, itself, a decision that can be analyzed like any other
decision.

I have a rule of thumb that I have found helpful in my
own life. I would like to spend at least one percent of the
resources I am allocating on making sure that I am getting
a good allocation of those resources. If I am going to buy a
$2000 car, I want to spend at least $20 in making sure that
I find the right car for me. Not making sure—in an abso-
lute sense—but making sure in the sense that given the
limits of my time and interest in the subject, I am doing
the best I can.

In thinking about professional analyses, you should realize
that decision analysts are in high demand. They command
a premium professional salary. Consequently, decision
analysis does not come cheap. However, we have not yet
had a decision analysis that I am aware of where the deci-
sion maker did not feel very good about the insights he
received relative to the money he spent.

Is it true that rather than removing intuition entirely from
the process, you have simply removed it from the decision-
making process and pushed it back to within the decision
analysis?
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Right. We are not eliminating judgment, or feelings, or
opinions, or anything like that. Rather, we are quantifying
them and putting them into a form where logic can operate
upon them, rather than be buried in a man’s mind where
we cannot get access to them. This is very much a subjec-
tive and judgmental process in the sense that the proba-
bility assignments and all evaluations and preferences
have to come from the decision maker. This is really just a
matter of rendering unto Caesar the things that are Cae-
sar's. What we say is, let the manager who makes the
probability assignments and who has the preferences de-
vote his time to making sure they represent his true feel-
ings and his true attitudes. Let the logic be handled by the
computer, which is eminently qualified to do such a job. It
is really ‘divide and conquer”. It sounds like a small
thing, but the power of it is very great.

I do not see how a decision can be good unless the decision
maker has good preferences.

Well, a decision is good if it is consistent with the decision
maker’s choices, information, and preferences. Looking on,
I might think he is an idiot to make such a decision, but it
is his prerogative. Our theory is amoral, in the sense that a
person can go to Las Vegas, gamble, and lose money, but
he says, “I have a ball there.” “I value the experience very
highly.” Alright, given his values, he is making a statement
with which I cannot disagree.

Would you comment on the balance between seeking new
alternatives and analyzing the ones you have got?

Well, you cannot beat a new alternative. But how do you
get a good new alternative? I find, for example, as an old
engineer that there is nothing like doing an analysis of the
existing design to see its weaknesses and to suggest im-
provements in that design. I think the same is true of a
decision. We often find that we have two alternatives with
the property that one is weak in one area, while the other
is weak in a different area. Someone will suggest com-
bining the two to create a new alternative with both good
features. Often, this is feasible. These are new ideas that
were not suggested originally by the individual who had
the decision problem. There is no magical way of getting
better alternatives by doing it this way, but it often turns
out that creativity is a by-product of the process.
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QUESTION.

ANSWER.

QUESTION.

ANSWER.

QUESTION.

ANSWER.

What makes you believe that you obtain better outcomes
by decision analysis than you would by following
intuition?

It is really an act of faith. Let us take the case of the man
with the $5 payment for the $0-$100 coin toss. I say to
him, “That is a good decision.” “I have looked into your
finances, and we agree it is a good decision.” And he says,
“Yes”. He calls the coin and he misses, because after all
he still has a probability of one-half of failing. Whereas
some other person says, “I have looked into the Swami’s
eyes and I know I must call ‘heads’.” So he calls “heads”
and wins. Which is the better decision-making procedure?
It is really an act of faith that a logical procedure based on
principles you believe in is better than another procedure.
We can never prove that someone who appeals to astrology
is acting in any way inferior to what we are proposing. It is
up to you to decide whose advice you would seek.

Is it always possible to get better, more complete informa-
tion and, hence, make a better decision?

Not always. For example, if a major hurricane bears down
on Miami in the next hurricane season, where are you
going to get more complete information? The decision will
have to be made with the presently available information.
One of the persistent features of human nature is this
quest for certainty. If anything too much money is spent
on information-gathering, rather than too little. We keep
pursuing this “Holy Grail” of certainty, instead of trying
to find better alternatives or just making the decision and
getting on to something else. I see the whole move toward
data bases as symtomatic of this desire—this quest for cer-
tainty, hopeless as it is.

Is not a major function of an executive the ability to recog-
nize when a decision has to be made?

Yes. For example, a president of a major company faces
the decision of introducing a new product. He knows he
has the decision, he is worried about it, and he does not
know what to do. He has complex alternatives which are
not easily evaluated, and he knows that intuition is not
going to be much help to him. Therefore, he calls on a de-
cision analyst to sort out the alternatives, get probabilities
assigned, build models, present lotteries for his inspection,
and so on.
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Decision Analysis in Systems Engineering

The decision analyst will create the probabilities, will he
not?

No, the probabilities do not come from the analyst but
from the decision maker, his experts, and possibly external
experts. I am not an expert on hurricanes; I am not an
expert in medical problems; I am not an expert in the
Mexican electrical system’s rate of growth, or anything
like that. God forbid, we should try to become experts in
all the different things we work on. But what people in this
profession are expert in is the modeling of the decision
problem and the extraction of information from experts
and preferences from decision makers in order to develop
a better decision. It is a very careful separation of func-
tion.

If I were to adopt this approach and apply it to a variety
of different decisions and if, after a while, I were to dis-
cover that this led to favorable outcomes less frequently
than my old usual approach, then I would be forced to
conclude that you were giving us a rather esoteric meaning
of the word “good.”

That is what you would be forced to conclude.

But does it not have to lead to more good outcomes, if it is
to have practical value?

The question is: would you make the same decision if you
faced the same situation again without knowing how it was
going to turn out. I think it is a good decision to pay $5 for
the $0-$100 coin toss. I would even be willing to purchase
several of them. Suppose I keep losing. I would look at the
coin, consider all kinds of hypotheses about people
cheating me, two-headed coins, and sleight-of-hand, but
suppose I am convinced there really is no ‘“hanky-panky”
going on. Well, then, I would not depart from this theory. 1
would say, “0.K., it is still a good decision, give me an-
other one,” even though I had lost five or six in a
row—which is not an unlikely event. But I am going to
stay with this theory until I find a better one, and I have
not found one yet.

But should our goal not be to maximize the likelihood of
good outcomes?

Of course. We all want joy. We all want good outcomes.
Let that be stipulated right now. Everyone wants good
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rather than bad, more rather than less—the question is
how do we get there. The only thing you can control is the
decision and how you go about making that decision. That
is the key. When you focus on that, I think you will want
to do it the way we have discussed.
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1. INTRODUCTION

Decision theory in the modern sense has existed for more than a decade. Most
of the effort among the present developers of the theory has been devoted to
Bayesian analysis of problems formerly treated by classical statistics. Many
practical management decision problems, however, can be handled by formal
structures that are far from novel theoretically. The world of top management
decision making is not often structured by simple Bernoulli, Poisson, or normal
modcls.

Indeed, Bayes’s thcorem itself may not be so important. A statistician for
a major company wrote a rcport in which he commented that for all the talk
about the Bayesian revolution he did not know of a single application in the
company in which Bayes’s thcorem was actually used. The observation was
probably quite correct—but what it shows by implication is that the most sig-
nificant part of the revolution is not Bayes’s theorem or conjugate distributions
but rather the concept of probability as a state of mind, a 200-year-old concept.
Thus the real promise of decision theory lies in its ability to provide a broad
logical basis for decision making in the face of uncertainty rather than in any
specific models.

The purpose of this article is to outline a formal procedure for the analysis
of decision problems, a procedure that I call *“decision analysis.” We shall also
discuss several of the practical problems that arise when we attempt to apply
the decision analysis formalism.

2. DECISION ANALYSIS

To describe decision analysis it is first necessary to define a decision. A decision
is an irrevocable allocation of resources, irrevocable in the sense that it is im-
possible or extremely costly to change back to the situation that existed before
making the decision. Thus for our purposes a decision is not a mental commit-
ment to follow a course of action but rather the actual pursuit of that course of
action. This definition often serves to identify the real decision maker within a
loosely structured organization. Finding the exact nature of the decision to be
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made, however, and who will make it, remains one of the fundamental problems
of the decision analyst.

Having defined a decision, let us clarify the concept by drawing a necessary
distinction between a good decision and a good outcome. A good decision is a
logical decision—-one based on the uncertainties, values, and preferences of the
decision maker. A good outcome is one that is profitable or otherwise highly
valued. In short, a good outcome is one that we wish would happen. Hopefully,
by making good decisions in all the situations that face us we shall ensure as
high a percentage as possible of good outcomes. \Ve may be disappointed to
find that a good dccision has produced a bad outcome or dismayed to learn
that someone who has made what we consider to be a bad decision has enjoyed
a good outcome. Yet, pending the invention of the true clairvoyant, we find no
better alternative in the pursuit of good outcomes than to make good decisions.

Decision analysis is a logical procedure for the balancing of the factors that
influence a decision. The procedure incorporates uncertainties, values, and
preferences in a basic structure that models the decision. Typically, it includes
technical, marketing, competitive, and environmental factors. The essence of
the procedure is the construction of a structural model of the decision in a
form suitable for computation and manipulation; the realization of this model
is often a sct of computer programs.

2.1. The Decision Analysis Procedure
Table 1 lists the three phases of a decision analysis that are worth distinction:
the deterministic, probabilistic, and post-mortem phases.
TasBLE 1
The Decision Analysis Procedure

I. Deterministic phase
Define the decision
Identify the alternatives
Assign values to outcomes
Select state variables
Establish relationship at state variables
. Spccify time preference
Analysis: (a) Determine dominance to eliminate alternatives
(b) Measure sensitivity to identify crucial state variables
II. Probabilistic phase
1. Encode uncertainty on crucial state variables
Analysis: Develop profit lottery
2. Encode risk preference
Analysis: Select best alternative

.

.

R

III. Post-mortem phase
Analysis: (a) Determine value of eliminating uncertainty in crucial state
variables
(b) Develop most economical information-gathering program
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2.1.1. The Deterministic Phase

The first step in the deterministic phase is to answer the question, * What
decision must be made?” Strange as it may seem, many people with what
appear to be decision problems have never asked themselves that question.
We must distinguish between situations in which there is a decision to be made
and situations in which we are simply worried about a bad outcome. If we have
resources to allocate, we have a decision problem, but if we are only hand
wringing about circumstances beyond our control no formal analysis will help.
The difference is that between selecting a surgeon to operate on a member of
your family and waiting for the result of the operation. We may bc in a state of
anguish throughout, but decision analysis can help only with the first question.

The next step is to identify the alternatives that are available, to answer the
question, * What courses of action are open to us? " Alternative generation is the
most creative part of the decision analysis procedure. Often the introduction
of a new alternative eliminates the need for further formal analysis. Although
the synthesis of new alternatives necessarily does not fall within the province of
the decision analysis procedure, the procedure does evaluate alternatives and
thereby suggests the defects in present alternatives that new alternatives might
remedy. Thus the existence of an analytic procedure is the first step toward
synthesis.

We continue the deterministic phase by assigning values to the various
outcomes that might be produced by each alternative. We thus answer the
question, “ How are you going to determine which outcomes are good and
which are bad?” In business problems this will typically be a measure of profit.
Military and governmental applications should also consider profit, measured
perhaps with more difficulty, because these decision makers are also allocating
the economic resources of the nation. Even when we agree on the measure of
profit to be assigned to each outcome, it may be difficult to make the assignment
until the values of a number of variables associated with each outcome are
specificd. We call these variables the statc variables of the decision. Their
selection is the next step in the deterministic phase.

A typical problem will have state variables of many kinds: costs of manu-
facture, prices charged by competitors, the failure rate of the product, etc. We
select them by asking the question, “ If you had a crystal ball, what numerical
questions would you ask it about the outcome in order to specify your profit
mcasure?” At the same time that we select these variables we should assign
both nominal values for them and the range over which thcy might vary for
future reference.

Next we establish how the state variables are related to each other and to
the measure of performance. We construct, in essence, a profit function that
shows how profit is related to the factors that underlie the decision. The con-
struction of this profit function requires considerable judgment to avoid the twin
difficulties of excessive complexity and unreal simplicity.

If the results of the decision extend over a long time period, it will be neces-
sary to have the decision maker specify his time preference for profit. We must
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ask, “ How does profit received in the future compare in value to profit received
today?” or an equivalent question. In cases in which we can assume a perfect
financial environment the present value of future profit at some rate of interest
will be the answer. In many large decision problems, however, the nature of the
undertaking has an effect on the basic financial structure of the enterprise. In
these cases a much more realistic modeling of the time preference for profit
is necessary.

Now that we have completed the steps in the deterministic phase we have a
deterministic model of the decision problem. We next perform two closely
related analyses. We perform them by setting the state variables to their
nominal values and then sweeping each through its range of values, individually
and jointly, as judgment dictates. Throughout this process we observe which
alternative would be best and how much value would be associated with each
alternative. We often observe that regardless of the values the state variables
take on in their ranges one alternative is always superior to another, a condition
we describe by saying that the first alternative dominates the second. The
principle of dominance may often permit a major reduction in the number of
alternatives that need be considered.

As a result of this procedure we have performed a sensitivity analysis on
the state variables. We know how much a 10 percent change in one of the
variables will affect profit, hence the optimum alternative. Similarly, we know
how changes in state variables may interact to affcct the decision. This sensi-
tivity analysis shows us where uncertainty is important. We identify those state
variables to which the outcome is sensitive as ““ crucial ”” state variables. Deter-
mining how uncertainties in the crucial state variable influence the decision is
the concern of the probabilistic phase of the decision analysis.

2.1.2. Probabilistic Phase

The probabilistic phase begins by encoding uncertainties on each of the
crucial state variables; that is, gathering priors on them. A subset of the crucial
state variables will usually be independent—for these only a single probability
distribution is necessary. The remainder will have to be treated by collecting
conditional as well as marginal distributions. We have more to say on this
process later.

The next step is to find the uncertainty in profit for each alternative implied
by the functional relationship of profit to the crucial state variables and the
probability distribution on those crucial state variables for the alternative.
We call this derived probability distribution of profit the profit lottery of the
alternative. In a few cases the profit lottery can be derived analytically and in
many by numerical analysis procedures. In any case it may be approximated by
a Monte Carlo simulation. Regardless of the procedure used, the result is a
probability distribution on profit (or perhaps on discounted profit) for each of
the alternatives that remain in the problem.

Now we must consider how to choose between two alternatives with different
profit lotteries. In one case the choice is easy. Suppose that we plot the profit
lottery for each alternative in complementary cumulative form; that is, plot the
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Profit lottery
(density function)

Profit

Alternative Alternative Ag

Ay

Profit lottery

(probability of
profit exceeding x)

Figure 1. Stochastic dominance.

probability of profit exceeding x for any given x. Suppose further, as shown
in Figure 1, that the complementary cumulative for alternative A4, always lies
above that for alternative 4;. This means that for any number x there is a
higher probability of profit exceeding that number with alternative A, than
with alternative 4;. In this case we would prefer alternative Az to alternative
Ay, provided only that we liked more profit better than less profit. We describe
this situation by saying that the profit from alternative As is stochastically
greater than the profit from alternative A; or equivalently by saying that alter-
native A stochastically dominates alternative 4. Stochastic dominance is a
concept that appcals intuitively to management; it applies in a surprising
number of cases.

Profit lottery

(density function)

Profit

Alternative Aj

Alternative Az

Profit lottery
(probability of
profit exceeding x)

Figure 2. Lack of stochastic dominance.
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Figure 2, however, illustrates a case in which stochastic dominance does not
apply. When faced with a situation like this, we must either abandon formal
methods and leave the sclection of the best alternative to judgment or delve into
the measurement of risk preference. If we choose to measure risk preference,
we begin the second step of the probabilistic phase. We must construct a
utility function for the decision niaker that will tell us whether or not, for
example, he would prefer a certain 4 million dollars profit to equal chances of
carning zero or 10 million dollars. Although these questions are quite foreign
to management, they are being asked increasingly often with promising results.
Of course, when risk preference is established in the form of a utility function,
the best alternative is the one whose profit lottery has the highest utility.

2.1.3. Post-Mortem Phase

The post-mortem phase of the procedure is composed entirely of analysis.
This phase begins when the best alternative has been selected as the result of
the probabilistic phase. Here we usc the concepts of the clairvoyant lottery to
establish a dollar valuc of eliminating uncertainty in each of the state variables
individually and jointly. Being able to show the impact of uncertainties on
profit is one of thc most important features of decision analysis. It leads directly
to the next step of the post-mortem, which is finding the most economical
information-gathering program, if, in fact, it would be profitable to gather more
information. The information-gathering program may be physical rescarch, a
marketing survey, or the hiring of a consultant. Perhaps in no other area of its
operations is an enterprise in such need of substantiating analysis as it is in the
justification of information-gathering programs.

Of course, once the information-gathering scheme, if any, is completed, its
information modifies the probability distributions on the crucial state variables
and consequently affects the decision. Indeed, if the information-gathering
program were not expected to modify the probability distributions on the
crucial state variables it would not be conducted. We then repeat the proba-
bilistic phase by using the new probability distributions to find the profit lottcries
and then enter the post-mortem phase once more to determine whether further
information gathering is worthwhile. Thus the decision analysis is a vital
structure that lets us compare at any time the values of such alternatives as
acting, postponing action and buying information, or refusing to consider the
problem further. We must remember that the analysis is always based on
the current state of knowledge. Overnight there can arrive a piece of infor-
mation that changes the nature of the conclusions entirely. Of course, having
captured the basic structure of the problem, we are in an excellent position to
incorporate any such information.

Finally, as the result of the analysis the decision maker cmbarks on a course
of action. At this point he may be intcrested in the behavior of several of the
state variables for planning purposes; for example, having decided to introduce
a new product, he may want to examine the probability distributions for its
sales in future years to make subsidiary decisions on distribution facilities or
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on the size of the sales force. The decision-analysis model readily provides
such planning information.

2.2. The Advantages of Decision Analysis

Decision analysis has many advantages, of which we have described just
a few, such as its comprchensiveness and vitality as a model of the decision and
its ability to place a dollar value on uncertainty. We should point out further
that the procedure is relevant to both one of a kind and repetitive decisions.
Decision analysis offers the operations research profession the opportunity to
extend its scope beyond its traditional primary concern with repetitively
verifiable operations.

One of the most important advantages of decision analysis lics in the way it
encourages meaningful communication among the members of the enterprise
because it provides a common language in which to discuss decision problems.
Thus engineers and marketing planners with quite different jargons can appreci-
ated one another’s contributions to a decision. Both can use the decision-analysis
language to convey their feelings to management quickly and effectively.

A phenomcnon that seems to be the result of the dccision-analysis language
is the successive structuring of staff groups to provide reports that are uscful
in decision-analysis terms. Thus, if the decision problem being analyzed starts
in an engincering group, that group ultimately secks inputs from marketing,
product planning, the legal staff, and so on, that are compatible with the proba-
bilistic analysis. Soon these groups begin to think in probabilistic terms and to
emphasize probabilistic thinking in their reports. The process seems irrever-
sible in that_once the staff of an organization becomes comfortable in dealing
with probabilistic phenomena they are never again satisfied with deterministic
or expected value approaches to problems. Thus the existence of decision-
analysis concepts as a language for communication may be its most important
advantage.

2.3. The Hierarchy of Decision Analysis

It is informative to place decision analysis in the hierarchy of techniques
that have been developed to treat decision problems. We see that a decision
analysis requires two supporting activities. Onc is a lower order activity that we
call alternative evaluation; the second, a higher order activity that we call goal
setting. Performing a decision analysis requires evaluating alternatives according
to the goals that have been set for the decision. The practitioners of opcrations
research are quite experienced in alternative evaluation in both industrial and
military contexts. In fact, in spite of the lip scrvice paid to objective functions,
only rare operations researchers have had the scope nccessary to consider the
goal-setting problems.

All mankind scems inexpert at goal setting, although it is the most important
problem we face. Perhaps the role of decision analysis is to allow the discussion
of decisions to be carried on at a level that shows the explicit nced for goals or
criteria for selection of the best alternative. We need to make goals explicit only
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if the decision maker is going to delegate the making of the decision or if he is
unsure of his ability to be consistent in selecting the best alternative. We shall
not comment on whether there is a trend toward more or less delcgation of
decision making. However, it is becoming clear to those with decision-making
responsibilities that the increasing complexity of the operations under their
control requires correspondingly more formal approaches to the problem of
organizing the information that bears on a decision if inconsistent decisions are
to be avoided.

The history of the analysis of the procurement of military weapons systems
points this out. Recent years have shown the progression of procurement
thinking from effectivencss to cost effectiveness. In this respect the military
authorities have been able to catch up in their decision-making apparatus to
what industry had been doing in its simpler problems for years. Other agencies
of government are now in the process of making the same transition. Now all
must move on to the inclusion of uncertainty, to the establishment of goals that
are reflected in risk and time preferences.

These developments are now on the horizon and in some cases in sight;
for example, although we have tended to think of the utility theory as an
academic pursuit, one of our major companies was recently faced with the
question, *‘Is 10 million dollars of profit sufficient to incur one chance in 1 mil-
lion of losing 1 billion dollars?” Although the loss is staggering, it is realistic
for the company concerned. Should such a large company be risk-indifferent
and make decisions on an expected value basis? Are stockholders responsible
for diversifying their risk externally to the company or should the company be
risk-averting on their behalf? For the first time the company faced these ques-
tions in a formal way rather than deciding the particular qucstion on its own
merits and this we must regard as a step forward.

Decision analysis has had its critics, of course. One said, “In the final
analysis, aren’t decisions politically based?” The best answer to that came from
a high official in the executive branch of our government who said, *“ The better
the logical basis for a decision, the more difficult it is for extrancous political
factors to hold sway.” It may be discouraging in the short run to sce logic over-
ridden by the tactical situation, but one must expect to losc battles to win
the war.

Another criticism is, *“ If this is such a good idea, why haven’t I heard of it
before?” One very practical reason is that the operations we conduct in the
course of a decision analysis would be expensive to carry out without using
computers. To this extent decision analysis is a product of our technology.
There are other answers, however. One is that the idea of probability as a state
of mind and not of things is only now regaining its proper place in the world of
thought. The opposing heresy lay heavy on the race for the better part of a
century. We should note that most of the operations research performed in
World War II rcquired mathematical and probabilistic concepts that were
readily available to Napoleon. One wonders about how the introduction of
formal methods for decision making at that time might have affected the
course of history.
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3. THE PRINCIPLES OF THE DECISION ANALYST

Next we turn to the principles of the decision analyst, the professional who
embarks on preparing a decision analysis. His first principle is to identify and
isolate the components of the decision—the uncertainty, risk aversion, time
preference, and problem structure. Often arguments over which is the best
decision arise because the participants do not realize that they are arguing on
different grounds. Thus it is possible for 4 to think that a certain altcrnative is
riskier than it is in B’s opinion, either because A assigns different probabilities
to the outcomes.than B but both are cqually risk-averting, or because 4 and B
assign the same probabilities to the outcomes but differ in their risk aversion.
If we are to make progress in resolving the argument, we must identify the
nature of the difficulty and bring it into the open. Similar clarifications may be
made in the areas of time preference or in the measurement of the value of
outcomes.

One aid in reducing the problem to its fundamental components is restricting
the vocabulary that can be used in discussing the problem. Thus we carry on
the discussion in termsof events, random variables, probabilities, density functions,
expectations, outcomes, and alternatives. We do not allow fuzzy thinking about
the nature of these terms. Thus *“The density function of the probability”
and ““ The confidence in the probability estimatc” must be nipped in the bud.
We speak of “ assigning,” not ““ estimating,” the probabilities of events and think
of this assignment as based on our “state of information.” These conventions
eliminate statements like the onc recently made on a TV panel of doctors who
were discussing the right of a patient to participate in decision making on his
treatment. One doctor asserted that the patient should be told of ““some kind
of a chance of a likelihood of a bad result.” I am sure that the doctor was a
victim of the pressures of the program and would agree with us that telling
the patient the probability the doctor would assign to a bad result would be
preferable.

One principlc that is vital to the decision analyst is professional detachment
in sclecting alternatives. The analyst must not become involved in the heated
political controversies that often surround decisions except to reduce them to a
common basis. He must demonstrate his willingness to change the recommended
alternative in the face of new information if he is to earn the respect of all con-
cerned. This professional detachment may, in fact, be the analyst’s single most
valuable characteristic. Logic is often severely strained when we are personally
involved.

The detachment of the analyst has another positive benefit. As an observer
he may be able to suggest alternatives that may have escaped those who are
intimately involved with the problem. He may suggest delaying action, buying
insurance, or performing a test, depending on the nature of the decision. Of
course, the comprehensive knowledge of the properties of the existing alternatives
that the decision analyst must gain is a major aid in formulating new alternatives.

Since it is a rare decision that does not imply other present and future
decisions, the decision analyst must establish a scope for the analysis that is
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broad enough to provide meaningful answers but not broad enough to impose
impractical computational requirecments. Perhaps the fundamental question in
establishing scope is how much to spend on decision analysis. Because the
approach could be applied both to sclecting a meal from a restaurant menu and
to allocating the federal budget, the analyst needs some guidelines to determine
when the analysis is worthwhile.

The question of how much decision analysis is an economic problem sus-
ceptible to a simpler decision analysis, but rather than pursue that road let us
pose an arbitrary and reasonable but indefensible rule of thumb: spend at least
1 percent of the resources to be allocated on the question of how they should be
allocated. Thus, if we were going to buy a 2000-dollar automobile, the rule
indicates a 20-dollar analysis, whereas for a 20,000-dollar house it would specify
a 200-dollar analysis. A 1-million-dollar decision would justify 10,000 dollars’
worth of analysis or, let us say, about three man-months. The initial reaction to
this guideline has been that it is conservative in the sense of not spending much
on analysis; yet, when we apply it to many decisions now made by busincss and
government, the rcaction is that the actual expenditures on analysis are only
one-tenth or one-hundredth as large as the rule would prescribe. Of course,
we can all construct situations in which a much smaller or larger expenditure
than given by the rule would be appropriate, and each organization can set its
own rule, perhaps making the amount spent on analysis nonlincar in the re-
sources to be allocated. Nevertheless, the 1 percent figure has served well to
illustrate where decision analysis can be expected to have the highest payoff.

The professional nature of the decision analyst becomes apparent when he
balances realism in the various parts of the decision-analysis model. Here he
can be guided only by what used to be called enginecring judgment. One
principle he should follow is to avoid sophistication in any part of the problem
when that sophistication would not affect the result. We can describe this
informally by saying that he should strive for a constant * wince” level as he
surveys all parts of the analysis. One indication that he has achieved this state
is that he would be torn among many possibilities for improvement if we
allowed him to devote more time and resources to the decision model.

4. THE ENCODING OF SUBJECTIVE INFORMATION

One unique feature of decision analysis is the encoding of subjective infor-
mation, both in the form of risk aversion and in the assignment of probabilities.

4.1. Risk Aversion and Time Preference

Since we are dealing in most cases with enterprises rather than individuals,
the appropriatc risk aversion and time preference should be that of the enter-
prise. The problem of establishing such norms is beyond our present scope.
It is easy, however, to demonstratec to managers, or to anyone else for that
matter, that the phecnomenon of risk aversion exists and that it varies widely
from individual to individual. One question useful in doing this is, *“ How much
would you have to be paid to call a coin, double or nothing, for next year's
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salary?” Regardless of the salary level of the individuals involved, this is a
provocative question. We point out that only a rare individual would play such
a game for a payment of zero and that virtually everyone would play for a
payment equal to next year's salary, since then there would be nothing to lose.
Thereafter we are merely haggling over the price. Payments in the range of
60 percent to 99 percent of next year’s salary seem to satisfy the vast majority
of professional individuals.

The steps required to go from a realization of personal risk aversion and time
preference to corporate counterparts and finally to a reward system for managers
that will encourage them to make decisions consistent with corporate risk
aversion and time preference remain a fascinating area of research.

4.2. Encoding of Uncertainty

When we begin the probabilistic phase of the decision analysis, we face the
problem of encoding the uncertainty in each of the crucial state variables.
We shall want to have the prior probability distributions assigned by the people
within the enterprise who are most knowledgeable about each state variable.
Thus the priors on engineering variables will typically be assigned by the
engincering department; on marketing variables, by the marketing department,
and so on. However, since we are in each case attempting to encode a probability
distribution that reflects a state of mind and since most individuals lLave real
difficulty in thinking about uncertainty, the method we use to extract the priors
is extremely important. As people participate in the prior-gathering process,
their attitudes are indicated successively by, *“ This is ridiculous,” ““It can’t be
done,” “T have told you what you want to know but it doesn’t mean anything,”
“Yes, it secms to reflect the way I feel,” and ““ Why doesn’t everybody do this? "’
In gathering the information we must be careful to overcome the defcnses the
individual develops as a result of being asked for estimates that are often a
combination of targets, wishful thinking, and expectations. The biggest diffi-
culty is in conveying to the man that you are interested in his state of knowledge
and not in measuring him or setting a goal for him.

If the subject has some experience with probability, he often attempts to
make all his priors look like normal distributions, a characteristic we may
designate as ‘“ bellshaped ”’ thinking. Although normal distributions are appro-
priate priors in some circumstances, we must avoid making them a foregone
conclusion.

Experience has shown certain procedures to be effective in this almost
psychoanalytic process of prior measurement. The first procedure is to make
the measurement in a private interview to eliminate group pressure and to over-
come the vague notions that most pcople exhibit about matters probabilistic.
Sending around forms on which the subjects are supposed to draw their priors
has been worse than uscless, unless the subjects were already experienced in
decision analysis.

Next we ask questions of the form, “ What are the chances that x will excecd
10,” because pcople seem much more comfortable in assigning probabilities to
events than they are in sketching a density function. As these questions are
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asked, we skip around, asking the probability that x will be ‘‘ greater than 50,
less than 10, greater than 30,” often asking the same question again later in the
interview. The replies arc recorded out of the view of the subject in order to
frustrate any attempt at forced consistency on his part. As the interview pro-
ceeds, the subject often considers the questions with greater and greater care,
so that his answers toward the end of the interview may represent his feelings
much better than his initial answers. We can change the form of the questions by
asking the subject to divic:: the domain of the random variable into # mutually
exclusive regions with equal probability. (Of course, we would never put the
question to him that way.) We can use the answers to all these questions to
draw the complementary cumulative distribution for the variable, a form of
rcpresentation that scems easiest to convey to people without formal prob-
abilistic training.

The result of this interview is a prior that the subject is willing to live with,
regardless of whethcr we are going to use it to govern a lottery on who buys coffee
or on the disposal of his life savings. We can test it by comparing the prior with
known probabilistic mechanisms; for example, if he says that a is the median
of the distribution of x, then he should be indifferent about whether we pay him
one hundred dollars if x exceeds a or if he can call the toss of a coin correctly.
If he is not indifferent, then we must require him to change a until he is. The
end result of such questions is to producea prior that the subjcct is not tempted to
change in any way, and we have thus achicved our final goal. The prior-gathering
process is not cheap, but we perform it only on the crucial state variables.

In cases in which the interview procedure is not appropriate, the analyst
can often obtain a satisfactory prior by drawing one himself and then letting the
subject change it until the subject is satisfied. This technique may also be useful
as an educational device in preparation for the interview.

If two or more variables are dependent, we must gather priors on conditional
as well as marginal distributions. The procedure is generally the same but
somewhat more involved. However, we have the benefit of being able to apply
some checks on our results. Thus, if we have two dependent variables x and y,
we can obtain the joint distribution by measuring the prior on x and the con-
ditional on y, given x, or, alternatively, by measuring the prior on yand the con-
ditional on x, given y. If we follow both routes, we have a consistency check on
the joint distribution, Since the treating of joint variables is a source of expense,
we should formulate the problem to avoid them whenever possible.

To illustrate the nature of prior gathering we present the example shown
in Figure 3. The decision in a major problem was thought to depend primarily
on the average lifctime of a new material. Since the material had never been
made and test results would not be available until three years after the decision
was required, it was necessary to ecncode the knowledge the company now had
concerning the life of the material. This knowledge resided in three professional
mctallurgists who were experts in that field of tcchnology. These men were
interviewed separately according to the principles we have described. They
produced the points labeled *“ Subjects 1, 2, and 3” in Figure 3. These results
have several interesting features. We note, for example, that for ¢ = 17 Subject
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Figure 3. Priors on lifetime of material.

2 assigned probability 0.2 and 0.25 at various points in the interview. On the
whole, however, the subjects were remarkably consistent in their assignments.
We observe that Subject 3 was more pessimistic than Subject 1.

At the conclusion of the three interviews the three subjects were brought
together and shown the results. At this point a vigorous discussion took place.
Subjects 1 and 3, in particular, brought forth information of which the other two
members of the group were unaware. As the result of this information exchange,
the three group members drew the consensus curve—each subject said that this
curve represented the state of information about the material life at the end of the
meeting.

It has been suggested that the proper way to reconcile divergent priors is
to assign weights to each, multiply, and add, but this experiment is convincing
evidence that any such mechanistic procedure misses the point. Divergent
priors are an excellent indicator of divergent states of information. The ex-
perience just described not only produced the company’s present encoding of
uncertainty about the lifetime of the material but at the same time encouraged
the exchange of information within the group.

5. A DECISION-ANALYSIS EXAMPLE

To illustrate the flavor of application let us consider a recent decision analysis
in the area of product introduction. Although the problem was really from
another industry, let us supposc that it was concerned with the development
and production of a new type of aircraft. There were two major alternatives:
to develop and sell a new aircraft (42) or to continue manufacturing and selling
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Figure 4. Decision analysis for new product introduction.

the present product (41). The dccision was to be based on the present value of
future cxpected profits at a discounting rate of 10 percent per year. Initially,
the decision was supposed to rest on the lifetime of the material for which we
obtained the priors in Figure 3; however, a complete decision analysis was
desired. Since several hundred million dollars in present value of profit were at
stake, the decision analysis was well justified.

The general scheme of the analysis appears in Figure 4. The first step was
to construct a modcl of the business, a model that was primarily a model of the
market. The profit associated with each alternative was described in terms of
the price of the product, its operating capital costs, the behavior of its competi-
tors, and the national characteristics of customers. The actual profit and dis-
counted profit were computed over a 22-year time period. A suspicion grew
that this model did not adequately capture the regional nature of demand.
Consequently a new model was constructed that included the market charac-
teristics, region by rcgion and customer by customer. Moving to the more
detailed basis affected the predictions so much that the additional refinement
was clearly justified. Other attempts at refinement, however, did not affect the
results sufficiently to justify a still more refined model. Now, the sensitivity
analysis was performed to determine the crucial state variables, which turned
out to be the operating cost, capital cost, and a few market parameters. Because
of the complexity of the original business model, an approximate business model
essentially quadratic in form was constructed to show how profit depended on
these crucial state variables in the domain of interest. The coefficients of the
approximate business model were established by runs on the complete business
model.

The market priors were directly assigned with little trouble. However,
because the operating and capital costs were the two most important variables
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in the problem, these priors were assigned according to a more dctailed pro-
cedure. First, the operating cost was related to various physical featurcs of the
design by the engineering department. This relationship was called the oper-
ating-cost function. One of the many input physical variables was the average
lifetime of the material whose priors appear in Figure 3. All but two of the
12 physical input variables were independent. The priors on the whole set of
input variables were gathered and used with the operating-cost function in a
Monte Carlo simulation that produced a prior for the operating cost of the
product.

The capital-cost function was again developed by engineering but was
much simpler in form. The input certainties were the production costs for
various parts of the product. Again, a Monte Carlo analysis produced a prior
on capital cost. .

Once we had established priors on all inputs to the approximate business
model, we could dctermine the profit lottery for each alternative, in this case
by using numerical analysis.

The present-value profit lotteries for the two alternatives looked very
much like those shown in Figure 1. The new product alternative A sto-
chastically dominated the alternative 4; of continuing to manufacture the present
product. The result showed two interesting facets of the problem. First, it
had been expectcd that the profit lottery for the new product alternative would
be considerably broader than it was for the old product. The image was that of
a profitable and risky new venture compared with a less profitable but less risky
standard venture. In fact, the results showed that the uncertaintics in profit
were about the same for both alternatives, thus showing how initial concepts
may be misleading.

The second interesting facet was that the average lifctime of the material
whose priors appear in Figure 3 was actually of little consequence in the de-
cision. It was true enough that profits were critically dependent on this lifetime
if the design were fixed, but if the design were left flexible to accommodate to
different average material lifetimes profits would be little affected. Furthermore,
leaving the design flexible was not an expensive alternative; therefore another
initial conception had to be modified.

However, the problem did not yield so easily. Figure 5 shows the present
value of profits through cach number of years ¢ for each alternative. Note that
if we ignore rcturns beyond year 7 the new product has a higher present value
but that if we consider returns over the entire 22-year period the relationship
reverses, as we have already noted. When management saw these results, they
were considerably disturbed. The division in question had been under heavy
pressure to show a profit in the near future—alternative 45 would not meet that
requircment. Thus the question of timc preference that had been quickly
passcd off as onc of present value at 10 percent per year became the central issue
in the decision. The question was whether the division was interested in the
quick kill or the long pull. At last report the division was still trying to convince
the company to extend its profit horizon.

This problem clearly illustrates the use of decision analysis in clarifying the
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Figure 5. Expccted present value of profit.

issues surrounding a decision. A decision that might have becn made on the
basis of a material lifetime was shown to depend more fundamentally on the
question of time preference for profit. The nine man-months of effort devoted
to this analysis were considered well spent by the company. The review com-
mittee for the decision commented, * We have never had such a realistic analysis
of a new business venture before.” The company is now interested in insti-
tuting decision-analysis procedures at scveral organizational levels.
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6. CONCLUSION

Decision analysis offers operations research a second chance at top manage-
ment. By foregoing statistical reproducibility we can begin to analyze the
one-of-a-kind problems that managers have previously had to handle without
assistance. Experience indicates that the higher up the chain of management
we progress the more readily the concepts we have outlined are accepted. A
typical reaction is, “ I have becn doing this all along, but now I see how to reduce
my ideas to-numbers.”

Decision analysis is no more than a procedure for applying logic. The
ultimate limitation to its applicability lies not in its ability to cope with problems
but in man’s desire to be logical.

ANALYSE DES DECISIONS: THEORIE
APPLIQUEE DES DECISIONS

RESUME

Au cours de ces derniéres annces, la théorie de décision a été de plus en plus
acceptée en tant que cadre conceptuel pour la prise de décision. Ccpendant,
cette théorie a surtout affecté les statisticicns plutdt que les personnes qui en
ont le plus besoin: les responsables de décisions. Cette étude décrit un procédé
qui permet de replacer des problémes de décision réels dans la structure de la
théoric de décision. Le procédé d’analyse de décision englobe chaque étape,
du mesurage des choix de risques et des jugements portant sur des facteurs
critiques par I’établissement de structures des facteurs relatifs 3 la technique,
au marché, a la rivalité commerciale et a I'cnvironncment, jusqu’au mesurage
des préférences subjectives et dc la valeur de la prédiction. L’analyse de décision
met en perspective les nombreux instruments de simulation, d’analyse nu-
mérique, et dc transformations de probabilités qui deviennent de plus en plus
commodes depuis le développement des systémes d’ordinateurs électroniques
dont les différentes ““stations” dépendent d’une “centrale” unique.

Le procédé est appliqué & un probléme de décision réelle qui s’étend sur des
dizaines d’annés et dont la valcur actuelle est de plusicurs centaines de millions
de dollars. Cette étude analyse le probléme de la détermination des dépenses
consacrées a I'analyse de décisions. L’une des plus importantes propriétés
de ce procédé tient au nombre des bénéfices auxiliaires créés au cours de I'élabor-
ation de ce genre d’étude. L’expérience montre que ces bénéfices peuvant
excéder en valeur le cot des dépenses consacrées a I'élaboration de la décision.
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A Tutorial Introduction to Decision Theory

D. WARNER NORTH

Abstract—Decision theory provides a rational framework for
choosing between alternative courses of action when the conse-
quences resulting from this choice are imperfectly known. Two
streams of thought serve as the foundations: utility theory and the
inductive use of probability theory.

The intent of this paper is to provide a tutorial introduction to this
increasingly important area of systems science. The foundations are
developed on an axiomatic basis, and a simple example, the ‘‘anni-
versary problem,’’ is used to illustrate decision theory. The concept
of the value of information is developed and demonstrated. At times
mathematical rigor has been subordinated to provide a clear and
readily accessible exposition of the fundamental assumptions and
concepts of decision theory. A sampling of the many elegant and
rigorous treatments of decision theory is provided among the
references.

INTRODUCTION

HE NECESSITY of making decisions in the face of

uncertainty is an integral part of our lives. We must
act without knowing the consequences that will result
from the action. This uncomfortable situation is partic-
ularly acute for the systems engineer or manager who must
make far-reaching decisions on complex issues in a rapidly
changing technological environment. Uncertainty appears
as the dominant consideration in many systems problems
as well as in decisions that we face in our personal lives.
To deal with these problems on a rational basis, we must
develop a theoretical structure for decision making that
includes uncertainty.

Confronting uncertainty is not easy. We naturally try
to avoid it; sometimes we even pretend it does not exist.
Our primitive ancestors sought to avoid it by consulting
soothsayers and oracles who would “reveal” the uncertain
future. The methods have changed: astrology and the
reading of sheep entrails are somewhat out of fashion to-
day, but predictions of the future still abound. Much
current scientific effort goes into forecasting future eco-
nomic and technological developments. If these predictions
are assumed to be completely accurate, the uncertainty in
many systems decisions is eliminated. The outcome result-
ing from a possible course of action may then be presumed
to be known. Decision making becomes an optimization
problem, and techniques such as mathematical program-
ming may be used to obtain a solution. Such problems
may be quite difficult to solve, but this difficulty should

Manuscript received May 8, 1968. An earlier veision of this paper
was presented at the IEEE Systems Science and Cybernetics Con-
ference, Washington, D.C., October 17, 1966. This research was sup-
ported in part by the Graduate Cooperative Fellowship Program of
the National Science Foundation at Stanford University, Stanford,
Calif.

The author is with the Systems Sciences Area, Stanford Research
Institute, Menlo Park, Calif. 94025,

not obscure the fact that they represent the limiting case
of perfect predictions. It is often tempting to assume
perfect predictions, but in so doing we may be eliminating
the most important features of the problem.! We should
like to include in the analysis not just the predictions
themselves, but also a measure of the confidence we have
in these predictions. A formal theory of decision making
must take uncertainty as its departure point and regard
precise knowledge of outcomes as a limiting special case.

Before we begin our exposition, we will clarify our point
of view. We shall take the engineering rather than the
purely scientific viewpoint. We are not observing the way
people make decisions; rather we are participants in the
decision-making process. Our concern is in actually making
a decision, i.e., making a choice between alternative ways
of allocating resources. We must assume that at least two
distinct alternatives exist (or else there is no element of
choice and, consequently, no problem). Alternatives are
distinct only if they result in different (uncertain) rewards
or penalties for the decision maker; once the decision has
been made and the uncertainty resolved, the resource
allocation can be changed only by incurring some penalty.

What can we expect of a general theory for decision
making under uncertainty? It should provide a framework
in which all available information is used to deduce which
of the decision alternatives is ‘best” according to the
decision maker’s preferences. But choosing an alternative
that is consistent with these preferences and present
knowledge does not guarantee that we will choose the
alternative that by hindsight turns out to be most profit-
able.

We might distinguish between a good decision and a
good outcome. We are all familiar with situations in which
careful management and extensive planning produced
poor results, while a disorganized and badly managed
competitor achieved spectacular success. As an extreme
example, place yourself in the position of the company
president who has discovered that a valuable and trusted
subordinate whose past judgment had proved unfailingly
accurate actually based his decisions upon the advice of a
gypsy fortune teller. Would you promote this man or
fire him? The answer, of course, is to fire him and hire the
gypsy as a consultant. The availability of such a clair-
voyant to provide perfect information would make deci-
sion theory unnecessary. But we should not confuse the
two. Decision theory is not a substitute for the fortune
teller. It is rather a procedure that takes account of all
available information to give us the best possible logical

1 For further discussion of this point, see Howard [10] and Klein
and Meckling [14].
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POSSIBLE OUTCOMES

IT IS YOUR IT IS NOT YOUR
ANNIVERSARY ANNIVERSARY

DECISION
ALTERNATIVES
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WIFE SUSPICIOUS
AND
YOU'RE OUT $6.00

BUY FLOWERS

DO NOT
BUY FLOWERS

WIFE IN TEARS,

YOU IN DOGHOUSE STATUS QUO

Fig. 1. Anniversary problem payoff matrix.
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Fig. 2. Diagram of anniversary decision.
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decision. It will minimize the consequences of getting an
unfavorable outcome, but we cannot expect our theory to
shield us from all “bad luck.” The best protection we have
against a bad outcome is a good decision.

Decision theory may be regarded as a formalization of
common sense. Mathematics provides an unambiguous
language in which a decision problem may be represented.
There are two dimensions to this representation that will
presently be described: value, by means of utility theory,
and information, by means of probability theory. In this
representation, the large and complex problems of systems
analysis become conceptually equivalent to simple prob-
lems in our daily life that we solve by “common sense.”
We will use such a problem as an example.

You are driving home from work in the evening when
you suddenly recall that your wedding anniversary comes
about this time of year. In fact, it seems quite probable
(but not certain) that it is today. You can still stop by the
florist shop and buy a dozen roses for your wife, or you
may go home empty-handed and hope the anniversary
date lies somewhere in the future (Fig. 1). If you buy the
roses and it is your anniversary, your wife is pleased at
what a thoughtful husband you are and your household is
the very epitome of domestic bliss. But if it is not your
anniversary, you are poorer by the price of the roses and
your wife may wonder whether you are trying to make
amends for some transgression she does not know about. If
you do not buy the roses, you will be in the clear if it is not
your anniversary; but if it is, you may expect a temper
tantrum from your wife and a two-week sentence to thedog-
house. What do you do?

We shall develop the general tools for solving decision
problems and then return to this simple example. The
reader might consider how he would solve this problem by
‘“‘common sense”’ and then compare his reasoning with the
formal solution which we shall develop later (Fig. 2).

THE MACHINERY OF DEcisioN MAKING

Utility Theory

The first stage in setting up a structure for decision
making is to assign numerical values to the possible out-
comes. This task falls within the area covered by the
modern theory of utility. There are a number of ways of
developing the subject; the path we shall follow is that of
Luce and Raiffa [16].2

The first and perhaps the biggest assumption to be
made is that any two possible outcomes resulting from a
decision can be compared. Given any two possible out-
comes or prizes, you can say which you prefer. In some
cases you might say that they were equally desirable or
undesirable, and therefore you are indifferent. For ex-
ample, you might prefer a week’s vacation in Florida to a
season ticket to the symphony. The point is not that the
vacation costs more than the symphony tickets, but rather

theory is von Neumann

? The classical reference on modern utilitfy
the literature on utility

and Morgenstern [22]. A recent survey o
theory has been made by Fishburn [5].
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that you prefer the vacation. If you were offered the vaca-
tion or the symphony tickets on a nonnegotiable basis,
you would choose the vacation.

A reasonable extension of the existence of your prefer-
ence among outcomes is that the preference be transitive;
if you prefer 4 to B and B to C, then it follows that you
prefer 4 to C.3

The second assumption, originated by von Neumann
and Morgenstern [22], forms the core of modern utility
theory: you can assign preferences in the same manner to
lotteries involving prizes as you can to the prizes them-
selves. Let us define what we mean by a lottery. Imagine a
pointer that spins in the center of a circle divided into
two regions, as shown in Fig. 3. If you spin the pointer and
it lands in region I, you get prize A; if it lands in region
I1, you get prize B. We shall assume that the pointer is
spun in such a way that when it stops, it is equally likely
to be pointing in any given direction. The fraction of the
circumference of the circle in region I will be denoted P,
and that in region IT as 1 — P. Then from the assumption
that all directions are equally likely, the probability that
the lottery gives you prize 4 is P, and the probability that
you get prize B is 1 — P. We shall denote such a lottery as
(P,A;1 — P,B) and represent it by Fig. 4.

Now suppose you are asked to state your preferences for
prize A, prize B, and a lottery of the above type. ILet us
assume that you prefer prize A to prize B. Then it would
seem natural for you to prefer prize A to the lottery,
(P,A;1 — P,B), between prize A and prize B, and to
prefer this lottery between prize A and prize B to prize B
for all probabilities P between 0 und 1. You would rather
have the preferred prize A than the lottery, and you would
rather have the lottery than the inferior prize B. Further-
more, it seems natural that, given a choice between two
lotteries involving prizes A and B, you would choose the
lottery with the higher probability of getting the preferred
prize A, i.e., you prefer lottery (P,A;1 — P,B) to (P',A;
1 — P’,B) if and only if P is greater than P’.

The final assumptions for a theory of utility are not
quite so natural and have been the subject of much dis-
cussion. Nonetheless, they seem to be the most reasonable
basis for logical decision making. The third assumption is
that there is no intrinsic reward in lotteries, that is, “no
fun in gambling.” Let us consider a compound lottery,
a lottery in which at least one of the prizes is not an out-
come but another lottery among outcomes. For example,
consider the lottery (P,A;1 — P,(P’,B;1 — P’,C)). If the
pointer of Fig. 3 lands in region I, you get prize 4; if it
lands in region II, you receive another lottery that has

3 Suppose not: you would be at least as happy with C as with A.
Then if a little man in a shabby overcoat came up and offered you
C instead of A, you would presumably accept. Now you have C;
and since you prefer B to C, you wouﬂi presumably pay a sum of
money to get B instead. Once you had B, you prefer A; so you would
%ay the man in the shabby overcoat some more money to get A.

ut now you are back where you started, with 4, and the little man
in the shabby overcoat walks away counting your money. Given that
you accept a standard of value such as money, transitivity prevents
you from becoming a “money pump.”

Fig. 3. A lottery.

1-p
B8

Fig. 4. Lottery diagram.

(1-P) (1-P")

COMPOUND LOTTERY

EQUIVALENT SIMPLE LOTTERY
Fig. 5. “No fun in gambling.”
different prizes and perhaps a different division of the
circle (Fig. 5). If you spin the second pointer you will
receive prize B or prize C, depending on where this pointer
lands. The assumption is that subdividing region II into
two parts whose proportions correspond to the proba-
bilities P’ and 1 — P’ of the second lottery creates an
equivalent simple lottery in which all of the prizes are
outcomes. According to this third assumption, you can
decompose a compound lottery by multiplying the proba-
bility of the lottery prize in the first lottery by the proba-
bilities of the individual prizes in the second lottery; you
should be indifferent between (P,A;1 — P,(P’,B;1 — P’,
C)) and (P,A;P’' — PP'B;1 — P — P+ PP'C). In
other words, your preferences are not affected by the way
in which the uncertainty is resolved—bit by bit, or all at
once. There is no value in the lottery itself; it does not
matter whether you spin the pointer once or twice.
Fourth, we make a continuity assumption. Consider
three prizes, A, B, and C. You prefer A to C, and C to B
(and, as we have pointed out, you will therefore prefer A
to B). We shall assert that there must exist some proba-
bility P so that you are indifferent to receiving prize C or
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the lottery (P,A;1 — P,B) between A and B. C is called
the certain equivalent of the lottery (P,4;1 — P,B),
and on the strength of our “no fun in gambling” assump-
tion, we assume that interchanging C and the lottery
(P,A;1 — P,B) as prizes in some compound lottery does
not change your evaluation of the latter lottery. We have
not assumed that, given a lottery (P,A;1 — P,B), there
exists a Prize C intermediate in value between A and B so
that you are indifferent between C and (P,A;1 — P,B).
Instead we have assumed the existence of the probability
P. Given prize A preferred to prize C preferred to prize B,
for some P between 0 and 1, there exists a lottery (P,A;
1 — P,B) such that you are indifferent between this lottery
and Prize C. Let us regard the circle in Fig. 3 as a “pie”
to be cut into two pieces, region I (obtain prize 4) and
region II (obtain prize B). The assumption is that the
“pie” can be divided so that you are indifferent as to
whether you receive the lottery or intermediate prize C.

Is this continuity assumption reasonable? Take the
following extreme case:

A = receive $1;
B = death;
C = receive nothing (status quo).

It seems obvious that most of us would agree A is pre-
ferred to C, and C is preferred to B; but is there a proba-
bility P such that we would risk death for the possibility of
gaining $1? Recall that the probability P can be arbi-
trarily close to 0 or 1. Obviously, we would not engage in
such a lottery with, say, P = 0.9, i.e., a 1-in-10 chance of
death. But suppose P = 1 — 1 X 10~%, i.e., the proba-
bility of death as opposed to $1 is not 0.1 but 10—%. The
latter is considerably less than the probability of being
struck on the head by a meteor in the course of going out
to pick up a $1 bill that someone has dropped on your door-
step. Most of us would not hesitate to pick up the bill.
Even in this extreme case where death is a prize, we con-
clude the assumption is reasonable.

We can summarize the assumptions we have made into
the following axioms.

A, B, C are prizes or outcomes resulting from a decision.

Notation:

> means “is preferred to;”’
A > B means A is preferred to B;
~ means ‘‘is indifferent to;”
A ~ B means the decision maker is indifferent be-
tween A and B.

Utility Axioms:

1) Preferences can be established between prizes and
lotteries in an unambiguous fashion. These preferences are
transitive, i.e.,

A>B, B>C impliesd >C
A~B, B~C implies A ~C.
2) If A > B, then (P,A;1 — P,B) > (P',A;1 — P’ B) if
and only if P > P’.
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3) (P,A;1 — P,(P',B;1 — P',C)) ~ (P,A;P' — PP',B;
1— P — P' 4 PP',C), ie., there is “no fun in gambling.”
4) If A > C > B, there exists a P with0 < P < 1 so that

C~(P,A;1 — P,B)

i.e., it makes no difference to the decision maker whether C
or the lottery (P,A;1 — P,B) is offered to him as a prize.
Under these assumptions, there is a concise mathe-
matical representation possible for preferences: a utility
function u( ) that assigns a number to each lottery or
prize. This utility function has the following properties:

u(A) > u(B) if and only if A > B @

if C ~ (P,A;1 — P,B),
then u(C) = P-u(4) + (1 — P)-u(B) (2)

i.e., the utility of a lottery is the mathematical expectation
of the utility of the prizes. It is this “expected value”
property that makes a utility function useful because it
allows complicated lotteries to be evaluated quite easily.

It is important to realize that all the utility function does
is provide a means of consistently describing the decision
maker’s preferences through a scale of real numbers,
providing these preferences are consistent with the previ-
ously mentioned assumptions 1) through 4). The utility
function is no more than a means to logical deduction
based on given preferences. The preferences come first and
the utility function is only a convenient means of describ-
ing them. We can apply the utility concept to almost any
sort of prizes or outcomes, from battlefield casualties or
achievements in space to preferences for Wheaties or
Post Toasties. All that is necessary is that the decision
maker have unambiguous preferences and be willing to
accept the basic assumptions.

In many practical situations, however, outcomes are in
terms of dollars and cents. What does the utility concept
mean here? For an example, let us suppose you were
offered the following lottery: a coin will be flipped, and if
you guess the outcome correctly, you gain $100. If you
guess incorrectly, you get nothing. We shall assume you
feel that the coin has an equal probability of coming up
heads or tails; it corresponds to the “lottery’” which we
have defined in terms ef a pointer with P = 1/2. How
much would you pay for such a lottery? A common answer
to this academic question is “up to $50,” the average or
expected value of the outcomes. When real money is in-
volved, however, the same people tend to bid considerably
lower; the average bid is about $20.¢ A group of Stanford
University graduate students was actually confronted with
a $100 pile of bills and a 1964 silver quarter to flip. The
average of the sealed bids for this game was slightly under
$20, and only 4 out of 46 ventured to bid as high as $40.
(The high bidder, at $45.61, lost and the proceeds were
used for a class party.) These results are quite typical;
in fact, professional engineers and managers are, if any-

¢ Based on unpublished data obtained by Prof. R. A. Howard of
Stanford University, Stanford, Calif.
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thing, more conservative in their bids than the less
affluent students.

The lesson to be learned here is that, by and large, most
people seem to be averse to risk in gambles involving what
is to them substantial loss. They are willing to equate the
value of a lottery to a sure payoff or certain equivalent
substantially less than the expected value of the outcomes.
Similarly, most of us are willing to pay more than the
2. pected loss to get out of an unfavorable lottery. This
fact forms the basis of the insurance industry.

If you are very wealthy and you are confronted with a
small lottery, you might well be indifferent to the risk.
An unfavorable outcome would not deplete your resources,
and you might reason that you will make up your losses in
future lotteries; the “law of averages” will come to your
rescue. You then evaluate the lottery at the expected value
of the prizes. For example, the (1/2, $0; 1/2, $100) lottery
would be worth 1/2($0) + 1/2($100) = $50 to you. Your
utility function is then a straight line, and we say you are
an “expected value” decision maker. For lotteries involv-
ing small prizes, most individuals and corporations are
expected value decision makers. We might regard this as a
consequence to the fact that any arbitrary utility curve
for money looks like a straight line if we look at a small
enough section of it. Only when the prizes are substantial
in relation to our resources does the curvature become
evident. Then an unfavorable outcome really hurts. For
these lotteries most of us become quite risk averse, and
expected value decision making does not accurately reflect
our true preferences.

Let us now describe one way you might construct your
own utility curve for money, say, in the amounts of $0 to
$100, in addition to your present assets. The utility func-
tion is arbitrary as to choice of zero point and of scale
factor; changing these factors does not lead to a change in
the evaluation of lotteries using properties (1) and (2).
Therefore, we can take the utility of $0 as 0 and the utility
of $100 as 1. Now determine the minimum amount you
would accept in place of the lottery of flipping a coin to
determine whether you receive $0 or $100. Let us say your
answer is $27. Now determine the certain equivalent of
the lotteries (1/2, $0; 1/2, $27), and (1/2, $27; 1/2, $100),
and so forth. We might arrive at a curve like that shown
in Fig. 6.

We have simply used the expected value property (2) to
construct a utility curve. This same curve, however,
allows us to use the same expected utility theorem to
evaluate new lotteries; for example, (1/2, $30; 1/2 $80).
From Fig. 6, u($30) = 0.54, »($80) = 0.91, and therefore
1/2 u($30) + 1/2 u($80) = u(z) — z = $49. If you are
going to be consistent with the preferences you expressed
in developing the utility curve, you will be indifferent
between $49 and this lottery. Moreover, this amount
could have been determined from your utility curve by a
subordinate or perhaps a computer program. You could
send your agent to make decisions on lotteries by using
your utility curve, and he would make them to reflect your
preference for amounts in the range $0 to $100.

100 ’e)
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Fig. 6. Utility curve for money: $0 to $100.
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Even without such a monetary representation, we can
always construct a utility function on a finite set of out-
comes by using the expected value property (2). Let us
choose two outcomes, one of which is preferred to the
other. If we set the utilities arbitrarily at 1 for the preferred
outcome and O for the other, we can use the expected value
property (2) of the utility function to determine the
utility of the other prizes. This procedure will always work
so long as our preferences obey the axioms, but it may be
unwieldy in practice because we are asking the decision
maker to assess simultaneously his values in the absence of
uncertainty and his preference among risks. The value of
some outcome is accessible only by reference to a lottery
involving the two “reference” outcomes. For example,
the reference outcomes in the anniversary problem might
be “domestic bliss” = 1 and “doghouse” = 0. We could
then determine the utility of “status quo” as 0.91 since the
husband is indifferent between the outcome “‘status quo”’
and a lottery in which the chances are 10 to 1 of “domestic
bliss” as opposed to the “doghouse.” Similarly, we might
discover that a utility of 0.667 should be assigned to “sus-
picious wife and $6 wasted on roses,” since our friend is indif-
ferent between this eventuality and a lottery in which the
probabilities are 0.333 of ‘“doghouse” and 0.667 of ‘“‘do-
mestic bliss.” Of course, to be consistent with the axioms,
our friend must be indifferent between “suspicious wife,
etc.,” and a 0.73 probability of “status quo” and a 0.27
probability of “doghouse.” If the example included
additional outcomes as well, he might find it quite difficult
to express his preferences among the lotteries in a manner
consistent with the axioms. It may be advisable to proceed
in two stages; first, a numerical determination of value in a
risk-free situation, and then an adjustment to this scale
to include preference toward risk.

Equivalent to our first assumption, the existence of
transitive preferences, is the existence of some scale of
value by which outcomes may be ranked; A4 is preferred to
B if and only if A is higher in value than B. The numerical
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structure we give to this value is not important since a
monotonic transformation to a new scale preserves the
ranking of outcomes that corresponds to the original
preferences. No matter what scale of value we use, we can
construct a utility function on it by using the expected
value property (2), so long as our four assumptions hold. We
may as well use a standard of value that is reasonably
intuitive, and in most situations money is a convenient
standard of economic value. We can then find a monetary
equivalent for each outcome by determining the point at
which the decision maker is indifferent between receiving
the outcome and receiving (or paying out) this amount of
money. In addition to conceptual simplicity, this pro-
cedure makes it easy to evaluate new outcomes by pro-
viding an intuitive scale of values. Such a scale will be-
come necessary later on if we are to consider the value of
resolving uncertainty.

We will return to the anniversary decision and demon-
strate how this two-step value determination procedure
may be applied. But first let us describe how we shall
quantify uncertainty.

The Inductive Use of Probability Theory

We now wish to leave the problem of the evaluation of
outcomes resulting from a decision and turn our attention
to a means of encoding the information we have as to
which outcome is likely to occur. Let us look at the limiting
case where a decision results in a certain outcome. We
might represent an outcome, or an event, which is certain
to occur by 1, and an event which cannot occur by 0.
A certain event, together with another certain event, is
certain to occur; but a certain event, together with an
impossible event, is certain not to occur. Most engineers
would recognize the aforementioned as simple Boolean
equations: 1-1 = 1, 1-:0 = 0. Boolean algebra allows us
to make complex calculations with statements that may
take on only the logical values “true” and “false.” The
whole field of digital computers is, of course, based on this
branch of mathematics.

But how do we handle the logical “maybe?”’ Take the
statement, “It will rain this afternoon.” We cannot now
assign this statement a logical value of true or false, but
we certainly have some feelings on the matter, and we
may even have to make a decision based on the truth of
the statement, such as whether to go to the beach. Ideally,
we would like to generalize the inductive logic of Boolean
algebra to include uncertainty. We would like to be able to
assign to a statement or an event a value that is a measure
of its uncertainty. This value would lie in the range from 0
to 1. A value of 1 indicates that the statement is true or
that the event is certain to occur; a value of 0 indicates
that the statement is false or that the event cannot occur.
We might add two obvious assumptions. We want the
value assignments to be unambiguous, and we want the
value assignments to be independent of any assumptions
that have not been explicitly introduced. In particular, the
value of the statement should depend on its content, not
on the way it is presented. For example, “It will rain this

morning or it will rain this afternoon,” should have the
same value as “It will rain today.”

These assumptions are equivalent to the assertion
that there is a function P that gives values between 0 and 1
to events (‘“‘the statement is true” is an event) and that
obeys the following probability axioms.®

Let E and F be events or outcomes that could result
from a decision:

1) P(E) > 0 for any event E;

2) P(E) = 1,if E is certain to occur;

3) P(E or F) = P(E) + P(F) if E and F are mutually
exclusive events (i.e., only one of them can occur).

E or F means the event that either E or F occurs. We
are in luck. Our axioms are identical to the axioms that
form the modern basis of the theory of probability. Thus
we may use the whole machinery of probability theory for
inductive reasoning.

Where do we obtain the values P(E) that we will
assign to the uncertainty of the event E? We get them from
our own minds. They reflect our best judgment on the
basis of all the information that is presently available to us.
The use of probability theory as a tool of inductive reason-
ing goes back to the beginnings of probability theory.
In Napoleon’s time, Laplace wrote the following as a part
of his introduction to A Philosophical Essay on Proba-
bilities ([15], p. 1):

Strictly speaking it may even be said that nearly all our
knowledge is problematical; and in the small numbers of
things which we are able to know with certainty, even in
the mathematical sciences themselves, the principal means
for ascertaining truth—induction and analogy—are them-
selves based on probabilities . . ..

Unfortunately, in the years following Laplace, his writ-
ings were misinterpreted and fell into disfavor. A definition
of probability based on frequency came into vogue, and the
pendulum is only now beginning to swing back. A great
many modern probabilists look on the probability assigned
to an event as the limiting fraction of the number of times
an event occurred in a large number of independent
repeated trials. We shall not enter into a discussion of the
general merits of this viewpoint on probability theory.
Suffice it to say that the situation is a rare one in which
you can observe a great many independent identical trials
in order to assign a probability. In fact, in decision theory
we are often interested in events that will occur just once.
For us, a probability assessment is made on the basis of a
state of mind; it is not a property of physical objects to
be measured like length, weight, or temperature. When we
assign the probability of 0.5 to a coin coming up heads, or
equal probabilities to all possible orientations of a pointer,
we may be reasoning on the basis of the symmetry of the

¢ Axioms 1) and 2) are obvious, and 3) results from the assumption
of invariance to the form of data presentation (the last sentence in
the preceding punfmph). Fornm‘ developments may be found in
Cox [3], Jaynes [12], or Jeffreys [13]. A joint axiomatization of both
pmbablilty and utility theory has been developed by Savage [20].
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physical object. There is no reason to suppose that one
side of the coin will be favored over the other. But the
physical symmetry of the coin does not lead immediately
to a probability assignment of 0.5 for heads. For example,
consider a coin that is placed on a drum head. The drum
head is struck, and the coin bounces into the air. Will it
land heads up half of the time? We might expect that the
probability of heads would depend on which side of the
coin was up initially, how hard the drum was hit, and so
forth. The probability of heads is not a physical parameter
of the coin; we have to specify the flipping system as well.
But if we knew exactly how the coin were to be flipped, we
could calculate from the laws of mechanics whether it
would land heads or tails. Probability enters as a means of
describing our feelings about the likelihood of heads when
our knowledge of the flipping system is not exact. We must
conclude that the probability assignment depends on our
present state of knowledge.

The most important consequence of this assertion is that
probabilities are subject to change as our information
improves. In fact, it even makes sense to talk about
probabilities of probabilities. A few years ago we might
have assigned the value 0.5 to the probability that the
surface of the moon is covered by a thick layer of dust.
At the time, we might have said, “We are 90 percent
certain that our probability assignment after the first
successful Surveyor probe will be less than 0.01 or greater
than 0.99. We expect that our uncertainty about the com-
position of the moon’s surface will be largely resolved.”

Let us conclude our discussion of probability theory
with an example that will introduce the means by which
probability distributions are modified to include new in-
formation: Bayes’ rule. We shall also introduce a useful
notation. We have stressed that all of our probability
assignments are going to reflect a state of information in
the mind of the decision maker, and our notation shall
indicate this state of information explicitly.

Let A be an event, and let z be a quantity about which
we are uncertain; e.g., z is a random variable. The values
that z may assume may be discrete (i.e., heads or tails)
or continuous (i.e., the time an electronic component will
run before it fails). We shall denote by {A4|S} the proba-
bility assigned to the event A on the basis of a state of
information S, and by {z|S} the probability that the
random variable assumes the value z, i.e., the probability
mass function for a discrete random variable or the proba-
bility density function for a continuous random variable,
given a state of information S. If there is confusion be-
tween the random variable and its value, we shall write
{z = 0|8}, where z denotes the random variable and z,
the value. We shall assume the random variable takes on
some value, so the probabilities must sum to 1:

L {zls} = 1.

J is a generalized summation operator representing
summation over all discrete values or integration over all
continuous values of the random variable. The expected

®3)

Al

value, or the average of the random variable over its
probability distribution, is

(@|8) = f z{z|8}. 6))

One special state of informa‘tion will be used over and
over again, so we shall need a special name for it. This is
the information that we now possess on the basis of our
prior knowledge and experience, before we have done any
special experimenting or sampling to reduce our uncer-
tainty. The probability distribution that we assign to
values of an uncertain quantity on the basis of this prior
state of information (denoted &) will be referred to as the
“prior distribution” or simply the “prior.”

Now let us consider a problem. Most of us take as
axiomatic the assignment of 0.5 to the probability of heads
on the flip of a coin. Suppose we flip thumbtacks. If the
thumbtack lands with the head up and point down, we
shall denote the outcome of the flip as “heads.” If it lands
with the head down and the point up, we shall denote the
outcome as “tails.” The question which we must answer
is, “What is p, the probability of heads in flipping a
thumbtack?” We will assume that both thumbtack and
means of flipping are sufficiently standardized so that we
may expect that all flips are independent and have the
same probability for coming up heads. (Formally, the
flips are Bernoulli trials.) Then the long-run fraction of
heads may be expected to approach p, a well-defined
number that at the moment we do not know.

Let us assign a probability distribution to this uncertain
parameter p. We are all familiar with thumbtacks; we have
no doubt dropped a few on the floor. Perhaps we have some
experience with spilled carpet tacks, or coin flipping, or
the physics of falling bodies that we believe is relevant.
We want to encode all of this prior information into the
form of a probability distribution on p.

This task is accomplished by using the cumulative dis-
tribution function, {p < pe/€}, the probability that the
parameter p will be less than or equal to some specific
value of the parameter p,. It may be convenient to use
the complementary cumulative

{p>npile} =1 — {p < pilé}

and ask questions such as, “What is the probability that p
is greater than p, = 0.5?”

To make the situation easier to visualize, let us introduce
Sam, the neighborhood bookie. We shall suppose that we
are forced to do business with Sam. For some value po
between 0 and 1, Sam offers us two packages:

Package 1: If measurement of the long run fraction of
heads p shows that the quantity is less than or equal to po,
then Sam pays us $1. If p > po, then we pay Sam $1.

Package 2: We divide a circle into two regions (as shown
in Fig. 3). Region I is defined by a fraction P of the circum-
ference of the circle, and the remainder of the circle con-
stitutes region II. Now a pointer is spun in such a way
that when it stops, it is equally likely to be pointing in any
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given direction. If the pointer stops in region I, Sam pays
us 81; if it lands in region II, we pay Sam $1.

Sam lets us choose the fraction P in Package 2, but then
he chooses which package we are to receive. Depending on
the value of po, these packages may be more or less attrac-
tive to us, but it is the relative rather than the absolute
value of the two packages that is of interest. If we set P
to be large, we might expect that Sam will choose package
1, whereas if P is small enough, Sam will certainly choose
package 2. Sam wishes (just as we do) to have the package
with the higher probability of winning $1. (Recall this is
our second utility axiom.) We shall assume Sam has the
same information about thumbtacks that we do, so his
probability assignments will be the same as ours. The
assumption [utility axiom 4)]is that given po, we can find a
P such that Packages 1 and 2 represent equivalent lot-
teries, so P = {p < po|€}.® The approach is similar to the
well-known method of dividing an extra dessert between
two small boys: let one divide and the other choose. The
first is motivated to make the division as even as possible
so that he will be indifferent as to which half he receives.

Suppose Sam starts at a value p, = 0.5. We might
reason that since nails always fall on the side (heads), and a
thumbtack is intermediate between a coin and a nail
heads is the more likely orientation; but we are not too
sure; we have seen a lot of thumbtacks come up tails.
After some thought, we decide that we are indifferent about
which package we get if the fraction P is 0.3, so {p <
0.5/8} = 0.30.

Sam takes other values besides 0.5, skipping around in a
random fashion, i.e., 0.3, 0.9, 0.1, 0.45, 0.8, 0.6, etc. The
curve that results from the interrogation might look like
that shown in Fig. 7. By his method of randomly skipping
around, Sam has eliminated any bias in our true feelings
that resulted from an unconscious desire to give answers
consistent with previous points. In this fashion, Sam has
helped us to establish our prior distribution on the param-
eter p. We may derive a probability density function by
taking the derivative of the cumulative distribution func-
tion (Fig. 8): {ple} = (d/dp) {p < polé}.

Now supposing we are allowed to flip the thumbtack
20 times and we obtain 5 heads and 15 tails. How do we
take account of this new data in assigning a proba-
bility distribution based on the new state of information,
which we denote as &, E: our prior experience & plus E, the
20-flip experiment? We will use one of the oldest (1763)
results of probability theory, Bayes’ rule. Consider the
prior probability that p will take on a specific value and
the 20-flip experiment E will have a certain specific out-
come (for example, p = 0.43; E = 5 heads, 15 tails). Now
we can write this joint probability in two ways:

{n.Ele} = {plEs} {Ele) ®)

¢ We have equated the subjective probability that summarized our
information about thumbtacks to the more intuitive notion of
probability based on symmetry (in Package 2). Such a two-step
approach to probability theory has been discussed theoretically by
Anscombe and Aumann [1].
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i.e,, as the product of the probability we assign to the
experimental outcome E times the probability we would
assign to the value of p after we knew the experimental
outcome £ in addition to our prior information; or

{p,Ele} = {Elpg} {ple} (6)

i.e., the product of the probability of that experimental
outcome if we knew that p were the probability of getting
heads times our prior probability assessment that p actu-
ally takes on that value.

We assumed that probabilities were unambiguous, so
we equate these two expressions. Providing {E|g} » 0,
i.e., the experimental outcome is not impossible, we obtain
the posterior (after the experiment) probability distribu-
tion on p

Elp,s} {p|
{P|E:8} = { I;l{;l}slp 8}'

)
This expression is the well-known Bayes’ rule.

{ E|g} is the “pre-posterior” probability of the outcome
E. 1t does not depend on p, so it becomes a normalizing
factor for the posterior probability distribution. {E|p,g} is
the probability of the outcome E if we knew the value P
for the probability of heads. This probability is a function
of p, usually referred to as the “likelihood function.” We
notice since p must take on some value, the expectation of
the likelihood function over the values of p gives the pre-
posterior probability of the experimental outcome:

(2} = [ (Elpelipie) ®
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For the specific case we are treating, the likelihood func-
tion is the familiar result from elementary probability
theory for r successes in n Bernoulli trials when the
probability of a success is p:
n! , -
{Elpe} = o P =P ©
This function is graphed for » = 5 heads inn = 20 trials in
Fig. 9. Multiplying it by the prior {pl¢} (Fig. 8) and
normalizing by dividing by {E|6} gives us the posterior
distribution {p|E,8} (Fig. 10). In this way, Bayes’' rule
gives us a general means of revising our probability assess-
ments to take account of new information.”

SoLuTiON OF DEcCISION PROBLEMS

Now that we have the proper tools, utility theory and
probability theory, we return to the anniversary decision
problem. We ask the husband, our decision maker, to
assign monetary values to the four possible outcomes.
He does so as follows:

Domestic bliss  (flowers 4 anniversary): $100
Doghouse (no flowers, anniversary): $ 0
Status quo (no flowers, no anniversary): $ 80

Suspicious wife (flowers, no anniversary): $ 42.

(For example, he is indifferent between “status quo’’ and
‘“‘doghouse” provided in the latter case he receives $80.)
His preference for risk is reflected by the utility function of
Fig. 6, and he decides that a probability assessment of 0.2
sums up his uncertainty about the possibility of today be-

? For certain sampling processes having sgecial statistical proper-
ties, assumption of a prior probability distribution from a particular
family of functions leads to a simple form for Bayes’ rule. An ex-
tensive develo;;lment of this idea of “‘conjugate distributions” has
been accomplished by Raiffa and Schlaifer [19].

ing his anniversary: the odds are 4 to 1 that it is not his
anniversary. Now let us look at the two lotteries that
represent his decision alternatives. If he buys the flowers,
he has a 0.2 probability of “domestic bliss” and an 0.8
probability of ‘‘suspicious wife.” The expected utility of
the lottery is 0.2(1.0) + 0.8(0.667) = 0.734 = u($50).
On the other hand, if he does not buy the flowers, he has an
0.8 chance of ‘‘status quo” and a 0.2 chance of “doghouse.”
The expected utility of this alternative is 0.8(0.91) +
0.2(0) = 0.728 = u($49). The first alternative has a
slightly higher value to him so he should buy the flowers.
On the basis of his values, his risk preference, and his
judgment about the uncertainty, buying the flowers is his
best alternative. If he were an expected value decision
maker, the first lottery would be worth 0.2($100) +
0.8(%42) = $53.60 and the second 0.2(0) + 0.8($80) =
$64. In this case he should not buy the flowers.

The foregoing example is, of course, very trivial, but
conceptually any decision problem is exactly the same.
There is only one additional feature that we may typically
expect: in general, decision problems may involve a
sequence of decisions. First, a decision is made and then an
uncertain outcome is observed; after which another de-
cision is made, and an outcome observed, etc. For example,
the decision to develop a new product might go as follows.
A decision is made as to whether or not a product should
be developed. If the decision is affirmative, an uncertain
research and development cost will be incurred. At this
point, a decision is made as to whether to go into produc-
tion. The production cost is uncertain. After the produc-
tion cost is known, a sale price is set. Finally, the uncertain
sales volume determines the profit or loss on the product.

We can handle this problem in the same way as the
anniversary problem: assign values to the final outcomes,
and probabilities to the various uncertain outcomes that
will result from the adoption of a decision alternative.
“We can represent the problem as a decision tree (Fig. 11),
and the solution is conceptually easy. Start at the final
outcome, sales volume (the ends of the tree). Go in to the
first decision, the sales price (the last to be made chrono-
logically). Compute the utility of the decision alternatives,
and choose the one with the highest value. This value
becomes the utility of the chance outcome leading to that
decision (e.g., production cost). The corresponding
certain equivalent in dollars reflects the expected utility
of reaching that point in the tree. In this fashion, we work
backwards to the start of the tree, finding the best decision
alternatives and their values at each step.

Many decision problems encountered in actual practice
are extremely complex, and a decision tree approach may
not always be appropriate. If all quantities concerned in
the problem were considered uncertain (with prior dis-
tributions), the problem might be computationally in-
tractable. It is often advisable to solve the model de-
terministically as a first approximation. We approximate
all uncertain quantities with a single best estimate and
then examine the decision; i.e., if research and develop-
ment costs, production costs, and sales volume took the
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Fig. 11. Product development decision tree.

values we consider most likely, would it then be advisable
to develop the product? This deterministic phase will
usually give us some insight into the decision. Moreover,
we can perform a sensitivity analysis by varying quantities
that we believe are uncertain to determine how they
affect the decision. The decision may be quite insensitive
to some quantities, and these quantities may be treated as
certain (uncertainty is neglected if it appears not to
affect the decision). On the other hand, if a variation that
lies within the range of uncertainty of a factor causes a
major shift in the decision (i.e., from ‘“develop the prod-
uct” to “do not develop the product”), we shall certainly
wish to encode our feelings about the uncertainty of that
quantity by a prior distribution.?

THE VALUE oF REsoLVING UNCERTAINTIES

There is a class of alternatives usually available to the
decision maker that we have not yet mentioned: activities
that allow him to gather more information to diminish the
uncertainties before he makes the decision. We have al-
ready seen how new information may be incorporated into
probability assessments through Bayes’ rule, and we noted
that we can assign a probability distribution to the results
of the information gathering by means of the pre-posterior
probability distribution. Typical information-gathering
activities might include market surveys, pilot studies,
prototype construction, test marketing, or consulting with
experts. These activities invariably cost the decision maker
time and resources; he must pay a price for resolving
uncertainty.

Let us return to the husband with the anniversary
problem. Suppose he has the option of calling his secretary.
If it is his anniversary, his secretary will certainly tell him.
But if it is not, she may decide to play a trick and tell him
that today is his anniversary. He assigns probability 0.5 to
such practical joking. In any event, the secretary will
spread the word around the office and our friend will get
some good natured heckling, which he views as having a
value of minus $10.

® The decision analysis procedure has been described in detail by
Howard [8].
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How will the secretary’s information change his assess-
ment of the probability that today is his anniversary?
If she says, “No, it is not your anniversary,” he may be
sure that it is not; but if she says “Yes, it is,” she could be
joking. We can compute the new assessment of the proba-
bility from Bayes’ rule. This new probability is equal to the
probability 0.2 that she says yes and it really is his anni-
versary, divided by his prior estimate, 0.2 4+ 0.5 X 0.8
= 0.6, that she will say yes regardless of the date of his
anniversary. Hence the probability assignment revised to
include the secretary’s yes answer is 0.333.

What is the value of this new alternative to our friend?
If his secretary says no (probability 0.4), he may return
home empty-handed and be assured of “status quo.” On
the other hand, if she says yes (probability 0.6), he will
buy the flowers. In either case, he has incurred a cost of
$10 which must be subtracted from the values of the out-
comes. Calling the secretary then has a utility of

0.4 u($70) + 0.6 [0.333 u($90) + 0.667 u($32)]
= 0.344 4+ 0.416 = 0.760 = u($53.50).

Since this value of $53.50 exceeds the value of $50 for his
previous best alternative (buy flowers), our friend should
call his secretary. If the husband were an expected value
decision maker, the alternative of calling the secretary
would have a value of

0.4 ($70) + 0.6 [0.333 ($90) + 0.667 ($32)] = $58.80

which is less than the value of $64 for the ‘“do not buy
flowers” alternative; in this case our friend should not call
his secretary. It is evident that in this example preference
toward risk is very important in determining the decision
maker’s best course of action.

In the complex decision problems normally encountered
in practice, there are usually several alternative options
available for diminishing the uncertainty associated with
the unknown factors. In theory, the expected gain for each
type of sampling could be computed and compared with
the cost of sampling as we have just done in the simple
anniversary example. But these calculations can be quite
involved as a rule, and there may be a great many alterna-
tive ways of gathering information. Often the relevant
questions are, first, “Should we sample at all?”’ and then,
“What kind of sampling is best for us?”

It is often useful to look at the limiting case of complete
resolution of uncertainty, which we call perfect informa-
tion. We can imagine that a gypsy fortune teller who
always makes correct predictions is, in fact, available to us.
The value of perfect information is the amount that we are
willing to pay her to tell us exactly what the uncertain
quantity will turn out to be. Note that her answer may be
of little value to us—we may be planning to take the best
decision alternative already. On the other hand, her perfect
information may be quite valuable; it may allow us to
avoid an unfavorable outcome. We are going to have to pay
her before we hear her information; our payment will
reflect what we expect the information to be on the basis
of our prior probability assessment.
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In the husband’s anniversary problem, perfect informa-
tion might correspond to a secretary who is certain to tell
him if today is his anniversary. If he could act on this
information, he would buy flowers if it were his anni-
versary and would not buy flowers otherwise. Since he
feels that there is a 0.2 chance the secretary will tell him
that it is his anniversary, the expected utility of the out-
comes if he bases his decision on perfect information is
0.2 u($100 — b) + 0.8 u($80 — b) where b is the amount he
must pay to get the information. By setting this expression
cqual to 0.734, the expected utility of his best alternative
based on prior information, we can solve for b = $33.50.
The husband should consider for more detailed analysis
only those opportunities for resolving his uncertainty that
“cost” him $33.50 or less. If he were an expected value
decision maker, perfect information would be of less value
to him; he would be willing to pay a maximum of only $20
for it.*

SUMMARY

Decision theory is a way of formalizing common sense.
The decision maker analyzes the possible outcomes re-
sulting from his available alternatives in two dimensions:
value (by means of utility theory) and probability of
occurrence. He then chooses the alternative that he expects
to have the highest value. He cannot guarantee that the
outcome will be as good as he might hope for, but he has
made the best decision he can, based on his preferences and
available knowledge. Inference using Bayes’ rule allows
the decision maker to evaluate information gathering
activities that will reduce his uncertainty.

Decision theory gives no magical formulas for correct
decisions. In fact, it forces the decision maker to rely more
strongly than ever on his own preferences and judgments.
But it does give him a logical framework in which to work,
a framework that is adaptable in principle to all decision
problems, from the simplest to the most complex. As
modern society continues to grow in size and complexity,
such a framework for decision making will become more
and more necessary.

® Additional discussion regarding the value of information in
decision theory is available from many sources, most notably
Howard [8b], [9], [11] and Raiffa and Schlaifer {19].
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A TUTORIAL IN DECISION ANALYSIS?

1. Introduction

The papers presented at this conference have primarily dealt with
theory and experiments relating to probability encoding and/or preference
theory. It is often relevant to ask '"What is the purpose of this research?"
and "Where would its results become useful?" Hopefully, the answer is
that this research will improve on the methodology of decision-making.

This paper is intended as an introduction to decision analysis,
which in my opinion represents the present state of the art with respect
to the methodology of decision-making. This paper provides a frame of
reference for the rest of the research presented at this conference and
may even provide some ideas for future research.

This tutorial will relate closely to the ideas on the methodology
of decision analysis first described by Howard (1966). To a large ex-
tent this paper will also draw on the experience of the Decision Analysis
Group at Stanford Research Institute with respect to practical implemen-
tation of decision analysis.

Decision analysis can be briefly described as a merger of the two
fields of decision theory and systems analysis. Decision theory provides
the philosophy for logical behavior in simple decision situations under
uncertainty. Systems analysis here represents systems and modeling
methodology, which captures the interactions and dynamics of complex
problems. The result is a theory and methodology that allow the analysis
of complex, dynamic, and uncertain decision situations.

Most textbooks on quantitative methods for business students in-
clude at least one chapter on decision theory. The presentations gen-
erally concern very small well-structured decision situations and thereby
introduce some of the basic concepts. It may then be easy for the new
M.B.A. to believe that he can go out and tackle decision problems in
the real world. Most likely he (and perhaps even more so his superiors)
will be discouraged when he has to face the complexities of even '"simple"
practical problems. It is here we find a need for the modeling method-
ology, which is never taught in decision theory courses.
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This paper does not deal with decision theory as such, although
its elements, of course, are part of the presentation. There exist a
number of excellent introductions to decision theory and references to
them are given in Section 7. Instead an attempt is made to describe
the engineering of decision analysis, i.e., to give some guidelines on
how to attack decision problems. The decision analysis cycle represents
a procedure that might serve as a frame of reference when working on de-
cision problems. It must be stressed, however, that not every problem
can be or should be treated in the same way, and the elements of the
cycle should only be viewed as a convenient check list to ensure that
no important element of the problem has been omitted.

1.1 The Decision Analysis Approach

The decision analysis cycle can be summarized as follows (see
Figure 1). It is made up of three phases--the deterministic, probabilistic,
and informational phases. The deterministic phase is concerned with
the basic structuring of the problem. The structuring entails defining
relevant variables, characterizing their relationships in formal models,
and assigning values to possible outcomes. The importance of the differ-
ent variables is measured through sensitivity analysis.

PRIOR . | DETERMINISTIC > PROBABILISTIC > |INFORMATIONAL 4| DECISION = ACT

’NFORMATION’ PHASE PHASE PHASE
'3
NEW GATHER NEW
INFORMATION INFORMATION INFS:MATlON
GATHERING

FIGURE 1 THE DECISION ANALYSIS CYCLE
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Uncertainty is explicitly incorporated in the probabilistic phase
by assigning probability distributions to the important variables. These
distributions are transformed in the model to exhibit the uncertainty
in the final outcome, which again is represented by a probability dis-
tribution. After the decision maker's attitude toward risk has been
evaluated and taken into account, the best alternative in the face of
uncertainty is then established.

The informational phase determines the economic value of informa-
tion by calculating the worth of reducing uncertainty in each of the
important variables in the problem. The value of additional informa-
tion can then be compared with the cost of obtaining it. If the gather-
ing of information is profitable, the three phases are repeated again.
The analysis is completed when further analysis or information gather-
ing is no longer profitable.

Throughout, the analysis is focused on the decision and the decision

maker. That is, expanding the analysis is considered of value only if
it helps the decision maker choose between the available alternatives.

1.2 A Case Study

The next three sections of the paper describe the three phases in
more detail. The presentation is illuminated by a case study.® By re-
quest of the client company, the identity of the client and the specific
decision problem are not identified. However, the major decision is
similar to one that an agricultural subsidiary of a major diversified
corporation might face in determining whether to market a newly developed
biodegradable pesticide.

Some of the characteristics that made this decision problem a
classical corporate application of decision analysis are listed below:

* The decision was one of a kind in that it represented a
major change in the company's major product line.

* The decision concerned an investment of $150 million,
which was a significant portion of the organization's
resources~--in fact, the investment was more than its
normal annual capital expenditure budget.

¢ The problem structure was complex.
¢ The problem included many uncertain factors.

¢ The project would have long-term effects (10 to 20 years).
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This investment opportunity had been evaluated five times over the
preceding six years. Another study was under way when the decision anal-
ysis effort was initiated.

The analysis was performed by Dr. Carl S. Spetzler before he took up
his present position with the Decision Analysis Group at Stanford Re-
search Institute. He also formulated the case in its present disguised
form, and I am grateful to him for permission to use the case in this
paper.

2. The Deterministic Phase

2.1 The Deterministic Model

The basic steps of the deterministic phase are as follows:

e Define and bound the decision problem

e TIdentify the alternatives

e Establish the outcomes

e Select decision variables and state variables
e Build a structural model

e Build a value model

e Specify time preference

e Eliminate dominated alternatives

e Measure sensitivity to identify crucial state variables.

The first step is to define and bound the decision problem. This
entails determining the resources to be allocated and this in turn is re-
lated to the organizational level at which the decision is to be made.
Next, the available alternatives are identified. The introduction of a
new alternative sometimes eliminates the need for further analysis. 1In
our analysis the basic decision problems were determining whether the
new product should be introduced and determining the best method of pro-
duction.

The next step is to identify outcomes that would be sufficient to
describe the results of the different alternatives. These might include
sales volume, production process, government action, and so on. In re-
lating these outcomes to the alternatives, we try to define the factors
that are relevant to the decision. These factors can be separated into
decision variables (factors that the decision maker can control) and
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state variables (factors outside the decision maker's control). 1In this
study these variables were identified by interviewing various experts

with respect to this problem and asking what factors must be considered.
A very impressive list of factors was developed within a couple of days'
time; these factors were then classified as decision and state variables.

The next step is to build a structural model that relates the out-
comes to the decision and state variables. This is generally the most
important step in the deterministic phase and often the most time-
consuming part of the whole analysis. A logical diagram such as that
shown in Figure 2 was developed as a start toward such a structural model.

ENVIRONMENTAL
FACTORS

INTERNAL FACTORS FINANCIAL EVALUATION

l |
' |
REi;}TS | PRODUCT |
CONCEN-
ECOLOGICAL |
RESEARCH l TRATION :
GOVERNMENT I PLANT |
—  AcTiON | DESIGN |
| I
| MANU-
n:giu(:leZY 'T ' FACTURING —41. :
| cosTs PRODUCT e{ GROSS [ CASH
MARGIN | | PROFIT FLOW
COMPETITIVE | I PRICE ,.l" | T
~> “PRODUCTS | STRATEGY 3
g TRANS-
[ SALES PORTATION —o _ TAX
| o] VOLUME : o EXPENSES EFFECTS
! i |
EQUIPMENT | oemano || ﬁﬁéiﬁ(
DEVELOPMENT ' SCHEDULE | ' EXPENSES

FIGURE 2 DETERMINISTIC MODEL STRUCTURE

Again, this diagram was the result of discussion with many individuals

in the corporation. It began with very simple interrelationships and
evolved into the form shown in Figure 2. The diagram was considered
complete when the following analysis indicated no additional requirements.
First, around each of the boxes an imaginary boundary was drawn and the
arrows going in were listed. Then the question was asked: 'Do you need
any further inputs to determine the value of the variable in the box?"

In many cases, simple calculations or algorithms were developed to prove
that the inputs were sufficient. The process of developing such a diagram
is useful for two reasons: (1) the analysts quickly become aware of the
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fundamental relationships that are of importance in the problem, and
(2) the process allows the systematic gathering of information from
various parts of the corporation.

After identifying the relationships among the variables the next
task was to capture these relationships in mathematical forms. The
basic alternative was assumed to be to continue without the product,
and the model measured only the difference from this alternative of in-
troducing the new product with one out of two production methods. The
dynamic relationships of the variables were described in detail for the
first 12 years, after which a terminal value based on the capitalized
long-run profit of a stable business was assumed. The model outputs
were measured in such terms as market share and net profit over time.

It has already been said that the outcome of a decision will generally
be described by a set of outcomes such as sales volume and degree of
government interference. The next step of the deterministic phase is to
determine a single measure of value for this set of outcomes. In business
problems the measure typically will be some measure of profitability.
Determining this value means that trade-offs have to be considered be-
tween different outcomes. For this analysis it was assumed that the de-
cision maker's values were completely reflected in the net contribution
to profit after taxes. This net effect on profit was determined over
time.

It often happens, as in this case, that the results of a decision
extend over a long period of time. It is then necessary to have the
decision maker specify his time preference for profit. This means that
we must find a single measure for each time pattern. The present equiva-
lent is such a measure, for which the decision maker is indifferent be-
tween receiving the present equivalent right away or waiting for the
cash flow to be realized over a future time period. 1In many cases this
present equivalent can be approximated by the present value of the cash
flow discounted at an appropriate discount rate. In other cases the
cash flow resulting from one project may have a major effect on the
organization's financial structure and a more detailed analysis is then
necessary. In the case under discussion it was assumed that the company's
minimum acceptable rate of return completely reflected the decision
maker's feeling of value over time. Therefore, the present value cal-
culated at that discount rate was considered a reasonable measure of
project worth as viewed by the decision maker.
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2.2 Sensitivity Analysis

The analysis in the deterministic phase takes the form of measuring
sensitivities to changes in state variables. The state variables are
assigned nominal values (which might be, for instance, estimates of
their mean values) and are then swept one by one through their ranges of
possible values. We observe which alternative would be best and how
much value is associated with this alternative. Sometimes we may observe
that an alternative is dominated, which means that there is a better
alternative for all values of the state variables. Dominance can often
lead to a substantial reduction in the number of alternatives. The sen-
sitivity analysis also tells us to what extent variations in the differ-
ent state variables will affect profit (in terms of the present equiva-
lent). The analysis indicates the variables for which uncertainty is
important. These variables are said to be '"crucial" and will have their
uncertainties encoded in the next phase.

The preceding discussion assumes that the state variables can be
considered one at a time. However, it may be necessary to study joint
sensitivities when the variables are interrelated. Two or more vari-
ables are then varied simultaneously over their respective ranges; at
the same time the other variables are kept at their nominal values. 1In
the case study describéd in this paper, however, the interrelationships
were handled in the following way. First a case was analyzed which com-
bined all of the most likely forecasts for the input variables. Then
the sensitivity to changes in each variable was analyzed by setting it
to its high and low extreme values; at the same time all other variables
were reset to new conditional most likely values. The results of the
sensitivity analysis for some of the variables are given in Table 1.

In the case study, seven crucial state variables were identified and
three major decision alternatives with some minor variations remained.
It is often the case in a decision analysis that only a few of the many
variables under initial consideration are crucial state variables. This
is of importance for the modeling process in the probabilistic phase.
Probabilistic models with many variables are difficult to handle. Further-
more, the information required for such models is often difficult to
derive. It is therefore a very important task to eliminate unnecessary
decision alternatives and to limit the number of state variables to
those crucial to the decision. Sensitivity analysis can also provide
insight which is valuable to the building of the model, since variables
to which the model shows a high sensitivity can often be further broken
down to improve the model.
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Table 1
RESULTS OF SENSITIVITY ANALYSIS

Present Value
$ Million
Variable

Max Min
Market Size +149 -40
Manufacturing Costs +32 -20
Government Action +10 -48
Competition +8 -10
Price of Substitutes +24 -13
Results of Ecological Research +11 -30

(Most likely case: $8 million)

3. The Probabilistic Phase

The deterministic analysis leads to the selection of a set of
aleatory variables--variables to be formally treated by a probability
assignment. The first step in the probabilistic phase is to encode the
uncertainties of these variables. Next a probabilistic model is con-
structed which relates the uncertainty in profit for each decision alter-
native to the uncertainty in the aleatory variables. The resulting
probability distribution for profit is termed the profit lottery.

The choice between a number of alternatives has now been reduced to
a choice between profit lotteries. In some cases the choice is clear be-
cause one alternative stochastically dominates the others. This means
that there will be one alternative, which for each level of profit has a
higher probability of exceeding that level than all other alternatives.
Otherwise, it will be necessary to encode the decision maker's risk
attitude. The result of that procedure is substitution of each lottery
by a single number, called the certain equivalent, which has the property
that the decision maker is indifferent between having the certain equiva-
lent for certain or having the lottery. The different alternatives can
now be ranked in order of their certain equivalents, which indicate the
decision maker's preferences.

The probabilistic phase is then concluded by performing further sen-

sitivity analyses. Here the effect of a variable is measured when all
other variables are taken as uncertain (rather than kept at nominal values).
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This is a brief overview of the probabilistic phase. It introduces
a number of concepts which may not be familiar to many readers. The
different steps of the probabilistic phase are therefore discussed in
greater detail in the remainder of this section.

3.1 The Probabilistic Model

The probabilistic model expands the deterministic model to include
the uncertainties encoded for the aleatory variables. The purpose of
the probabilistic model is to develop profit lotteries for the differ-
ent alternatives. It should be designed to include dependencies between
variables, if such exist.

In the case study described in this paper, the probabilistic model
was made up of a decision tree and a financial model attached to the
end nodes of the decision tree. The tree structure represented the re-
lationships between the different variables whereas the financial model
included the value and time preference models from the deterministic
phase., The first tree, which was structured after the sensitivity
analysis of the deterministic phase, had approximately 2,000 terminal
nodes. This tree was simplified by reducing the number of decision
nodes (alternatives) on the basis of back-of-the-envelope calculations.
The tree was further developed after extensive interaction with the
organization's staff.

The order of the variables in the decision tree was based on con-
venience in terms of contemplating the information required for the
tree. The sequence was not a time sequence, although that would be the
case if a set of variables were dependent through time. Each terminal
node on the tree represented a sequence of values of the various factors
that were included in the decision tree structure. A deterministic
financial model was then developed which derived the effect on net profit
of the corporation for each sequence of factors. Both the logical struc-
ture of the tree and the financial model were programmed for a time-
sharing computer, which allowed a rather fast analysis of the decision
tree and made it possible to easily revise the program.

3.2 Encoding Uncertainty

Probability is the language of communication about uncertainty.
The personal interpretation of probability represents a cornerstone in
the decision analysis philosophy. Probability represents a state of
information and it is only natural that two persons can make different
probability assigmments to the same event, since they are likely to
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have different information bases. Furthermore, a person is likely to
revise a probability assignment if he receives new and relevant informa-
tion. This will be made more explicit in the next section.

The decision maker is the person (or group of persons) who has the
responsibility for the decision under consideration. It follows that a
decision analysis must be based on the decision maker's beliefs and
preferences. He may be willing to designate some other person or persons
as his expert(s) for encoding the uncertainty in a particular variable
if he feels that the expert has a more relevant information base. The
decision maker can then either accept the expert's information as his
input to the analysis or modify it to incorporate his own judgment.

In a practical application experts will be drawn from different
fields. Market variables, such as sales volume, are likely to come
from the marketing department; production variables, such as manufactur-
ing cost, will be provided by engineers. Some variables may even re-
quire experts from outside the organization. However, it must be made
clear that the fact that a person is an expert in a particular area of
the problem does not mean that it will be easy to elicit his judgment
in probabilistic terms. Most people have difficulty in thinking about
uncertainty. This means that they cannot directly express their knowledge
about a variable in terms of a probability distribution. Rather, en-
coding techniques that make use of simple concepts for which they may
have some understanding are used.

There has been very little written on the subject of how one should
go about encoding the opinions of experts in practical situations.
Spetzler and Stael von Holstein (1972) give an extensive presentation
of probability encoding methodology in decision analysis. Most of the
remaining is either literature, theoretical or related to laboratory
experiments. An overview is given by Stael von Holstein (1970).

Practical experience has led us to conclude that most people have dif-
ficulty in expressing their judgment except for choices between simple
events. The use of reference processes has proved useful here. The
probability wheel is one example of such a process. This is a disk with
two sectors, one blue and the other red with a fixed pointer in the
center of the disk. The disk is spun finally stopping with the pointer
either in the blue or the red sector (see Figure 3). A simple adjust-
ment changes the relative size of the two sectors and thereby also the
probabilities of the pointer indicating either sector when the disk
stops spinning.
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FIGURE 3 A PROBABILITY WHEEL

The probability wheel can be used in two ways. The expert can be
asked whether he would prefer to bet either on a fixed event, e.g., that
"'next year's production will not exceed x units" or on the pointer end-
ing up in the blue sector. The amount of blue in the wheel is then
varied until the expert becomes indifferent. The amount of blue can
also be kept fixed and the level of production is then varied until the
indifference point is reached. When indifference has been obtained, the
relative amount of blue in the wheel is assigned as the probability of
the event.

A second approach is to use successive subdivisions. An interval
is split into two (or more) parts and the expert is asked to choose
which part he would prefer to bet on. The dividing point(s) is(are)
changed until indifference is reached, and the subintervals are then
assigned equal probabilities. Starting from an interval covering all
possible outcomes, splitting into two parts will first give the median,
then the quartiles, and so on. An illustrative example is given by
Raiffa (1968, Section 7.3).

In concluding this rather long discussion on practical probability
encoding, the following points should be stressed:

e It is better to conduct the encoding in private to eliminate
group pressures and to make the process responsive to the
expert whose judgment is being encoded.

¢ The quantity to be encoded should be important, otherwise
credibility will be lost both with the decision maker and
with the expert. The expert should be given an incentive
to allocate time and effort to the process.
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e The problem should be clearly structured. The production
quantity above might have depended on whether or not a new
process would work., It might then be easier to make
probability assigmnments conditional on the process working
and not working.

e In addition, the quantity should be described on a scale
that is meaningful to the subject. For example, in the
oil industry, the expert--depending on his occupation=--may
think in terms of gallons, barrels, or tank cars.

e Finally, the subject should not be worried about coherence.
On the other hand, inconsistencies will be used as feedback
in the encoding process to ensure that the final distribution
is consistent with the subject's judgments.

It must also be stressed that the interviewing technique is by far
superior to using questionnaires of various forms, unless the expert is
very familiar with probability encoding. With questionnaires there is
no way of finding out whether or not the assessor has understood the
questions. An interactive computer program might provide a reasonable
compromise. The Probability Encoding Program (PEP) developed by the
Decision Analysis Group is an example of such a program. PEP makes use
of successive subdivisions with two or three dividing points that are
adjusted until the interviewed expert is indifferent. The fractiles
encoded are those corresponding to probabilities 1/6, 1/3, 1/2, 2/3,
and 5/6, and each fractile is encoded in two different ways to provide
a coherence check.

Let us now return to the pesticide study. Seven variables had been
selected as aleatory and their uncertainties were encoded with the help
of the techniques mentioned above. More than one expert was used for
each quantity and, as could be expected, the individual distributions
often differed greatly. This was especially true of the distributions
for "market size." It was generally found that agreement improved when
individuals discussed their differing viewpoints and exchanged informa-
tion. However, before spending much time and effort trying to get a
consensus, the differences of opinion were tested in the probabilistic
model to see whether they changed the choice of alternatives. If they
did not, then it would suffice to fair one distribution to the set of
distributions. However, it was found that the decision was indeed
highly sensitive to judgment. Information had been encoded from the
vice president of marketing, regional managers, market research staff,
and various sales and marketing personnel and was presented to the
decision maker for his reaction. After considering not only the informa-
tion, but also the background and arguments presented by the individual
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assessors, he chose a distribution that he felt represented his best
judgment regarding market size.

It is not uncommon that the decision maker has access to more than
one expert. He is then confronted with the problem of how to reconcile
the possibly different opinions. I would here like to mention a recent
work by Morris (1971), who has given the most complete discussion of
the problem of expert resolution within the decision analysis philosophy.

The cumulative probability distribution for market size that was
used for the final analysis is shown in Figure 4. A step function which
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was used as an approximation in the probabilistic model is also shown
in the figure. Similar approximations were used for the other aleatory
variables.

3.3 Developing a Profit Lottery

The profit lottery is simply the probability distribution of the
present equivalent. The profit lottery is used to compare different
alternatives and is discussed in Subsection 3.5. However, the calculation
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is not feasible, or at least it is not of any practical use, if the num-
ber of alternatives is too large. In such cases, it might be better

to use other means to determine the optimal alternative and then only
derive the profit lottery for the optimal alternative to display the
uncertainty in profit.

The way the profit lottery is calculated depends on the structure
of the probabilistic model. It might be possible to derive it analytically
in a few cases, but it is more likely that some numerical approximation
must be used. This approximation can be accomplished by formulating the
probabilistic model as a decision tree or by using Monte Carlo simulation.
In this paper, only the decision tree method is discussed, primarily be-
cause it seems to be the most useful approach., It provides further in-
sight into the problem and also facilitates computations. The discussion
will be in the context of the corporate decision.

In this decision problem it was possible to eliminate almost all
decision nodes and it was therefore feasible to determine the complete
profit lotteries for each decision alternative. In fact the tree that
remained is better described as a probability tree than a decision tree.
Figure 5 shows the tree structure that was used to analyze the various
alternatives.

Each probability distribution has been approximated in the tree by
a discrete distribution. The approximation to the encoded distribution
improves as more branches are used, but at the same time the size of the
tree grows rapidly, as does the cost of computation. A sensitivity
analysis should decide the degree of approximation. Two to four branches
for each distribution were used in the analysis of the case study. The
approximated distribution for market size is given as an example in
Figure 4.

Each end node of the tree represents an outcome and can be described
by the values of the variables along the path leading to that node.
There is a present value assigned to each node through the financial
model. The probability of obtaining this present value is given by the
product of the probabilities along the path. The present values are
then sorted in increasing order and the cumulative probability distri-
bution can then be plotted to summarize the profit lottery. The profit
lottery for one alternative is shown in Figure 6.
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3.4 Encoding Risk Attitude

The question of risk attitude enters whenever a decision has to be
made. A typical attitude might be that the decision maker prefers to
have $2 million for certain rather than a lottery with equal chances
of winning $20 million and losing $5 million, i.e., he accepts a certain
value smaller than the expected value of the lottery.

The risk attitude of the decision maker should be measured indepen-
dently of any specific project. It is best done by questions similar to
the one above. The decision maker is faced with two choices, one of which
is riskless. For any lottery there is some riskless value which would
make the decision maker indifferent. This value is called the certain
equivalent. Generally, the certain equivalent is less than the expected
value of the lottery and we then say that the decision maker is risk
averse. The measurement procedure is continued with different lotteries
until a good idea can be formed concerning the decision maker's risk
attitude. The risk attitude is sometimes encoded in the form of a utility
function and the best alternative is then the one that has the highest
expected utility.

However, the encoding of risk attitude should be preceded by an
analysis of sensitivity to risk attitude. It has been the experience
of most practical studies at SRI that the decision is not very sensitive
for reasonable risk attitudes, thus eliminating the need for further
encoding. In some cases, because of stochastic dominance, there is not
even a need for sensitivity analysis.

The decision maker can be expected to be risk neutral, i.e., willing
to act on the basis of expected value, when the value of the project is
not too large in relation to the organization's total worth. Otherwise
his risk attitude is likely to be well approximated by an exponential
utility function. This function has the property that if all outcomes
of a lottery are augmented by the same amount, then the certain equiva-
lent will increase by the same amount. This is an appealing property
for a utility function, but it holds only for linear and exponential
functions.

The exponential utility function facilitates the handling of risk
attitude in two ways. The analysis of sensitivity to risk attitude is
made easier since it is reduced to varying the one parameter of the
utility function. If an exponential utility function seems to be a rea-
sonable approximation to risk attitude, the encoding can be reduced to
a few questions to check the consistency in the obtained values of the
parameter. An example is discussed in Spetzler and Zamora (1971). The
second advantage becomes more apparent in the informational phase.
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Returning to the pesticide analysis, it was found that one alter-
native stochastically dominated all other alternatives except the non-
action alternative. The profit lottery for this alternative is shown
in Figure 6. As can be noticed, this profit lottery has an expected
value of less than zero. 1In fact the probability of having less than
zero present value is 55 percent. The conclusion from this profit
lottery is that the decision maker would not be willing to introduce
this new product, regardless of any risk aversion. Consequently, there
is no need to measure the risk attitude in this example.

3.5 Determining Best Action

The basic question in the probabilistic phase is which alternative
is best in the light of the available information. The answer is simply
the alternative which has the highest certain equivalent. If risk in-
difference is assumed, then the certain equivalent is equal to the ex-
pected value. Otherwise, the risk attitude will have to be encoded in
the form of a utility function and the best alternative is the one with
the highest expected utility. The certain equivalent is then easily
found since its utility is equal to this highest expected utility.

It is not, of course, necessary to describe each alternative by its
profit lottery. The determination of the best alternative can easily be
done within the decision tree structure. The alternative with the high-
est expected utility is found by performing a rollback analysis of the
tree. The analysis works backwards from the end nodes through substituting
certain equivalents for lotteries at probability nodes, and selecting
the alternative with the highest certain equivalent at decision nodes.

3.6 Probabilistic Sensitivity Analysis

A decision analysis successively refines the decision model guided
by sensitivity analyses. In the case study, the sensitivity analysis
in the deterministic phase selected the aleatory variables and the model
was improved as the analysis went into the probabilistic phase. Further
sensitivity analyses helped determine the level of encoding of uncer-
tainty and risk attitude. It is also probable that a study of sensitivity
to time preference was made somewhere in the analysis.

It is now only natural that an analysis be performed to study the
effect on the decision of the different variables within the probabilistic
model. The probabilistic sensitivity indicates how the certain equiva-
lent depends on a particular state variable when the other state vari-
ables are taken with their assigned probability distributions. It may
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show that variables that were thought of as important in the deterministic
phase are relatively unimportant in the probabilistic enviromment. It
also gives a measure of the robustness of the model.

Let us consider the effect of a '"very high' market size in the
pesticide example. This can easily be analyzed with the decision tree
structure by restricting the tree in Figure 5 to only the very high
path after the market node. This is equivalent to cutting off all other
market branches and substituting probability one for the original prob-
ability of 0.2. It is then simple to reevaluate the tree. The result-
ing profit lottery is shown in Figure 7 together with the profit lotteries
resulting from the other market sizes. The analysis indicates that the
decision would not change until the volume is either "high" or 'wvery
high." 1In fact, even the profit lottery resulting from the "high"
branch of the tree did not look particularly good if the possible risk
aversion of the decision maker was considered. The analysis of market
size thus showed that the decision was very sensitive to that variable.

A substantial effort in earlier studies of this decision had con-
cerned the production process, and then primarily the manufacturing cost.
The effect of manufacturing cost on the profit lottery is shown in
Figure 8 and it is clear that it is unimportant.

The conclusion at the end of the probabilistic phase was that given
the present level of information the best alternative was to do nothing.

4, The Information Phase

The analysis of the pesticide case in the preceding subsection
gives some indication of what additional information would be most use-
ful. For example, it is clear that better information on manufacturing
cost would have little value since the decision would hardly change
whatever the information might be. On the other hand, it is equally
clear that if it were revealed that the market size would be ''very
high," the best decision would be to introduce the new product, which
then would have a substantial expected value and little risk.

Information can be gathered in many ways--through discussion with
experts, market surveys, pilot plants, and so on, depending on the con-
text. The information is likely to have two characteristics: it will
have some cost attached to it and it will not be perfect. The purpose
of the informational phase is to evaluate different information gather-
ing schemes and to then compare the values with the costs of using them.
This means that we want to be able to answer questions such as: ''Would
it be worth $5 million to obtain perfect information on the market size?"
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The informational phase is thus intended to guide the decision maker
in his search for further information that can help improve his basic
decision. This seems to be one of the unique features of decision anal-
ysis. The reason is simply that the value of information cannot be cal-
culated without a sound probabilistic model that is based on the decision
maker's judgment and preferences. At the same time, this evaluation
will be easily performed within the decision tree structure.

The first step in the informational phase is usually the calcula-
tion of the value of perfect information. Perfect information is a
special case of any information gathering scheme and is seldom attain-
able in practice. However, there are two reasons why its value is de-
termined first. One is that the value of perfect information represents
the upper limit of the value of any imperfect information. It may be
found, for instance, that the cost of any feasible information program
is higher than the value of perfect information. In such cases consider-
ation would not be given to getting more information. Another use of
the value of perfect information is to suggest where it might be most
valuable to look for feasible plans. If the value is low, then it will
not be worth searching, but if it is high it might be worthwhile to
expend some effort in looking for programs to improve on the information.

The value of perfect information is also easy to calculate as soon
as the tree structure has been established. The procedure is simply to
change the order of the nodes in the tree, placing the probability node
representing the resolution of uncertainty before any decision nodes.
The rest of the tree remains the same. This redesigning of the tree is
very easily performed if the tree structure has already been programmed
on a computer.

The value of perfect information for different state variables
will suggest when imperfect information might be useful. It is then
easy to incorporate the imperfect information scheme into the tree
structure as a new probability node, representing the outcome of the
information gathering, before the first decision node. The node repre-
senting the state variable in question remains in its old place in the
tree, but the branches leaving the node now have new probabilities
assigned to them based on the information received.

The value of information--perfect or imperfect--is easily calculated
for the case of risk neutrality. It is then equal to the difference in
expected values for the best alternatives with and without the informa-
tion. The calculation is generally more complicated when the decision
maker's risk attitude is to be considered. The value of information
can then be found only through '"trial and error." It is determined as
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the number that mawn=s the expected utilities (or certain equivalents)
equal for the best alternatives with or without information. However,
the utility function will very likely be well approximated by an expon-
ential utility function as was discussed in Subsection 3.4 and the value
of information can then be calculated in the same way as when risk neu-
trality can be assumed. The reason is, of course, that the subtraction
of the information cost from all terminal values leads to a reduction
in the certain equivalent of the same amount.

Let us now look at the value of perfect information on market size
in the pesticide example. Figure 7 shows that the best decision would
be to continue to full-scale marketing if the market size was very large
and to do nothing if the market size was less than very large. The profit
lottery conditional on a very high market size extends from $35 million
to $200 million with an expected value of more than $90 million. How-
ever, this outcome of the information has only a 20 percent probability,
and with 80 percent probability there would be no change in the decision.
The value of perfect information is therefore about $18 million.

A two-year market test was considered and its cost was roughly esti-
mated at $4 million. A first analysis of the decision on whether or not
to test is presented in Figure 9. It assumes that the test would yield
perfect information and that further analysis would have to assess the
quality of the test. The expected value of the market test is around
$14 million. The decision, however, was not as clear as it may seem.

The decision maker was essentially faced with a lottery with a rather
high probability (80 percent) of losing about $4 million on a market
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FIGURE 9 A FIRST CUT AT TEST MARKET DECISION
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test for a product that seemed unprofitable in the first place and a

low probability of gaining $90 million. To him the first outcome had a
very negative value that was hardly compensated for by the large positive
outcome, which would make him a 'good guy." This is where the decision
analysis ended; the first decision to be made concerned the market test,
the subsequent decisions would be based on the outcome of the test.

5. Post Mortem

The decision analysis cycle may be iterated a number of times. If
a decision is made to gather new information, it will lead to revised
probability assignments and bring the analysis back to the informational
phase. It is also likely that the new information will lead to new
insight into the basic decision and will perhaps also suggest new alter-
natives, in which case we would be back to the deterministic phase.

It is often interesting to ask what decisions were actually made,
and curiosity might also prompt a question with respect to the outcome
of the decision. The second question is not very important. Knowledge
of the outcome seems to create very good hindsight! This in turn leads
to an evaluation of the decision maker based on the outcome rather than
on the decision, which, of course, is completely wrong. Let me make
the distinction very clear between good decisions and good outcomes. A
good decision is based in a logical way on the decision maker's judgment
and preferences, whereas a good outcome is loosely speaking a desirable
outcome. There is no way to ensure good outcomes (unless there is no
uncertainty entailed), but by making good decisions we are more likely
to enjoy good outcomes.

1t should therefore be clear that decision makers should be evalu-
ated by the decisions rather than the outcomes. Far too often the evalua-
tions of decisions are made after the outcomes have become known and it

is then almost impossible to avoid having the actual outcome influence
the opinion of what the best judgment should have been prior to this

information. The only way to reach an honest evaluation of the decision
is to have it well documented with respect to models and what has been
included in them and what has been left out, and with respect to inputs
in the form of assigned probability distributions and encoded preferences,
and so on. This will be very difficult to accomplish if the original
analysis was not made in the form of a decision analysis.
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6. Further Aspects of Decision Analysis

This section considers a number of different topics related to de-
cision analysis that did not find a place in the more formal presentation
of the decision analysis cycle.

6.1 Decision Analysis as a Language

The preceding presentation has primarily been aimed at showing how
decision analysis provides a logical and quantitative procedure for
decision-making in uncertain situations. Another aspect is that it is
also a language for communicating about decision problems. The models
show what variables have been included and what their relationships
have been assumed to be. Judgment about uncertainties is encoded in the
form of probability distributions, which should facilitate communication
between experts trying to reach a consensus. The formulation of a cor-
porate risk policy should make it easier to communicate about risk
attitudes and should eliminate the common observation that individual de-
cisions are often based on very different risk attitudes (Spetzler, 1968).

Communication between different parts of the organization is often
difficult to maintain because the different parts use different languages
or jargons. Decision analysis has the great advantage of encouraging
communication. For example, it provides a common language that makes it
possible for engineers and sales people to understand their different
contributions to the problem.

6.2 Interactions with the Decision Maker

How should the decision analyst interact with the decision maker?
How are decision analysis recommendations implemented? These are two
different questions that frequently are posed to members of the Decision
Analysis Group, and the answers are closely related. The only way to
get an analysis accepted and acted on by a decision maker is to interact
with him throughout the analysis., He is very likely to be included at
the beginning of the analysis when the problem is formulated. Later he
may not be working actively on the project, but he will instead desig-
nate experts within (and sometimes outside of) the organization to work
with the analyst. It is important, however, that contact is maintained,
especially with respect to "educating'" him in the decision analysis
language. This is preferably done in the context of his own decision
and can sometimes be a long process., When the decision maker understands
that decision analysis provides him with the alternative that is con-
sistent with his preferences and his judgment (or that of his chosen
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experts) then there is seldom a great problem in implementing the de-
cision. Exceptions might occur when there are political problems,
irrespective of whether or not the problem was related to government
or industry, and even though the severity of such problems might be
reduced if the problems are incorporated in the analysis.

It should be stressed that the decision analyst provides only
expertise within his own field and that he does not pretend to be an
expert in the problem area. He must be very careful not to make his
own judgments or values influence a decision.

It is also important for the benefit of the project that the organi-
zation's staff get a good understanding of decision analysis. It will
make it easier for them to see why certain factors are important or
why judgment has to be encoded. It is often an important part of a
project to train members of the organization in decision analysis, thus
providing an in-house capability.

6.3 Engineering a Decision Analysis

It has been indicated in the discussion of the decision analysis
cycle that decision analysis is very much an engineering approach to
decision-making. That is, the aim is to construct a good enough model
with the given resources. It is clear that very elaborate models can
be constructed and that their inputs can be extensively refined, al-
though the cost of doing so is likely to more than offset the value. A
good engineering design should have the property that additional modeling
will have equal value in all parts of the model.

The construction of the model is an iterative process in which the
model becomes more refined as more is learned about the decision. This
is often accomplished by careful selection of sensitivity analyses and
information gathering schemes.

The decision tree represents a model and the choice of the number
of branches to represent a probability distribution provides a good
example of an engineering problem. Going from five to ten branches
will in most cases have little effect on the decision, although the
computational cost will increase significantly. Other examples are
found in the modeling of time and risk preference. It is often a good
approximation to use a discount rate to describe time preference and

exponential (and sometimes even a linear) utility function to describe
risk attitude.
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7. Selected Reading

It has been said previously in this paper that decision theory
provides the logical basis for decision-making in simple uncertain
situations. Even though the literature on decision theory is extensive,
there are surprisingly few sources of information that present a good
discussion of the fundamental concepts. The article by North (1968) is
the shortest exposition available. Lindley (1971) gives a penetrating
nommathematical discussion of the logical foundations; this study prob-
ably makes the easiest reading among the works cited here, and it is
at the same time the most illuminating. Raiffa (1968) and Schlaifer
(1969) both present very thorough expositions of decision theory. The
former is the more technical of the two and contains a few advanced
topics. Pratt et al. (1965) are more strongly directed toward statis-
tical problems in decision theory.

The basic references to the methodology of decision analysis are
provided by Howard (1966, 1968). These references differ in that the
former is a completely verbal discussion, whereas the latter includes
some mathematical formalism. A special issue on decision analysis pub-
lished in 1968 by the IEEE Transactions on Systems Science and Cybernetics
covers a variety of topics in addition to the two fundamental articles
by North (1968) and Howard (1968). The contributions are drawn from a
wide range of disciplines such as economics, statistics, psychology, and
engineering and provide a great deal of insight into the general area
of decision analysis.

There have not been many practical applications described in the
literature, primarily because most of the studies that have been per-
formed have contained proprietary material. Howard (1966) presents an
example of a new-product introduction. Matheson (1969) gives short
summaries of three applications; one application concerns a new-product
introduction, another concerns space project planning (unmanned explora-
tion of Mars), and the third concerns a decision as to when (and whether)
to install a nuclear generating plant in Mexico. Spetzler and Zamora
(1971) give a fairly detailed discussion of a case of a facilities in-
vestment and expansion problem. Howard et al. (1972) present the essen-
tial parts of the analysis of the strategic decision as to whether ex-
perimental seeding of hurricanes should be permitted.®

All these examples are drawn from work done by the Decision Analysis
Group and give a representative picture of its projects over the past
several years. The limitation to applications from this group is easily
explained by the fact that there are no other published examples. A
report by Brown (1971) on marketing applications--which he describes as
"personalist decision analysis'--includes some case studies that seem to
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be applications of decision theory rather than decision analysis. The
report is an outgrowth of an article (Brown, 1970) in which he discusses
whether or not managers find 'decision theory analysis' useful. The
experience seems to based on studies that were performed either on a
rather limited time scale or by people without proper qualifications.
Decision theory is today being taught at most business schools in the
United States, which means that every year thousands of M.B.A.s graduate
and some of these will very likely try to apply decision theory. It

seems very clear that their training is inadequate for the problems they
sometimes attack (this is no criticism of the M.B.A.s; the criticism
should be directed to their superiors). Therefore, it is not surprising
that many managers are left with disillusioned views of decision theory.
Some of these cases would make good examples of how decision analysis
should not be performed. Hopefully, an increasing number of well-performed
decision analyses, in the sense used in this paper, will change the evalu-
ation.

Footnotes

1
This paper was written while the author was with the Economic Research
Institute at the Stockholm School of Economics. It was supported by a
grant from the Bank of Sweden Tercentenary Fund. The author is now
with the Decision Analysis Group, Stanford Research Institute. He
would like to thank Michael Menke, Warner North, and Carl Spetzler for
comments on an earlier draft of the paper.

3

I did not include this case study in my talk at the conference, but
gave instead a presentation of a decision analysis of hurricane modifica-
tion. That study has now been written up by Howard et al. (1972).

3
This study was presented in my talk at the conference.
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A recent court case that received national attention indicated how
decision making has become a technical concern in our modern society,
The case concerned an elderly lady who was knocked down and robbed of
her handbag by a young woman. The attack was witnessed by a man who was
certain only that the young woman wore her blond hair in a pony tail and
jumped into a yellow car driven by a bearded, moustached man. Inquiries
in the local neighborhood produced a couple who fitted this description,
but neither the victim nor the witness could make a positive identifica-
tion of the assailants. Because of this lack of positive identification
and the fact that the purse was never found after the attack, experienced
legal opinion was that no conviction would be possible.

However, the resourceful prosecutor called as an expert witness a
mathematics professor who was an authority on probability. At the trial
he placed this expert witness on the stand and asked him questions and
answers that went something like this:

Q. What is the probability of a man having a
moustache?

A. One in three.

Q. What is the probability of a young woman

having blond hair?
A. One in four.

The questioning continued in this manner until a probability had been
assigned to each of the factors in the description of the crime. Then
the witness multiplied the probabilities of the factors together and
stated that the chance that the crime was committed by some other couple
who happened to meet the same description was one in twelve million.
Although this statement rested on many assumptions that we would con-
sider questionable, it was sufficient along with other circumstantial
evidence to convince the jurors--they returned a guilty verdict. When
the defense attorney objected to this type of expert witness, the pre-
siding judge replied: 'Probability has a sound and proper basis. The

161



law provides experts in any field may be used where they have knowledge
that is not known to the average person,'

Not often does the modern theory of probability used in decision-
making come to our attention in such a dramatic setting. Yet it is
symptomatic of a minor revolution in the way decisions are being made
in this country. The revolution is partly the result of the progress
in computation that has occurred over the past twenty years. As the
computers have increasingly shown their ability to handle the routine
tasks of business, the desire has grown to apply them to the higher
functions of management and, in particular, to decision-making. However,
the more direct causes of the revolution are found in the academic com-
munity. The theory of probability, which was formerly thought to be
of interest only to technical specialists, has been shown to be of fun-
damental relevance to everyone who makes decisions. In what follows
we shall explore the emergence of this view and its implications for
modern decision-making.

Assertion 1: The process of decision-making is at the heart of
most technical, business and governmental problems. Engineers must make
decisions when they consider a change in the design of a manufactured
item. Marketing executives must decide on the territories and intensi-
ties for sales campaigns. Governmental officials must decide on the
apportionment of funds for area redevelopment. We could all name many
more examples and we might conclude that all real problems are decision
problems. Even in our personal lives we face decisions like where to
go to college or where to take a vacation or perhaps whom to marry. Al-
though these examples vary in their susceptibility to quantitative anal-
ysis, they all fit within the structure of decision theory.

Assertion 2: Decision-making requires the study of uncertainty.
The importance of uncertainty is revealed when we realize that decisions
in situations where there is no random element can usually be made with
little difficulty. Only when we are uncertain about which of a number
of possible outcomes will occur do we find ourselves with a real decision
problem. For example, suppose that we are planning to take a trip to-
morrow and that bad weather is forecsst. We have the choice of flying
or taking a train. If someone told us the consequences of each of these
acts, then our decision would be very simple. Thus, if this person said
that the train would depart at 9:13 and arrive at 5:43, if he described
in detail the nature of the train accommodations, the menu in the dining
car, the people whom we would meet as travelling companions, then we
would have a very clear idea of what taking the train implied. 1If he
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further specified that the plane would leave two hours late and arrive
two and half hours late, that during a certain portion of the trip the

flight would be especially bumpy, and in addition described the meals
that would be served and the acquaintances we would meet, then the fly-
ing alternative would be described as well. Most of us would have little
trouble in making the decision about our means of travel when we con-
sidered these specified alternatives in the light of our tastes and de-
sires, Thus the decision problem is difficult because of the uncertainty
of departure and arrival times and, in the case of the plane, about
whether the trip will be possible at all. The factors of personal con-
venience and pleasure will be more or less important depending upon the
urgency of the trip and consequently so will the uncertainties in these
factors. Thus we see that we cannot make a meaningful study of decision-
making unless we understand how to deal with uncertainty.

Assertion 3: Uncertainty can only be studied formally through
probability theory. Suppose that we desire to create a theory of un-
certainty with the following properties:

1. The theory will deal only with unambiguous events so that we
understand uniquely what is meant by any statement within the theory.

2, Uncertainty is to be measured by a number so that the uncer-
tainties of different events can be compared.

3. The theory never introduces any assertions into the argument
unless they have been explicitly introduced by the decision-maker.

Then it is possible to show using mathematics that the only theory
consistent with these requirements is the theory of probability initiated
by Pascal, Fermat and Bernoulli three hundred years ago, developed by
Bayes and Laplace two hundred years ago, and studied seriously until
today by mathematicians the world over. This theory of probability is
the only theory of uncertainty that has this important property: Lthe
likelihood of any event following the presentation of a sequence of
points of data does not depend upon the order in which those data are
presented. So basic is this property that many would use it as the
defining basis for the theory. If it were not inevitable we would con-
sider ourselves fortunate that a theory so extensively investigated and
developed turns out to be at the heart of all decision-making,

Assertion 4: DProbability is a _state of mind, not of things. A
reasonable question at this point is the following: If probability is
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so essential to decision-making, why has its importance not been more
widely appreciated until now? The answer is that many users of prob-
ability theory (but certainly not the original developers) considered
probabilities to be physical parameters of objects just like weight,
volume or hardness. For example, there was much mention of '"fair"
coins, and "fair'" dice with the underlying notion that the probabilities
of events associated with these objects could be measured in the real
world. For the past fifteen years, however, an important minority of
experts on the subjects have been advancing the view that probabilities
measure our state of knowledge about phenomena rather than the phenomena
themselves. They would say, for example, that when we describe a coin
as '"fair'", we really mean that on the basis of all evidence presented to
us we have no reason for asserting that the coin is more likely to fall
heads than tails. This view is modern, but not a product of modern
times. It was stated clearly and convincingly two hundred years ago by
both Bayes and Laplace. We can only regret that such a powerful and
fundamental notion remained buried for such a long time.

A colleague of mine has a cogent and entertaining example for driv-
ing home the point of this assertion. An astronaut is about to be fired

into space on a globe-circling mission. As he is strapping himself into
his capsule on top of a gleaming rocket he asks the launch supervisor,
"By the way, what's the reliability of this rocket?" The launcher super-
visor replies, '"99%--we expect only one rocket in 100 to fail." The
astronaut is reassured, but still has some doubts about the success of
his mission. He asks, '"Those rockets around the edge of the field, are
they the same type as the one I'm sittting on?" The supervisor replies,
"They're identical." The astronaut suggests, "Let's shoot up a few just
to give me some courage." A rocket is fitted with a dummy pay load,
prepared for launching and fired--it falls in the ocean a complete fail-
ure. The supervisor says, ''Unlucky break, we'll try another." Unfortu-
nately, that one also fails by exploding in mid-air. A third is tried
with disastrous results as it disintegrates on its pad.

We can imagine what all this has done to the courage of our astro-
naut. By this time he has probably handed in his resignation and headed
home. No power on earth could convince him that the reliability of the
rocket he was to use is still 99%. And yet, what has changed? His
rocket is physically unaffected by the failure of the other rockets.

If probability were a state of things, then the reliability of his rocket
should still be 0.99. But, of course, it is not. After observing the
failure of the first rocket, he might have evaluated the reliability

of his rocket at say @ 90; after the second failure, at 0.70; and finally
after the third failure, at perhaps 0.30. What happened was that his
state of knowledge about his own.rocket was influenced by what happened

164



to its sister ships and therefore his estimate of its reliability must
decrease. His final view of its reliability is so low that he does not

choose to risk his life.

The view of probability as a state of things is just not tenable.
We should consider probability as the reading of a kind of mental ther-
mometer that measures uncertainty rather than temperature. The reading
goes up as data accumulates that tends to increase the likelihood of
the event under consideration. The reading of 1 corresponds to certainty
that the event will occur; the reading of 0 to certainty that it will
not occur, The inferential theory of probability is concerned with the
question of how the reading ought to fluctuate in the face of new data.

Assertion 5: All prior experience must be used in assessing prob-
abilities. Most of us will agree that it would be unwise to make a
decision without considering all the knowledge we had obtained prior to
making the decision. If we were offered an opportunity to participate
in a game of chance by our best friend, a tramp, and a business associate,
we would generally have different feelings about the fairness of the
game in each case. The major problem is how to encode the knowledge
that we have in a usable form. This problem is solved by our observa-
tion that probability is the appropriate way to measure uncertainty.

And, of course, a probability is a number that we can use in computations.

The difficulty in encoding our prior knowledge as probabilities is
that prior information available to us may range in form from a strong
belief that results from many years of experience to a vague feeling
that arises from a few haphazard observations. Yet I have never met a
person who had '"no" information about an event that was important to
him. People who start out saying that they have ''mo idea'" about what
is going to happen can always, when pressed, provide probability assign-
ments that show considerable information about the event in question.

The problem of those who would aid decision-makers is to make the process
of assigning probabilities as simple, efficient, and accurate as possible.

Assertion 6: Decision-making requires the assessment of values as
well as probabilities. We said that the problem of the traveler that
we discussed earlier became simple when uncertainty as to the modes of
travel was eliminated. More precisely we said that it became a question
of taste and preference. One of the key factors in the decision-making
process is the establishment of the value to be attached to each of the
various outcomes of a decision. When faced with two completely speci-

fied future sequences of profits, costs and other consequences, the
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decision-maker must be able to say which he prefers and to state his
preference in quantitative terms. In business problems the desirability

of any outcome will usually be measured in terms of dollars, either di-
rectly measured as costs or revenues or implicitly assigned as in valuing
customer goodwill and employee satisfaction.

The mathematical theory concerned with the assessment of value is.
.called urility theory. Although this theory is not so widely known as
probability theory, it is based upon probability theory and on some ad-
ditional axioms. One of these axioms, for example, is the axiom of
transitivity. This axiom states that if the decision-maker prefers out-
come A to outcome B and if he prefers outcome B to outcome C, then he
must prefer outcome A to outcome C. The theory will not be useful to
a person who does not subscribe to this tenet. The other axioms are
similar in kind and equally logical.

We all know that we may from time to time behave in a way that is
inconsistent with these axioms or with the axioms of logic in general.
The point is not whether we do act logically, but rather whether we want
to act logically. That is, we are constructing a normative theory that
will aid us in making more consistent and logical decisions rather than
a descriptive theory that merely specifies our current decision practices.

We might summarize by saying that we haven't specified a decision
problem until we have said what it costs us to be wrong. Decision in
the absence of value is speculation rather than accomplishment. The
computation of values may require extensive staff work and discomfitting

executive soul-searching but it is a necessary function.

Assertion 7: Decisions can only be made when a criterion is estab-
lished for choosing among alternatives. Suppose that probabilities have
been assigned to various outcomes and that a value has been attached to
each outcome. When this has been done for all alternatives, which of
these alternatives should be selected? Should it be the alternative
with the highest expected profit? The alternative with the minimum max-
imum loss? The alternative with the highest probability of the highest
gain? The question is a difficult one that few decision-makers have
faced squarely.

We can understand the difficulty when we consider the apocryphal
problem of William Tell in shooting the apple off his son's head. As
an experienced marksman, Tell had a good measure of the uncertainty in
his impact point, so the encoding of his previous knowledge was relatively
simple. Next, however, he had to construct the loss function. If he
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shot too low, he would kill his son; if he shot too high, he would lose
prestige as a rebel leader and probably be imprisoned. Only if he hit
the apple would they both be freed. Tell thus had to evaluate the out-
comes: ''son dead, Tell free'"; ''son alive, Tell imprisoned"; and "both
free." Let us assume that Tell's arrow was equally likely to vary in
all directions from the aim point. Then if Tell rated the outcome of
"son dead, Tell free' equal to the outcome "son alive, Tell imprisoned,"
he would have aimed at the exact center of the apple. If he valued his
position as a rebel leader more than his son's life, then he would have
aimed slightly low but still, of course, at the apple so that he would
be less likely to be imprisoned than to kill his son. On the other hand
if he wanted to maximize the probability of the most favorable event,
namely, their both being set free without regard to any other considera-
tions, then he should once more have aimed at the exact center of the
apple.

We thus see that the assignment of probability and assessment of
value are merely the first two steps in formalizing the decision problem.
The establishment of the decision criterion plays an equally important
role in the decision-making process. Experiments with small groups and
large organizations have shown that the establishment of decision criteria
is not a simple task. Individuals at different levels in organizations
have different propensities for taking risks. They behave differently
when using their own money from the way they do in making decisions
regarding the company's money. Indeed, it is a real danger if the in-
dividual cannot look at the company's decision problems from the company's
point of view rather than from his own.

Assertion 8: The implications of the present decision for the
future must be considered. The influence of present actions upon the
future is a point often disregarded by decision-makers. Unfortunately,
a decision that seems appropriate in the short run may in fact place
the decision-maker in a very unfavorable position with respect to the
future. For example, a novice taxi driver may be persuaded to take a
customer on a long trip to the suburbs by the prospect of the higher
fare for such a trip. He might not realize, however, that he will have
to return in all likelihood without a paying passenger, and that when
all alternatives are considered, it could be more profitable for him to
refuse the long trip in favor of a number of shorter trips that could
be made within the city during the same time. Fortunately, we have at
our disposal powerful techniques for handling just this type of problem.

167



Assertion 9: We must distinguish between a good decision and a
good outcome. 1In everyday life we often do not recognize the distinction

between good decisions and good results. For example, suppose that a
man said that he never wanted to engage in any game of chance in which
the odds were against him. If this man then paid $1.00 for a ticket in
a lottery with 1,000 tickets outstanding and a prize of $100, we could
describe his decision as illogical or, perhaps better, as inconsistent
with his avowed goals. (We are assuming, of course, that no other mo-
tives like sympathy for the ticket seller influenced his actions.) In
the same way a particular decision made by an agent of a company might

be inconsistent with the company's official policy--we would also char-
acterize that decision as inconsistent.

However, suppose that the lottery ticket purchaser wins the $100
prize--does that result affect our appraisal of his action as inconsis-
tent? Not at all, because the judgment of inconsistency was based on
the nature of his decision-making process, not on the ultimate outcome.
In this case we would still regard his decision as inconsistent, but
speak of the outcome of that decision as fortunate. We thus should
describe decisions as 'good'" decisions if they are based on a logical
evaluation of the information available in assigning probabilities and
values, and if they are consistent with the goals of the organization
for which the decision-maker is an agent. We should describe an outcome
as '""good" or fortunate if it represents a situation highly valued by the
organization. Thus good decisions can produce bad outcomes, and bad
decisions can produce good outcomes. Some people play wisely and lose;
others play foolishly and win. We must be careful to reward the logical,
wise, and farsighted decision-maker even though he occasionally will in-
cur bad outcomes and to refrain from rewarding decision-makers whose
success is due to chance. The other course is to place the decisions of
the organization in the hands of individuals who are "lucky'--a course
that would not be too costly if we could tell when the run of luck was
going to end.

However, nothing we have said should be construed to mean that the
only good decisions come from a formal, mathematical decision procedure.
Although such a procedure is a real help for most of us in our desire to
be logical and consistent, we may know some individuals who are always
capable of arriving intuitively at the same decision the rest of us
reach after much labor. Such individuals should be highly valued, for
they are rare. The people in which we must not place our confidence are
those who make decisions without either deep insight or a formal proce-
dure. The point is this: Suppose you learned that a man with a string
of 10 successful decisions to his credit had made those decisions by
flipping a coin before even considering the merits of alternate proposals.
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Could you be assured of his future success? (According to the joke,
you should buy his coin and then fire him.)

THE TOOLS OF DECISION

The tools of decision-making are, as we have said, the theory of
probability and the theory of utility. Each of these requires and is
worthy of long and serious study by the decision-maker. However, there
have also arisen certain techniques based on these theories that aid us
in visualizing decision problems.

The most important and simple of these techniques is called the
decision tree. A typical decision tree is shown in Figure 1 for a prob-

lem we shall call the Judge's Problem. This is the problem of a judge
who must decide whether to convict or free a man who may be guilty of a
crime, We assume that no jury is involved and that the judge is there-
fore fully responsible for the decision. The decision tree is merely a
pictorial representation of the sequential steps in the decision problem.
In this case the essential decision is to convict or to free and we have
branches with these labels emanating from a node indicated with an X.
The node is called a decision node because the choice of which branch

to take is the province of the decision-maker. After the decision is
made and regardless of which way it is made we come upon a node from
which emanate two branches marked ''guilty'" and "innocent'" corresponding
to the possible states of the defendant.

The defendant knows whether or not he is guilty, but of course the
judge can only assign a probability to the defendant's guilt. In this
Figure, we indicate that the judge has assigned a probability p to the
defendant's being guilty on the basis of the evidence presented and
therefore has assigned a probability 1- p to his being innocent. The
node from which emanate the guilty and innocent branches is therefore a
chance node. The branch that will actually be taken at this point is
governed not by the decision-maker but, as far as the decision-maker is
concerned, by chance.

At the tips of the tree are recorded the economic values to society
of having each of the four possible outcomes represented by the tree,
i.e., convicted and guilty; convicted and innocent; free and guilty;
free and innocent. The number A is the contribution to society of one
year's income which we shall take as $7,000; B is the cost of keeping
a man in prison for one year which we shall take as $2,000. The amount
C is the cost of imprisoning an innocent man, a very high cost for a
society respecting justice, but one which must be evaluated since it
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Figure 1

Decision Tree for the Judge's Problem

Value to Society

P Guilty -B
-B-(1 —p)C
Convict
1-p Innocent -B-C
A-D

p Guilty
Free

1-p Innocent

A: Contribution to society of one year's income

B: Cost of keeping a man in prison for one year

C: Cost of imprisoning an innocent man

D: Cost of letting a guilty man go free, perhaps the expected
cost of additional crime

will sooner or later be faced. Let us assign this cost as $100,000.

The quantity D is the cost of letting a guilty man go free. Perhaps
this is the expected cost of additional crimes he may commit during the
one year period. We shall say that this is $10,000. Thus, if the man
is convicted and is guilty, the cost to society is the cost of imprison-
ing him. If he is convicted and is innocent, to the cost of imprisoning
him must be added the cost of imprisoning an innocent man. If the man
is freed and is guilty, then society receives his income A but loses
through his crimes an amount D. If the man is freed and is innocent,
then he makes his normal contribution of A to the society.

Now that the values and probabilities have been assigned, the prob-
lem for the judge is to establish the decision criterion. Let us suppose
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that he chooses to follow the route that maximizes the expected value to
society., We compute the expected value to society under a given alterna-

tive by multiplying the value to society for each outcome under that al-
ternative by the probability of that outcome and summing over all out-
comes. Thus if the defendant is convicted, the expected value to society
is given by -B -(l1-p) C, while if he is freed, it is given A-pD. The
convict alternative will have a higher expected value if

-B -(1 -p) C>A - pD ¢9)
or if

A +B+¢C
py—2=2"=
C +D (2)

for the numbers we have assigned the criterion on p for conviction is

p> 109

110 (3)

Thus in terms of the expected value criterion and the costs that we have
assigned the judge should convict the defendant if he is more than ap-

proximately 99% sure that the defendant is guilty. Under these very
special assumptions, we have therefore established a quantitative mean-
ing for the term '"reasonable doubt."

This example could be made considerable more realistic by separat-
ing sentencing from conviction, for example. We could then build a
more detailed model for the defendant's future behavior in order to de-
termine what an appropriate sentence might be. However, rather than to
continue further with this example, let us consider a problem from an
industrial context.

Figure 2 shows a decision tree for a company trying to decide whether
to introduce a new product. The decision node shows that there are three
alternatives: produce the new product, test market the new product or
forget about the new product. If the new product is produced, then it
will either be a success or failure and we could spell out those conse-
quences in more detail. If the decision is to forget about the new
product, then there will probably be no future consequences except pos-
sible loss of future profit. The decision of test market, however, is
especially interesting. The result of the test market alternative will
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Figure 2

Decision Tree for a Company Problem

Success

Produce

new product Success

Produce
new product

Failure
/;m

it

Test market

Forget
new product

have to be either a decision to produce or to forget about the product
when the test market results are available. Of course, there is still
another alternative and that is to continue test marketing but for sim-
plicity we have not included it in the figure. When the tree is drawn,
then management must assign the probabilities for success and failure
contingent on each of the alternatives and then establish the values to
be assigned to each outcome. We should notice that the cost of test
marketing must be included in assigning the value to the test marketing
alternative. Of course the reason that this test marketing is conducted
is that it is hoped that the ultimate probabilities of failure and success
will be more clearly indicated by the results from the test market. It
is consideration of such alternatives as test marketing that decision
theory can play an especially valuable role., Decision theory can tell

us first of all whether test marketing is worthwhile, whether the in-
formation that could be gained from it is expected to be as valuable

as its cost, If test marketing is profitable in principle, then decision
theory will tell us how much test marketing should be done and can even
aid in the selection of test markets and in establishing the extent of
the testing in each market,

172



Thus the evaluation of experimental programs in test marketing is
merely another alternative to be evaluated in a decision tree. The tech-
niques for performing this evaluation are straightforward and readily
adaptable to automatic computation. When we do employ automatic computa-
tion, the trees that we consider can be very large, with many alternatives
considered and many outcomes evaluated. Thus we see that though simple
in concept the decision tree is a very valuable tool in decision-making.

But is the construction and solution of trees the only contribution
of decision theory? The answer is no. The decision tree is simply the
most easily seen part of an iceberg of decision theory whose larger part
is based upon more complex probabilistic structures. We shall illustrate
this with the problem space shown in Figure 3. We can characterize a
decision problem by the type of probabilistic structure that underlies
it. One dimension of the problem is the degree of uncertainty in it.

How many of its elements are probabilistic, i.e., how many must have
probabilities assigned to them? How many are deterministic, i.e., known
with great precision? Another dimension of the problem is the number of
variables, a number that may range from one to several hundred. Some of
the variables may be known deterministically, others only in a probabi-
listic sense. The final dimension of the problem space is time. 1Is the
problem a static one, like perhaps the travel problem we discussed earlier
where the decision once taken will have implications only into the very
near future, or is the problem a dynamic one where the effects of the
present decision must extend over several years? We note that if time

is important in a decision, then we must use the principles of discounting

future income and costs to reflect the true economic nature of the prob-
lem,

As we might expect, the simplest decision problem would be that in
which there was one variable known deterministically and for which the
time factor was unimportant. Most such problems would in fact be trivial.
However, as we move away from the origin in this problem space, the prob-
lems become increasingly difficult. As the number of variables increases,-
as more of them must be described probabilistically, as the effect of
time becomes increasingly important, we arrive at decision problems that
are difficult not only from the point of view of computation, but even
from the point of view of formulation.

We can identify each of the corners of the problem space with the
fields of mathematics. We have already dismissed corner 1 as trivial.
Corner 2, the deterministic, dynamic, one-variable problem, is treated
in college courses on differential equations. Corner 3, the probabilis-
tic, static, one-variable problem, is covered by the elementary probabil-
ity theory for individual random variables. Corner 4, the probabilistic,
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Figure 3
The Problem Space
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dynamic, one-variable problem, is the province of the theory of stochas-
tic processes. Corner 5, the deterministic, static, many-variable prob-
lem, is treated by the theory of matrices and of multi-variable calculus
in general. Corner 6, the deterministic; dynamic, many-variable problem,
is the primary concern of the modern theory of control practiced by con-
trol engineers. Corner 7 is the probabilistic, static, many-variable
problem that we study as the theory of joint distributions in probability
theory of joint distributions in probability theory. Corner 8, the most
complicated corner of all, is the probabilistic, dynamic, many-variable
problem for which the Markov process and its relatives are helpful models.

Thus we see that the technology exists for analyzing problems in
almost any area of the problem space. The depth of the coverage varies,
but the basic structure is there. To get an idea of the kind of models
available, let us consider the simple Markov process shown in Figure 4.
The process has two states, state 1 and state 2, that it may occupy.
From each state it may make a transition back to that state or a tran-
sition to the other state. The arrows in the Figure indicate the pos-

sible transitions. The numbers appended to the arrows are the probabil-
ities that if the process is in a certain state, it will make the transition
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Figure 4

A Markov Process

0.6

0.4 0.7

0-3

State 1: Customer bought brand A last
State 2: Customer bought brand B last

indicated by the arrow. Thus when the process is in state 1 we say that
there is a 0.4 probability of its returning to state 1 and 0.6 probabil-

ity of its moving to state 2 on its next transition. Similarly, when
the process is in state 2, we say there is a 0.7 probability of its
returning to state 2 and 0.3 probability of its making a transition to
state 1.

We can consider this Markov process as a model of purchasing be-
havior. We let state 1 represent the state of a customer who last bought
brand A and state 2 that of a customer who last bought brand B. Thus
the Markov model says that a customer who bought brand B last is more
likely to follow that purchase with the purchase of Brand B than he is
with a purchase of brand A. The reverse is true for a customer who bought
brand A last: he has a 0.6 probability of buying brand B on his next
purchase. From the theory of Markov processes we can calculate the
probability that if a customer bought brand A on his last purchase he
will also buy brand A three purchases from now, or five, or ten, or one
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hundred. A moment's reflection makes us realize that if we let this
process operate for a long enough time, knowledge of a purchase a long

time in the past should have no influence on the probabilities of present
purchase. This is in fact the case and the theory shows that if a cus-
tomer is operating as the process indicates, then he is twice as likely
to be in state 2 at a time far in the future as he is to be in state 1.
In other works, we predict that he will buy brand A twice as often as
brand B in the long run.

Many other interesting questions may be asked of Markov processes.
Further, the processes we consider can be much larger with perhaps fifty
or one hundred states. We can expand the model by allowing each transi-
tion to have a time duration drawn from a probability distribution, but
perhaps the most valuable flexibility available is in allowing monetary
rewards as well as probabilities to be associated with each transition.
Then we can talk of profit in a Markov process model. Furthermore, we
can superimpose upon the model a decision structure that allows us to
calculate the way of operating the system that will be most profitable
in the long run. In particular this Markovian system is an explicit
model for taking into account the effect of present decisions upon the
future, an effect whose importance we stressed earlier,

But the Markov process is only one of many probabilistic models
that aid us in solving the decision problems based on the problem space
of Figure 3. 1In attacking decision problems there is no substitute for
a fundamental knowledge of the underlying probabilistic structure.

CONCLUSION

We have now seen how a theory of decision-making can and must be
based on the theory of probability. The functions of the decision-maker
are thus to assign probabilities, assess values, and establish a decision
criterion. When this has been done, the solution of the problem is an

exercise in logic and therefore the province of the digital computer, if
necessary.

Perhaps the best way of ending is with the statement of J. Clerk
Maxwell, the father of electro-magnetic theory: ''The true logic for
this world is the calculus of probabilities which takes account of the
magnitude of the probability which is, or ought to be, in a reasonable
man's mind."
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Making decisions is what you do when you don’t know what to do. Decision
analysis is a process that enhances effective decision making by providing
for both logical, systematic analysis and imaginative creativity. The procedure
permits representing the decision-maker's information and preferences con-
cerning the uncertain, complex, and dynamic features of the decision problem.
As decision analysis has become more accepted and influential the ethical
responsibility of decision analysts has increased. Analysts must be sensitive
to assuming improper roles of advocacy and to participating in analyses
whose means or ends are ethicaliy repugnant. Criticisms of decision analysis
are examined at three levels. Application criticisms question how much
decision analysis improves actual decision making. Conceptual criticisms
argue that the decomposition and recomposition of the decision analysis
process may iend to a misshapen framing of the problem or to a suppression
of “‘soft” or “‘fragile’’ considerations. Criticisms at the level of principle grant
the effectiveness and comprehensiveness of decision analysis but express
fear that the process may legitimize decisions otherwise questionable because
of their end-state value system or their anthropocentric focus. Decision
analysis is the most effective decision methodology yet advanced. Sensitivity
to practical and ethical concerns about its use can only increase its effective-
ness.

N THE 10 YEARS since the first special issue on decision analysis
(Howard [10]), the profession has grown considerably in number of
applications and professionals. With successful establishment of the
profession there is an obligation to examine the advantages of its use and
the possibilities of its misuse to avoid either a limitation of future growth
through the misunderstanding of potential users or worrisome misappli-
cation through the insensitivity of practitioners.

My purpose in this essay is to present views on human decision making,
on the nature of decision analysis, and on the usefulness of decision
analysis. I shall then examine some practical and ethical issues involved
in using decision analysis as public policy analysis.

1. HUMAN DECISION MAKING

To place decision making in perspective we have to return to a
controversy among the ancient Greeks (Capra [2]). Heraclites of Ephesus
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believed in a world of perpetual change arising from the dynamic inter-
action of opposites. These pairs of opposites were the unity which
contained and transcended all opposing forces. Parmenides of Elea be-
lieved in a divine principle standing above all gods and men, a belief that
ultimately led to the separation of spirit and matter, to the separation of
body and soul, and to the distinction between subject and object. The
philosophy of Parmenides culminated in the development of Western
thought and science while that of Heraclites is remarkably similar to the
Eastern world views of Hindus, Buddhists, or Taoists. Within the present
century we have seen the advance of physics into the realm of quantum
theory question the subject-object world and produce apparent paradoxes
that can only be resolved by world-views (Dewitt and Graham [3]) that
are remarkably close to those of Heraclites.

The idea of a “decision” is a quintessentially Western idea, an act of
hubris to a believer in Eastern philosophy and a joke to the enlightened.
(Can you imagine Buddha or Lao-Tzu making a decision?) However, we
in the West are captives of our culture and so we are usually strong
believers in the idea of making decisions. Yet many of us have had the
experience of knowing that certain actions are beyond decision, particu-
larly actions concerning love, the infinite resource which need never be
allocated. Here, perhaps, we perceive the world with the undifferentiated
gaze of the East.

There remain for most of us many situations where we don’t “know”
what to do in this sense, situations where we must allocate resources and
balance in some way the pros and cons of each alternative allocation.
This is what I call the realm of decision making. (I tell my class: decision
making is what you do when you don’t know what to do.)

There are many approaches one can use in decision making. One is
intuitive or holistic. The Gestalt of information, sensations, and impres-
sions gathered by the brain somehow results in the individual choosing
a course of action. Another approach is analytic or rational. Here the
situation is dissected into its features, and these are then evaluated by
some logical process to arrive at a decision. Recent brain research
indicates that the right hemisphere of the brain is heavily involved in the
first process while the left hemisphere is predominant in the second. I
shall discuss these processes in more detail in what follows, but I can say
now that decision analysis as a formal methodology is a candidate (and
some would say “the” candidate) for a logical procedure.

My personal view is that the analytic and intuitive capabilities of the
mind are synergistic and not destructively competitive. For example,
there is to my knowledge no synthesis procedure for a color television set
or a jet airliner. The creation of each requires imaginative solutions to a
variety of problems. However, these problems are often revealed and
solutions suggested by the extensive analysis engineers perform in testing
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their designs. Similarly, I consider decision analysis not simply a logical
procedure but in addition an essentially artistic process for achieving the
creativity in decision making that can only result when we use all our
faculties.

I have focused on individual decision making because in a most impor-
tant sense all decisions are individual decisions. Individuals making
decisions as agents for others must conform to the agreement they have
made in accepting the responsibility to act as agent. This category
includes all those who act on behalf of organizations. The individual who
as principal devolves some decision making authority upon an agent is
making a decision in that devolution. Thus, whether as principal or agent,
everyone is exercising individual decision making. This view leaves no
room for group decision making except that of individuals acting collec-
tively in accordance with an agreement.

2. DECISION ANALYSIS

Decision analysis is the profession concerned with helping individuals
make decisions. The profession consists of a theoretical paradigm for
decision making and a body of practical experience for using this paradigm
to illuminate the decision problem for the decision-maker. Central to the
paradigm is the decomposition of a possibly uncertain, complex, and
dynamic decision problem into the choices, information, and preferences
of the decision-maker: the decision set of the decision-maker. If the
decision-maker wishes to follow certain normative rules for decision
making, logic applied to the decision set reveals the preferred course of
action. The process is thus one of decomposition and recomposition with
considerable emphasis on the insight to be gathered in both procedures.

I must emphasize the normative nature of the process. Decision anal-
ysis will typically be a very poor description of the way people make
decisions. In fact, its power derives from the fact that its procedures are
not automatically followed: decision analysis can improve upon natural
decision making only because our natural decision processes are so
deficient when we encounter novel decision problems, as we shall see.

I have described elsewhere the detailed procedures of decision analysis
(Howard [11, 12, 17], Matheson and Howard [21]). The decision analysis
cycle separates problems into deterministic, probabilistic, and informa-
tional phases. Assessment and modeling procedures form choices, infor-
mation, and preferences into the decision set. The concepts of clairvoy-
ance and wizardry permit calculating what it would be worth to know
and to change what is now uncertain and uncontrollable.

The key to decision analysis is the construction of the decision set. To
some this is a matter mainly of assessing probabilities; I call these people
the “direct assessment” school. The decision-maker is asked to create
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alternatives (choices) and to provide a set of variables, the outcome
vector, on which the outcome will be judged. Then he assesses probabil-
ities on the outcome vector given the alternative (information), and
finally a utility function on the outcome vector (preferences). By the
normative axioms the preferred alternative is the one with the highest
expected utility.

To others creation of the decision set is a more highly structured
activity. This school, of which I count myself a member, is the “modeling
school.” It is based on the premise that few individuals are either
comfortable or effective in representing their information and preferences
in the form described above except in the simplest of decision situations.
Members of the modeling school construct a more explicit representation
of the decision set. Relations between outcomes and alternatives are
captured using the structural information possessed by the decision-
maker or his delegates. The models may be modest or extensive depend-
ing on the nature of the decision problem. Likewise, the representation of
preference is usually divided into placing values on certain outcomes by
means of a value function and then encoding risk preference on an
appropriate numeraire. The result of the process, which we may regard
as decision engineering in the same sense as electrical or mechanical
engineering, is an extrapersonal representation of the decision problem—
a representation that can be prodded, tested, and compared with other
representations or within itself. The representation usually proceeds
through a number of stages, such as pilot, prototype, and production just
as do the designs of physical devices [12].

This extrapersonal representation has several advantages. It allows
experts to contribute in their field of expertise: lawyers on legal aspects,
metallurgists on material technology, and salesmen on marketing pros-
pects. The representation thus serves as a vehicle for focusing all the
information of experts that the decision-maker may wish to bring to bear
on the problem while leaving the decision-maker free to accept, reject, or
modify any of this information and to establish preferences. In the many
cases where the decision-maker is acting as the agent of others (stock-
holders, for example) the extrapersonal model provides a communication
tool for demonstrating that the decision-maker is functioning according
to his agreement with them.

Certain issues seem to arise whenever a decision analysis is performed.
One is the question of whether the analysis is “objective” since it uses
“subjective” probabilities. This is mainly a semantic problem that can be
avoided by using simply the word “probability” instead of “subjective
probability.” Since decision analysts believe that the only meaning of a
probability is a particular individual’s quantitative description of uncer-
tainty, no modifier is necessary. The confusion arises because many
people have been led to believe that only “objective” results are valuable,
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a belief that can be traced back to our pre-twentieth century scientific
views since it relies on the subject-object dichotomy. What many people
mean when they say “‘objective” is “impartial”’; that is, not influenced by
the prejudices of the analyst. The decision-maker must be convinced of
this if he is to find the analysis credible.

An initial concern of decision-makers is often whether or not decision
analysis is a discipline rich enough to encompass all the factors that may
be important in the decision. For example, they may ask whether the
decision analyst can treat “intangibles,” by which is meant such very
palpable outcomes as pain, disability, etc. The answer is “yes.” In prin-
ciple, any outcome can be valued and in practice many have, including
scarring (Ginsberg [8]) and death (Howard [13]). The concern about
comprehensiveness is misplaced because the real problem in decision
analysis is not making analyses complicated enough to be comprehensive,
but rather keeping them simple enough to be affordable and useful. We
occasionally encounter executives who say that they tried decision anal-
ysis and that “it didn’t work out.” Further questioning reveals that
someone who had had a course in decision trees attempted to draw a tree
for the problem and got lost in his own jungle. The problem is not
creating complexity but retaining informative simplicity.

There is sometimes confusion about the professional role played by the
decision analyst. The decision analyst is an elicitor of information and
preferences, an engineer of logical models, and an evaluator of alterna-
tives. He is not, except by chance, an expert in the field of the decision.
He is skilled in constructing the decision set using his imaginary and
colorful friends, the clairvoyant (who knows all and who helps with
defining variables and events unambiguously) and the wizard (who can
do all and who helps with value assignment), but the information and
preferences in the decision set must come from the decision-maker and
his delegates.

Many decision analysts learn the language of applied fields like electric
power generation or polymer chemistry. However, when the analyst feels
that he can, by himself, specify structure or, even more significantly
assess probabilities in a substantive field, then he has moved beyond the
role of decision analyst to one of expert. Since a prime virtue of the
decision analyst should be his detachment with respect to the alternative
chosen it follows that he must not contend with the decision-maker’s
experts in any attempt to replace their information with his.

The decision analysis process is not static but iterative and interactive.
Although we speak of assessing probabilities or preferences the process
is better described as the formation, encoding, and verification of these
quantities. Verification means not merely pointing out the consequences
of the process in specific situations and receiving confirmation but also
presenting the generic properties of the resulting assessment to make
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sure that they are understood and accepted. As a simple example, a
decision-maker who showed a region of risk preference in his risk attitude
should be informed of the practical implications of this preference.

The overall aim of decision analysis is insight, not numbers. If the
decision-maker does not feel that the analysis has captured his knowledge
and concerns and that it has produced a course of action he believes in
then the decision analyst has failed. But this is rarely the case. In a recent
study the decision gnh]yst presented his final conclusions to the entre-
preneur who had hired him. At the conclusion of the presentation the
decision analyst asked about the amount of written reporting that would
be required. The entrepreneur replied, “I believe the results of the
analysis and I am going to act in accordance with the recommendation.
Why should I pay more for a report?”

3. THE USEFULNESS OF DECISION ANALYSIS

Upon learning about decision analysis some will say, and many have,
“Why should I bother with decision analysis. I make excellent decisions
anyhow.” Perhaps this is so. However, one could ask how the quality of
a decision is measured in the absence of decision analysis, the field which
enabled the quality of a decision to be defined as logically distinct from
the quality of the outcome that follows it. But leaving this point aside,
are people good natural decision-makers? There is now considerable
evidence that they are not. To quote Slovic, Fischhoff and Lichtenstein
[25]:

The major advance in descriptive research over the last five years has been the
discovery that people systematically violate the principles of rational decision-
making when judging probabilities, making predictions, or otherwise attempting
to cope with probabilistic tasks. Biases in judgments of uncertain events are often
large and difficult to eliminate. The source of these biases can be traced to various
heuristics or mental strategies that people use to process information . .. In the
final discussion, a strong case is made that judgmental biases affect important
decisions in the real world; numerous examples are provided.

These conclusions, based on the pioneering work of Tversky and Kahne-
man [42] as well as on the findings of numerous other psychologists, seem
to hold quite generally as an assessment of how humans behave in
probabilistic and decision making tasks.

In a study on the effects of stress on decision making Janis and Mann
[18] show how the setting of the problem changes the kinds of behavior
exhibited. Their findings are briefly summarized as follows. If the problem
is seen as unimportant individuals exhibit either “unconflicted adher-
ence”’—complacent continuation of present behavior—or “unconflicted
change”—uncritical adoption of a new course of action. If the individuals
now perceive that risks are involved, they move to “defensive avoid-
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ance” —procrastination, shifting responsibility, and selective inattention
to corrective information. If they, in addition, perceive hope of finding a
better solution they exhibit “hypervigilance” or panic, characterized by
frantic search and impulsive adoption of proposals on superficial grounds.
Only if they perceive that there is ample time available to make the
decision, do they exhibit “vigilance”—painstaking search for relevant
information, unbiased assimilation of relevant information, and careful
appraisal of alternatives. What Janis and Mann call “vigilance” I would
call decision analysis when the decision problem under consideration is
worthy of professional assistance. Thus, the way I view the results of
Janis and Mann is that if an individual with an important responsibility
to act for others does not use a procedure essentially equivalent to
decision analysis when making a major decision he is likely to exhibit one
of the pathologies of decision making described; the only remaining
question is which one. I have made these mistakes enough myself to
recognize the accuracy of the Janis-Mann analysis.

Some critics of the usefulness of decision analysis strike at the heart of
the procedure, at the idea that a decision problem can be divided into its
components and then recomposed. Critics would call this “reductionism”
and contrast it to their “holistic” view.

An extremely articulate critic, whose views we shall examine at some
length, is Lawrence H. Tribe. (Though some of Professor Tribe’s views
have changed over time, I have selected quotes from his work over a
period of years because he has stated so well positions that one hears
expressed continually.) As an analogy to describe his concern about
reductionism Tribe [31] considers art:

To offer a crude but instructive analogy, the comparison of a particular painting
by Rembrandt with one by Picasso (to help decide, for example, whether it would
be desirable to sell one in order to buy the other) in terms true to the objectivist
ideal might proceed first by disregarding the history of each work (the “process”
reduction), in order to focus exclusively on what appears on the canvas; and
second by considering each work (the “substance” reduction) as just so much
paint of various specifiable colors, in order to focus on features that can be
impersonally compared (e.g., the Picasso might contain more of certain pigments
than the Rembrandt). Such “structural” features as balance, movement, compo-
sition, and the like would be left out of account; for how could one “objectively”
compare or even “analyze” them.

I would not say that there exists no analyst foolish enough to carry out
the analysis that Tribe describes, but they are rare. To suggest that what
gives value to the Rembrandt is its spectrum is to suggest that one would
value a meal solely by its composition in protein, fat, and carbohydrate.
The question is not whether one can perform foolish analyses—that is
conceded; but, rather, whether one can gain insight from a proper
analysis, and here I submit that the answer is “yes.” For example, in the
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painting example, the owner would do well to consider the extent to
which the value of ownership is intrinsic in the possession and enjoyment
of the painting as opposed to its investment value.

The reductionist criticism lies at the center of perpetual controversies
between artists and scientists. The circuit diagram of a television set is
seen by the engineer as a more fundamental description of the set than
its physical embodiment in terms of circuit boards, wires, picture tube,
etc., but the artist may see it as a graphic composition on a piece of paper
and obviously not a television set. Those who criticize analysis are more
concerned by what may be lost in the process than by what is gained.
The trick, of course, is to keep the gains without incurring the losses.

Some people believe that decision-makers are effective because they
learn on the job, and that, in fact, management science is ruining the
manager (Levitt [20]):

Still, as a corporation gets better managed and more concerned with the quality
and practice of management itself, its top people develop a powerful propensity
to manage differently. They are encouraged in this by a rapidly expanding retinue
of eager sycophants, equipped with new “scientific” tools and decision-making
models, who promise to free the manager from the inescapable uncertainties,
risks, and traumas of running an enterprise. “Experts,” trained to the teeth in the
techniques (but not necessarily the practice) of management, are enlisted to do
even better what people of native shrewdness, sound good sense, and abundant
energy did quite beautifully before.

Some of this criticism may be due to defects in application and to the
limited perspective of some areas of management science, however, there
are those who question whether decision analysis itself is useful to
decision-makers. Dreyfus and Dreyfus [4] claim that attempts of a
decision analyst to improve decision making are more likely to hurt than

to help:

While the formal model has the attractive feature, desired by advocates of
“scientific decision-making” that it lays bare and arguable the complete expla-
nation of a decision, it in no way represents the actual process through which
expert planners decide. Since the similarity-based process actually used by
experienced human beings ultimately leads to better performance in all areas
than does the formal approach often practiced by beginners, decision-making
based on proven expertise should neither be replaced by formal models nor should
proven experts feel any obligation to explain their decisions in that way:.

There is much here to comment on. First, few would argue with the
statement “the formal model . . . in no way represents the actual process
through which expert planners decide”; in fact, that is exactly what
psychologists have confirmed. However, the claim “the similarity-based
process actually used by experienced human beings ultimately leads to
better performance in all areas than does the formal approach often
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practiced by beginners” is a statement with which I can heartily disagree
when it applies to experienced decision-makers making difficult decisions.
There is little evidence adduced by Dreyfus and Dreyfus, or anyone else
for that matter, to support the claim. In fact, there is considerable
evidence to refute it. Eddy [6] has studied extensively the quality of
actual medical decision making. He has found not only that doctors make
gross probabilistic errors, such as mistaking a conditional probability for
its converse, but also that these errors lead to serious mistakes in selecting
policies for medical treatment.

The “similarity-based” process seems close to the representativeness
heuristic described by Tversky and Kahneman [42]. This heuristic, which
may be useful in situations with little uncertainty, can lead to serious
error in probabilistic settings. For example, in coin-tossing with heads
represented by H and tails by T, people often regard the sequence H T
H T T H as more probable than H H H T T T because it is “more
random.” The reference cites many examples of this behavior.

Why then do the Dreyfuses think so highly of “similarity-based”
processes? Primarily, it appears, because the examples they have consid-
ered are those with little uncertainty, with repetitive opportunities to
practice, and with immediate feedback of results. “The chess player has
a ‘feel for the game,’ the language learner becomes fluent, the pilot stops
feeling that he is flying the plane and simply feels he is flying” [5]. We
have all experienced this type of learning—it is characterized by a high
predictability of outcome given our decision. We could have added bicycle
riding or playing tennis.

People behave quite differently in probabilistic situations. (See Slovic
and Fischhoff [27] and Slovic, Fischhoff and Lichtenstein [26, 28].) As
the degree of uncertainty goes up experimental subjects begin to form
false hypotheses and to retain them in the face of contrary evidence. It
is a case of “the burned cat fears the hot stove—and the cold one, too.”
Perhaps this is the reason for the growth of superstition in our species.
One could easily believe that human beings have very little inherent
ability to handle uncertainty, that it is a blind spot just like our inability
to sense radioactivity. People seem to have no intuitive idea of how to
update their beliefs in the face of new evidence or of how the size of an
experiment affects the inference that may be drawn from it. It is a source
of wonder among lay people that the relatively small samples considered
by TV rating services, pollsters, or the census have any value.

Perhaps the pilot example cited above is the most instructive. One of
the lessons learned by all pilots when flying in bad weather is “trust your
instruments.” The pilot in the cloud may “feel” he is upside-down, or
whirling in a spin, but the instruments will show the actual flying
condition. No matter how experienced a pilot becomes he still uses his
instruments in bad weather—he never outgrows them. It would be a
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mark of foolhardiness, and not maturity, for a pilot to fly in bad weather
without instruments. Where is the “similarity-based” process here?

I believe that in dealing with uncertainty the human being needs an
instrument—probability theory, and that he will never be able to perform
well in an uncertain environment without his instrument. Once a student
approached me after a probability class and said, “I can see that this is
a subtle subject and that my intuition is lousy, but won’t I have developed
an excellent intuition about probability when I have completed the
course?” I had to answer “no,” and assure him furthermore that such a
facility still eluded me after teaching probability for many years. In fact,
one of the highlights of the course is to show how many great minds of
history became foggy when they encountered probability questions. For
example, a book published in 1686, bearing Isaac Newton’s imprimatur,
advanced the idea that the age of the purchaser should have no effect on
the price of a life annuity (Hacking [9]).

Of course the representation of uncertainty is only one feature of
decision making, even though it is usually the most perplexing feature.
When we ask about the ability of people to make choices in uncertain
situations we find pathologies of preference as well as of inference
behavior (Kahneman and Tversky [19]). For example, people tend to be
risk-preferring for losses and risk-averse for gains even when they are
highly unsure about where the zero point is. Thus formal methods are
not the dangers that the Dreyfuses foresee but rather the only hope for
compensating for the defects of the human mechanism when it faces
highly uncertain decision problems. To use a less effective procedure in
problems of great moment would be the real danger.

Someone may point out that the studies of the inadequacy of human
decision making were performed in laboratory settings, not in the exec-
utive suites of America. That is true, but if the natural decision making
of executives is to be excellent then some magical change must come over
them when they put on a three-piece suit and sit behind a desk. Pending
a major study of in situ executive behavior each of us will have to base
our assessments of executive decision making on our own observations.
It has been my experience that the highest level executives are those
most willing to face the shortcomings of their decision processes and to
seek help in improving them.

As an illustration of how executives can benefit from consorting with
decision analysts, I am reminded of a project several years ago where a
firm of lease brokers worked with decision analysts in an attempt to
improve bidding effectiveness. In this business the low bid wins. Our
clients were very proud of their “aggressive, risk-taking, low-bid” attitude.
We were able to show that their bidding strategy was, in fact, one that
would be favored by a highly risk-averse firm because to such a firm the
consequences of not winning the bid were of more concern than the low
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profits obtained given that they won it. It was quite a shock for these
executives to reassess their image but they did so and profited from the
experience.

Decision analysis is not immune to the human foibles that psychologists
find in intuitive decision making. Particularly in the process of probability
and risk assessment, the decision analyst must be sensitive to the heuristic
biases and must develop a methodology and professional practice that
minimizes their effect. The decision analysts in my acquaintance are, in
fact, very sensitive to this issue; they go to great lengths to avoid creating
artifacts in their analyses (Spetzler and von Holstein [30]). One would
say that to the extent individuals are not excellent processors the analysts
are building the instruments to assist them. The happy fact that lets us
all relax somewhat is the practical rarity of analyses in which the
recommendations are highly sensitive to small changes in either proba-
bility or risk attitude assessments.

The use, as opposed to the usefulness, of decision analysis will depend
on the value that decision-makers place on the virtues and drawbacks of
the procedure. One value is what we might call the “immersion” value,
the value of any procedure that entails a careful scrutiny of the factors
that influence the decision. The immersion value of decision analysis is
high because of its aggregative nature: each question answered leads to
another question asked. The questions all fit within one structure because
the process is comprehensive—no factor influencing the decision need be
omitted because of conceptual limitations. This complete investigation of
a decision problem is particularly valuable because it is examinable: the
elements are quantitative and explicit. The input, the model, and the
results are checkable by any interested party. Because the representation
can be exercised, sensitivities to each feature of the problem may be
calculated for the insight they provide.

The drawbacks of the decision analysis process can be large. Foremost
is the fact that the quality of the analysis depends critically on the quality
of the decision analyst. In perhaps no other form of analysis is it so easy
for the analyst to produce any result he likes by taking advantage of his
knowledge of biases and his modeling choices. Even if the analyst is well-
intentioned, he can produce very misleading results by sheer incompe-
tence. I have seen more than one multiattribute study where the decision-
maker was not apprised of the tradeoffs between outcome variables that
the utility function implied. Some of these tradeoffs seemed very strange
in view of the setting of the problem.

One could ask whether the difficulty of performing “good” decision
analysis is not itself a criticism of decision analysis. The analogy I like
here is brain surgery. Because effective brain surgery is difficult does not
mean that there is anything wrong with it. I would no more expect a
person with little training to complete an effective decision analysis than
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I would expect him to perform a successful brain operation. A distin-
guished nuclear engineer, upon being exposed to decision analysis, said,
“I see, it's easy. All you have to do is knock a few probabilities together.”
I said, “You’re right. It’s just like nuclear engineering. All you have to do
is hook a few pipes together.”

An important and fundamental difficulty of decision analysis is that it
is expensive. The level of skills required assures that it will always be
relatively expensive even in a world where computation is cheap. I find
that decision analysts require 3—4 years of graduate education and at
least 2 years of practical experience before they can be considered fully
trained. Only a tiny fraction of decisions will ever be aided by professional
decision analysis; we can hope only that among them will be the most
important decisions.

Finally, every analysis is necessarily limited—it can treat only a limited
number of possibilities no matter how large the number or how important
the possibilities. This necessary limitation is not really confining unless
we view decision analysis too narrowly. Those who see decision analysis
as a creative medium in which to apply the totality of their consciousness
will build on its strengths and transcend its weaknesses. The only caution
to add to this statement is that at the moment the skilled, sensitive,
creative decision analyst is even more rare than the skilled, sensitive,
creative decision-maker.

Decision Analysis as Policy Analysis

The usefulness of decision analysis in making a wide variety of both
private and public decisions has now been established. However, with
this growth has come increased concern about the use of decision analysis
as policy analysis to support governmental decisions. We shall explore
first the practical and then the ethical concerns.

Practical Concerns

The practical concerns focus on whether it is possible to produce a
useful policy analysis using decision analysis. Such concerns are well-
illustrated by cost-risk-benefit analysis, which at its best is an attempt to
apply decision analysis to social decisions. “The most general form of
cost-benefit analysis is decision analysis in which the role of uncertainty,
the subjective nature of costs and benefits, and the existence of alternative
actions are made most explicit” (Fischhoff, Slovic and Lichtenstein [7]).
The problems the analyst will face in assessing benefits are usually
perceived as the most difficult, and they are difficult. But what about the
equally difficult problems of assessing cost in a society that is more than
one-third government? Every price in our society is affected by local,
state, national, and even international regulations, laws, subsidies, duties,
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and taxes. In computing the investment for a new energy development,
should one use the cost of domestic steel or perhaps the lower cost of
imported “dumped” steel? In buying tires for the trucks, should the U.S.
excise tax be included in the cost? If federal law requires that union wage
rates be paid for construction, should these rates be used as the actual
opportunity cost for labor in the calculation even when there are unem-
ployed nonunion laborers of equal competence available? In fact, is cost
not just as uncertain as benefit? Think about any cost benefit analysis
you have ever seen and determine if it still makes sense after such effects
are included.

Note that this difficulty does not arise in nongovernmental calculations.
A company does not care in principle whether the higher prices it faces
are due to a tax or a drought. But the government should care since it
can control the tax.

The problem is even worse if the decision analysis concerns whether a
given function should be performed by the government or by private
enterprise. If one assumes that the government is virtually risk indifferent,
that it can borrow at the lowest rates in the society, and that the tax
payments by private enterprise are costs of private enterprise but not
costs of government entities, then virtually every analysis will show that
the government can carry out the same activity more cheaply. Of course,
then we think about the example of the post office. There is apparently
something about the difference between government and private under-
takings that may well not have appeared in the model. Lest you think
that this issue is hypothetical, a recent American Physical Society study
of nuclear reprocessing (Several Editors [24]) was carried out under the
assumptions stated above and arrived at the predicted conclusions.

At a more subtle level, Tribe [32] believes that reductionism is a major
concern in policy analysis because of a tendency toward the “dwarfing of
soft variables”:

Whenever [certain kinds of values] appear to be involved, at least potentially,
in a given problem, one should recognize that the tecnhiques of policy analysis as
currently conceived will tend either to filter them out of the investigation
altogether or to treat them in ways inconsistent with their special character . ..
But the problem here goes deeper. It relates not merely to undervaluing certain
factors but to reducing entire problems to terms that misstate their underlying
structure, typically collapsing into the task of maximizing some simple quantity
an enterprise whose ordering principle is not one of inaximization at all [italics
Tribe’s].

In another paper, he continues this charge [33]:

Thus, because policy-analytic techniques prove most powerful when the various
dimensions of a question are reduced to a common denominator, or at least to
smoothly exchangeable attributes, the continuing tendency that accompanies
analytic techniques is to engage in such reduction whenever possible, with the
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result not only that “soft” variables tend to be ignored or understated but also
that entire problems tend to be reduced to terms that misstate their underlying
structure and ignore the ‘global’ features that give them their total character
[italics Tribe’s].

This is indeed a serious gravamen, and one not lightly dismissed by
saying that the problem arises only with incompetent analysts. The
problem is least likely to arise in situations where the analyst is working
with a decision-maker to assist him in making his own personal decisions
or where he is acting under a clear agreement with a group. It is most
likely to arise in governmental decision making and is thus one more
reason why I personally feel uncomfortable about other people making
decisions on my behalf and without my concurrence, regardless of the
methodology they employ.

One particular form of the reductionist criticism that is of concern to
Tribe in the policy area is the separation of information and preference
[34]:

To offer one concrete if limited illustration, I would focus on the frequently
stressed tenet of decision theorists that one of the analyst’s main functions is to
help the decision-maker separate clearly (1) how he feels about various possible
outcomes of his decision (this preference being a matter of personal value) from
(2) his best assessment of the probability of each such outcome (this probability
being a matter of impersonal fact).

Tribe points out in a footnote: “The ‘correct’ probability is thought to
be a matter of impersonal fact even though any particular assessment of
it will invariably be personal and subjective.” Tribe goes on to say [35]:

... convicting an innocent person should be deemed a worse outcome when the
jury feels very unsure of the person’s guilt (but chooses to convict anyway) than
when the jury feels fully confident of guilt (but simply happens to be mistaken).
What is being done to the accused in the two cases differs just as surely as kicking
a child does from tripping over it, and the consequences for society of permitting
each of these practices differs as well . . . Similarly, destroying a species of wildlife
should probably be regarded as a worse outcome when it results from the
disregard of a high known risk than when it results from the materialization of a
highly unlikely contingency. The tradition in many legal systems of distinguishing
among acts in terms of the mental state accompanying them (treating murder
differently from manslaughter, for example) rests on this sort of proposition. Yet
the objectivist’s fact-value dichotomy, leading to an insistence on separating
assessments of probability from the valuation of outcomes, tends to exclude this
important dimension of human choice.

Tribe explains in a footnote, “I say ‘tends to exclude’ rather than ‘ex-
cludes’ because a sufficiently careful policy analyst could define the
‘outcomes’ in question so as to include information about the associated
probability assessments. The objectivist perspective does not preclude
such a step, but does make it far less likely.” This footnote shifts the
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criticism somewhat to the level of application, but there remains the
implication that analysis encourages overlooking important value fea-
tures of the process.

Perhaps Tribe does not understand that there is no difficulty in
assessing preference on the combination on decision and outcome—the
value to be placed on intentionally driving a car at a person and killing
him can be quite different from the value of killing a person in a traffic
accident. Similarly, in judging the behavior of a jury, the decision to
convict a person in the face of grave doubts about his guilt can be valued
differently from the decision to convict him when there is little doubt. In
fact, decision analysis should be the test of whether the jury made a good
decision. Far from being a criticism of analysis, Tribe’s discussion merely
reveals to me the clarification that results when analysis is used to
illuminate what can otherwise be a perplexing situation.

These practical criticisms do not seem to me to pose serious objections
to decision analysis, per se. They do show, however, the difficulty of
performing policy analysis using decision analysis and the necessity of
considering decision analysis as a profession rather than as a technique.

4. ETHICAL CONCERNS

As the practical impact of decision analysis increases, so does my
concern about the ethics of its use. Since the formalism of decision
analysis is amoral, like arithmetic, any moral considerations must come
from the people involved in the application. By analogy, suppose that a
maker of fine rifles that he thought were used for target competition
should find out one day that his customers were, in fact, assassins. To
continue to make the rifles is to be the de facto accomplice of assassins,
even though that is not his intent. The decision analyst, and the educator
of decision analysts, faces the same question. If the decision analyst or
his analysis becomes the means to an end that he finds morally unac-
ceptable, should he not withhold his labor?

I have been asked why ethics is of more concern to decision analysts,
or to management scientists in general, than it is to other members of
our society. I believe that analysts (management scientists and operations
researchers) as advisors on resource allocation are more likely than most
professionals, and perhaps as likely as doctors and lawyers, to face
important ethical questions. The scale of the problems they work on may
make the consequences of their activities even more extensive than they
are in the medical and legal cases. (Many will recall the ABM controver-
sies of the last decade [43, 44].)

For the decision analyst the ethical question is even greater. According
to Boulding [1], any decision is a process “affected with the ethical
interest.” The decision analyst holds himself out as being able to analyze
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the most complicated of decisions, including those affecting human life
and the environment—I have personally been involved in several such
studies (Howard, Matheson and North [14], Howard, Matheson and
Owen [15], also [45, 46)). Particularly in social decisions, the public could
well believe that when a “decision analysis” recommended a course of
action the recommendation was “scientifically based” rather than a
consequence of the information and preference inputs of the decision-
maker. Such a belief would be sadly in error.

While decision analysts like to think that they are hired because of a
desire for more systematic logic in making decisions, there is usually a
more direct cause. I have recently been asking-decision analysts how
many of their studies were prompted by a belief in systematic analysis
per se rather than by a desire of some party to the decision to advance
either his own proposals or to defend them against attacks. A very large
proportion of responses has been in favor of the self-interest hypothesis.
While there is no reason why a useful decision analysis could not be
promoted by an interested party, there is in these situations an increased
potential for ethical dilemmas. One has only to participate in a few
studies where the logical, systematic answer differed from the one the
sponsor expected to see the strength of this potential.

Ethical problems could arise in business applications of decision anal-
ysis. Although I have never heard of a situation where the client was
trying to use the decision analyst or his work in an attempt to break the
law, there may be cases where the decision analyst begins to wonder
whether the behavior of his client is in accordance with the agreement
that the client has made with others, for example, the stockholders of the
company. The decision analyst could also be faced with being asked to
work on a problem where the nature of the problem is itself ethically
unattractive; for example, a Catholic decision analyst confronting some-
one’s abortion decision or a pacifist decision analyst facing a decision
involving the manufacture of arms. Here the principle that no one should
participate as the means to an end that he feels is ethically unacceptable
will guide the analyst.

The most serious ethical problems arise when the analyst works in the
public arena. No one who participates in public affairs, however remotely,
can escape the moral responsibility for his actions. Here more than
elsewhere the analyst will be tempted to slip over into the role of advocate
of some position that he personally favors. To be an advocate while
posing as analyst is, of course, professionally unethical even if the position
advocated is morally excellent to the individual. The problem is that one
is using morally reprehensible means, fraud, to achieve the end. Unless
the person advocates fraud as a moral virtue he is in an ethical contra-
diction. While the end must justify the means in the sense that one
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chooses effective means to attain goals, one cannot ethically use a means
that is inconsistent with the moral system that validates the end.

Is an activity ethical because it is the legal result of even a democratic
process? For example, consider the distributional questions posed by
cost-risk-benefit analysis. Typical practice is to compute the total benefits
and total costs to society for each alternative and to recommend the
alternative with the greatest difference. This method assumes that there
is some mechanism to redistribute the “profit” so that everyone will be
at least as well off as before. However, the past record of government
programs shows that this ideal is almost never met. In the case of a
taxation measure where property will be removed from some and given
to others, I have never heard of a justification that it was a redistribution
of social profit resulting from previous “cost-benefit” decisions. The
question of social efficiency addressed by cost-risk-benefit analysis (in-
adequately, because of the earlier problems we mentioned) has nothing
to do with the ethics of the situation. The primacy of the individual on
which our system is based is inconsistent with the idea that you can hurt
one to help many. Therefore, unless the redistribution is, in fact, going to
take place, is not the adoption of an alternative that benefits some and
hurts others not just a case of theft from those who have lost?

Other ethical considerations may be more subtle. In a paper on envi-
ronmental law, Tribe [36] used the example of plastic trees planted in a
Los Angeles median strip—the only trees that could survive in this
environment:

Consider again the plastic trees planted along a freeway’s median strip by Los
Angeles County officials. If the most sophisticated application of the techniques
of policy analysis could unearth no human need which would, after appropriate
“education,” be better served by natural trees, then the environmental inquiry
would be at an end. The natural trees, more costly and vulnerable than those
made of plastic, would offer no increment of satisfaction to justify the added effort
of planting and maintaining them.

To insist on the superiority of natural trees in the teeth of a convincing
demonstration that plastic ones would equally well serve human purposes may
seem irrational. Yet the tendency to balk at the result of the analysis remains.
There is a suspicion that some crucial perspective has been omitted from consid-
eration, that the conclusion is as much a product of myopia as of logic.

We sense here that the focus of the attack has shifted. We indeed find
[37):

... one must concede that there is nothing in the structure of the techniques
themselves, or in the logical premises on which they rest, which inherently
precludes their intelligent use by a public decision-maker in the service of these
“intangible,” or otherwise “fuzzy,” concerns.

This does seem like a retreat on the soft variable issue and leads to an
attack not on policy analysis, but on the ideology within which it is used:
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Thus the distortion results not from a logical flaw in the techniques of policy
analysis but rather from what I have elsewhere described as the ideological bias
of the system in which such analysis is imbedded, a system that has come to treat
the human will and its wants as the center around which reason as calculation
must revolve [38].

In most areas of human endeavor—from performing a symphony to orches-
trating a society—the processes and rules that constitute the enterprise and
define the roles of its participants matter quite apart from any identifiable “end
state” that is ultimately produced. Indeed, in many cases it is the process itself
that matters most to those who take part in it [italics Tribe’s] [39].

The only entities that can “count” in a calculus of end-maximization, whether
utilitarian or contractarian, are those entities that possess their own systems of
ends or at least the capacity to experience pleasure and pain, and nothing outside
the private ends and pleasures of such beings can come to the rescue of a
philosophy devoted solely to their pursuit [40].

Thus, Tribe criticizes not only the use of policy analysis to attain end-
states, regardless of process, but also the anthropocentric value system it
incorporates. The concern with a world beyond man takes us to the
question of animal rights [41]:

What is crucial to recognize is that the human capacity for empathy and
identification is not static; the very process of recognizing rights in those higher
vertebrates with whom we can already empathize could well pave the way for
still further extensions as we move upward along the spiral of moral evolution

[italics Tribe’s].

A careful view of Tribe’s criticisms shows that they are not criticisms
of decision analysis so much as criticisms of our social decision making
processes regardless of the procedures employed. End-state versus proc-
ess ethics and animal rights are issues that would exist even if decision
analysis did not. The ethical danger for decision analysts lies in attempt-
ing to use decision analysis to overwhelm with technology what are really
ethical problems.

5. THE FIRST DECISION ANALYST

There are those who believe that there is something “cold and inhu-
man” about rational analysis. I believe that to be human is to be reasoning
as well as compassionate. My ideal here is Buddha:

Perhaps the most striking thing about him, to use the words of J. B. Pratt, was
his combination of a cool head and a warm heart, a blend which shielded him
from sentimentality on the one hand and indifference on the other. He was
undoubtedly one of the great rationalists of all times, resembling in this respect
no one as much as Socrates. Every problem that came his way was automatically
subjected to the cold, analytical glare of his intellect. First, it would be dissected
into its component parts, after which these would be reassembled in logical,
architectonic order with their meaning and import laid bare (Smith [29]).

Perhaps Buddha was the first decision analyst.
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6. SUMMARY AND CONCLUSION

The concept of a decision seems very natural to Western thought but
is strange to Eastern philosophy. Almost everyone even in the West has
experienced situations where he “knew” what to do, not in the sense of
selecting one among many possible courses or action, nor in the sense of
having a hunch, but rather in the conviction that this was the only “right
action.” Furthermore many people, upon reflecting on their lives, see that
there were no “good” or “bad” outcomes, even though outcomes were
perceived as such at the time. These outcomes were simply necessary
lessons in the game of life.

However, many of us at all times, and most of us at some times, will
see ourselves facing a decision. For example, the question of which car to
buy will usually be seen as relatively important to the individual and not
the sort of question evocative of inner knowledge. Most people will make
this decision by some combination of intuition and logical procedure.

Decision analysis, as I have described it, is, as a formalism, a logical
procedure for decision making. When decision analysis is practiced as an
applied art the formalism interacts with the intuitive and creative facul-
ties to provide understanding of the nature of the decision problem and
therefore guidance in selecting a desirable course of action. I know of no
other formal-artistic approach that has been so effective in guiding
decision-makers.

We must realize, however, that one of the arts of the decision analyst
is the art of knowing how much and what kind of decision analysis to do.
The degree of analysis can range from making simple lists to constructing
giant interactive computer models. To be effective decision analysis must
be “appropriate”: the extent of the analysis must be suitable to the means
and ends of the decision-maker. Thus simple problems of little conse-
quence should receive very modest analysis and complicated problems of
great importance should be extensively studied. The question of whether
the analysis was appropriate to the decision-maker and his problem is
one that should always be raised in judging effectiveness.

When I think about possible reasons why apparently appropriate
decision analyses might not be judged as effective now and in the future,
I find that my greatest concern is the improper treatment of probabilistic
dependencies. At every level from the academic teaching of probability
theory to the most extensive applications, the issue of characterizing
probabilistic dependence seems to be the source of the greatest errors.
The belief in the unsinkability of the Titanic was a belief that the flooding
of the various holds constituted a set of weakly dependent, if not inde-
pendent, events. The analysis of “common-mode” failures in nuclear
power plants is a modern expression of the dependency issue. So much
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probabilistic instruction and probabilistic modeling is based on indepen-
dence assumptions for convenience that making strong independence
assumptions is rarely questioned. Yet, grievous error can be the result.
One development that has proved helpful in making both analysts and
decision-makers sensitive to the issue of dependence is the influence
diagram (Howard and Matheson [16] and D. Owen [22]). The decision-
maker and his experts, even when not technically trained in probability,
can review the assumptions of the analysis and question them where
necessary.

I have emphasized that decision analysis is a paradigm suitable only
for the individual decision-maker, whether he is principal or agent. 1
know of no decision analysis paradigm suitable for groups that are not
acting within a defined agreement. For example, the question of nuclear
power plant licensing involves many parties: several branches of the
government, utilities, suppliers, consumers of power, environmentalists,
and the general public. I can see how to build an extrapersonal decision
model that would show the recommended alternative when various
decision sets relevant to each party were used, and this model might be
very helpful in understanding the various positions. However, I can see
no way that the problem can be “solved using decision analysis” in the
sense that would be correct for an individual decision-maker. I believe
that the principles of decision analysis may be very important in designing
agreements among individuals, but the paradigm is limited in the absence
of such agreements by the very personal, normative, and judgmental
characteristics that are its strength in individual decision making.

When we proceed to questions of ethics, we find that these same
characteristics are the source of ethical concern. Since a decision analysis
may have the appearance of impartiality even though it is based on some
person’s information and preferences, there is a grave danger of mis-
representation. The fact that the analysis is explicit is of great advantage
in avoiding misrepresentation, but everyone who has done such analyses
knows the great influence that specific assessments have over the final
result. Analysts who are advocates rather than impartial analysts can
have major impacts on conclusions because of conscious or unconscious
choices made in assessment and modeling.

To the ethical problems of analysis we must add the ethical problems
of the decision context. The analyst must question whether he wishes to
participate in the process of analyzing the decision. His judgment should
be based on such factors as whether the decision context is ethical to
him, whether the decision-maker has title to the resources he is allocating,
and whether the decision analysis itself will be marred by technical or
exogenous limitations. As an example of the last category, I remember a
government study in which I participated where a decision analysis was
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to be done to determine the national interest but subject to the condition
that no alternative could be considered that was contrary to the current
administration’s policy. Furthermore, changes in this policy could not be
considered as a possibility in the future, much less as a probability. These
conditions made meaningful decision analysis impossible, and so the
government report contained not a word of our extensive work before
these limitations were imposed.

Finally, we turn to those issues that are normally not treated in even
the most advanced analyses. I have already discussed animal rights;
another similar issue is the effect of decisions on future generations.
When I first became interested in this issue, I started to ask people about
a proposition I call the “galactic bargain.” Suppose that we were ap-
proached by galactic travelers with very advanced technology who offer
us the following opportunity. They guarantee to double the standard of
living of everyone on earth for one thousand years. At the end of that
time they will arrange that humans will become painlessly sterile; when
the last human is gone, the galactic travelers will occupy the planet. We
check out their offer (with their help) and find that their references are
impeccable: they have made similar offers to other planetary systems and
have always fulfilled their bargain. The question I now ask each person
is whether they would accept this deal. I have not yet had a positive
response. Yet if we apply standard cost-benefit thinking to this proposi-
tion we find it is very attractive. If our standard methodology is in
disagreement with common sense in this problem, how can we have
confidence in it in the more mundane settings where it is applied?

As a less extreme example, consider the case of helium conservation.
The primary source of helium is natural gas. When the gas is burned, the
helium is lost to the atmosphere. Some scientists think that there will be
a large demand for helium in the early 21st century because of increased
use of superconductive devices. If there is little natural gas left to provide
helium, as seems likely, the alternative route would be centrifugal extrac-
tion from the atmosphere, a very expensive process. In a recent thesis,
Owen [23] found that at market interest rates there was no incentive to
conserve helium and that if it were to be conserved people alive today
would essentially have to make gifts to future generations. She suggests
a methodology for accomplishing just such transfers. I expect that many
similar studies will be necessary to illuminate adequately the question of
what we owe to the future.

I have now explored both the promise of decision analysis and the
challenges that must be faced if the field is to continue its growth. If
correctly practiced at appropriate levels, in suitable problems, with ethical
sensitivity, decision analysis can be, like technology, a great force for the
growth of human potential.
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Preface

The papers that follow contain discussions of applications in investment and
strategic planning, research and development, and social policy.

Investment and Strategic Planning

This section contains several examples showing tne applications of
decision analysis to corporate investment and strategic decision problems.
These papers range from an early survey to discussions of the most recent
developments.

"Decision Analysis Practice: Examples and Insights" is an early survey
commenting on the principles of practice, which draws from examples in
new-product development, electrical power system capacity expansion, and
space program planning, and wnich includes a discussion of the first
computer system for analyzing very large decision trees.

“Decision Analysis of a Facilities Investment and Expansion Problem"
presents a typical early application. It clearly illustrates the concept of
the value of perfect information and demonstrates the importance of two
critical value measures: time and risk preference.

"Strategic Planning in an Age of Uncertainty" shows how decision
analysis deals directly and effectively with uncertainty. It discusses a
1967 probability assessment on the reopening date of the Suez Canal,
revealing how a major integrated mining, refining, and marketing company
used decision analysis to invest in an ocean shipping system for
transporting its ore.

"A Decision Analysis of a Petrochemical Expansion Study," which
presents one of the few available undisguised corporate applications,
describes Gulf 0il Chemical Corporation's decision to build a one-billion
dollar major capacity addition to its olefins system. The paper traces the
evolution of the thinking of top management, from its expectation that
decision analysis would confirm its initial judgment, through its disbelief
when early indications showed tnat new alternatives mignt be better, to its
final acceptance of the soundness of a totally new alternative.

“The Dangerous Quest for Certainty in Market Forecasting" shows how
ineffective methods of dealing with uncertainty can lead to costly
mistakes. It presents a probabilistic development of a market forecast
drawn from experience at the Pharmaceutical Division of CIBA-GEIGY and shows
how the forecast was used to determine production capacity.

“"An Inside View: Analyzing Investment Strategies" reveals how another
Swiss pnarmaceutical and chemical company, Hoffmann-LaRoche, has developed a
comprehensive decision analysis process for analyzing important investment
decisions. The paper lists eight key reasons for the success of decision
analysis at Roche and describes the evolution of decision analysis into an
analytical process whose results are routinely presented to top management.
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"Managing the Corporate Business Portfolio" was written especially for
this collection to present some very recent developments in strategic
analysis. It develops measures of risk and return, soundly based in
decision theory, that appeal to businessmen. Then, it shows now multiple
business units can be combined to produce a portfolio of businesses tnat
compensates for risk and, therefore, lowers the overall risk/return ratio.

Research and Development

Probably over one-half of the decision analysis applications have been
for research and development decisions. This is appropriate because R&D is
inherently an uncertain venture that produces results for the distant future.

"Overview of R& Decision Analysis" is a short description of the basic
paradigm and rationale for applying decision analysis to research and
development.

"Using Decision Analysis to Determine R&D's Value," a reprint of a
recent two-part summary article, delineates the unique characteristics of
R&D that must be treated in the decision analysis process.

"Selecting Projects to Obtain a Balanced Research Portfolio" presents a
new concept for addressing the question of how to balance the whole
portfolio -- tne research portfolio grid. The paper discusses the trade-off
between projects having a nigh probability of a moderate level of success
and those having a low probability of an extremely high level of success.
This approach provides a framework for communication among researchers,
marketers, planners, and managers.

"Calling the Shots in R&D" describes Sandoz's experience in assessing
uncertainty in R& projects over a seven-year period. It concludes that
probability judgments are reliable and provide a guide to readjusting R&D
priorities -- particularly the timing of projects -- to deliver more
predictable research results.

"Quantifying and Forecasting Exploratory Research Success" focuses the
ideas of decision analysis on the exploratory phase of the research and
development process. It shows how dynamic assessments of research success
probabilities can be combined with generic product life cycle models to
evaluate individual researcnh projects and to combine them into a picture of
the total portfolio.

“Evaluating Basic Researcnh Strategies" shows how basic research results
can be described in generic terms by using generalized models of how new
ideas are developed. The example presented here focuses on CIBA-GEIGY's
strategy for directing research in infectious disease chemotherapy.

Social Policy

This group of papers shows now decision analysis can aid in solving
social decision problems; they introduce basic concepts and demonstrate them
in three areas of social concern.
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"Social Decision Analysis" shows now the principles of decision
analysis can be applied to social choice problems, which illustrates the
calculation of net social benefit or social surplus, which provides a
measure parallel to profit in a conmercial enterprise. It includes examples
in emission control, weather modification, and nuclear safety.

“The Decision to Seed Hurricanes" is a fascinating discussion of a
government decision to control the forces of nature. It analyzes whether
the government should seed hurricanes with silver iodide crystals to
mitigate tnheir destructive effects. The concept of "government
responsibility cost" is used to assess the non-economic impact of the
government's decision, and important issues in social decision analysis are
explored in subsequent correspondence.

“Decision Analysis of the Synthetic Fuels Commercialization Program"
documents a decision analysis performed for the white House. In 1975,
President Ford announced a major government initiative to commercialize
synthetic fuels. By showing the structure of the problem and the actual
probability assessments made by an interagency task force, the analysis
clearly revealed why synthetic fuels were not a good social investment at
that time.

"Decision Analysis of Space Projects: Voyager Mars" shows the
development of methodology for planning an entire program of Mars
exploration missions. It illustrates the advantages of a staged series of
successively refined decision models and the use of large-scale decision
tree analysis.
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Decision Analysis Practice: Examples
and Insights

JAMES E. MATHESON

INTRODUCTION

Decision analysis is a discipline that merges the logical foundations of statistical
decision theory with the capabilities of modeling and solving complex problems
developed in the fields of systems analysis and operations research (1, 2].
Statistical decision theory forms both a logical structure for describing the
uncertainties, values, and preferences that are relevant to a decision and a set of
mathematical techniques for treating problems in which uncertainty is a factor.
The fields of systems analysis and operations research provide the methodology
for applying abstract models to complex, real-world situations. Together these
foundations yield the new discipline of decision analysis. Using the decision to
be made as the focal point of the analysis, the analyst tailors his modeling and
information gathering efforts to the specific decision. In this paper 1 will
describe the professional practice of decision analysis and will present several
applications of it that are familiar to me.

BOUNDING THE DECISION PROBLEM

In approaching a problem, the decision analyst’s first responsibility is to define
clearly the decision to be made. Since most, if not all, decision problems are
subordinate to some higher-level system, it is vitally important to bound the
decision problem; that is, to establish who has the responsibility for making the
decision, to determine what resources are to be allocated, and to set out which
values and preferences are to be delegated explicitly by the higher-level system
and which ones are to be specified by the decision-maker. For example, if the
decision calls for allocating funds for new capital investments, the analyst might
decide to use interest rates derived from a higher-level financial system and to
use present worth of profits as the measure of value. However, if the decision
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calls for securing financing, considering the characteristics of each method of
financing might well be within the bounds of the problem. Many times a
problem is ‘difficult’ because of the way in which the boundaries of the problem
have been specified. In many cases, the analyst can transcend such difficulties by
changing the specification of the bounds.

ESTABLISHING THE EXTENSIVENESS
OF THE ANALYSIS

The extent of the analysis that should be applied to any decision problem
depends on the value of the resources that are at stake and the likelihood that
the analysis will improve the outcome of the action taken through the selection
of a ‘better’ decision. In fact, establishing the economic value of the analysis is a
decision analysis in itself [3]. However, generally the amount of resources being
allocated to the analysis is too small to justify such formal treatment.

In practice, an attempt is usually made to carry out a simplified analysis of
the entire decision problem. Techniques such as sensitivity analysis and
determination of the value of perfect (and sometimes imperfect) information
indicate where the model should be refined and the kind of new information
that should be gathered. In many cases, the analysis effort goes through three
stages. The first is the pilot stage, in which the conceptual structure of the
analysis is created and tested, while many of the detailed features of the problem
are suppressed. During the next stage, the prototype stage, a more detailed
analysis is carried out in an attempt to capture all of the relevant features of the
problem. This stage is likely to involve the development of large computer
models. The final stage is the production analysis, in which all aspects of the
problem are critically reviewed and a decision is recommended. The decision
may, of course, be a decision to gather more information and incorporate it into
the analysis before making the final decision.

RELATIONSHIP BETWEEN THE ANALYST
AND HIS CLIENT

The decision analyst usually serves a decision-maker or a decision-making body
that I will call the client. The decision analyst is expert only in his discipline,
while the client holds the resources, and knows the information, the values, and
the preference that form the decision problem. If the analyst is to conduct an
unbiased analysis, he must be careful to encode only his client’s information and
avoid biasing his analysis by inserting his own opinions.
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To allow the analyst to maintain this division, the client must clearly
designate who will be responsible for supplying various kinds of information,
values, and preferences. In complex problems, much of the information is
encoded in the structure of the model itself. Building and verifying the decision
analysis model requires an interaction between the analyst and client that is
perhaps the most difficult and challenging part of the task.

EXAMPLES

In the rest of this paper, I will present three examples of applications for
purposes of illustrating the practice of decision analysis. The first is a ‘typical
application’ to a new product development decision. The second is the result of
decision analysis research on space program planning. The last is a large-scale
application to planning for an electrical power system.

NEW PRODUCT DEVELOPMENT

A major manufacturing research company had developed two compounds for a
particular market. Compound A was developed and tested to the point where it
was well beyond the research stage and one alternative was to develop it into the
final product. Another alternative was to develop compound B, which was still
in the research stage, but was thought to be more potent than compound A.
A third alternative was to abandon the whole effort.

It was thought that the development of the new product would be lengthy
and expensive and that the potential market was very uncertain. Since this was a
new marketing area for the client, he engaged an outside expert to carry out a
market survey for use as one of the informational inputs to the decision analysis.

The analysis followed quite closely the decision analysis cycle displayed in
Figure 1. The deterministic phase was begun by laying out the decision tree
shown in Figure 2. The first decision was whether to develop compound A or
compound B (or both) into a final product. This development determined the
production cost of the compound and the concentration of it that would be
required in the final product. After this determination was complete the choice
of whether to market or abandon the product could be made. There were still
uncertainties about the size and growth rate of the market and the action of
competitors. These additional facets of the problem were represented in the
structural model shown in Figure 3.

Many of the variables in the problem were subjected to sensitivity analysis.
The most sensitive variable, international market size, produced changes of 16
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million dollars in the present value of profit. Five variables were selected as
aleatory variables—variables whose uncertainty is encoded in terms of probabil-
ity distributions—for the probabilistic phase.

IYigure 1 The decision analysis cycle
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Figure 2 Simplified dccision trec for the new product introduction

In the probabilistic phase, the simplified decision tree (Figure 2) was
developed into a detailed decision tree, assigning actual conditional probabilities
to the aleatory variables represented in the structure of the tree. At the tips of
this tree, expected profits were assigned by a Monte Carlo simulation of the
structural model of Figure 3, which contained the remaining aleatory variables.
The decision tree was then evaluated on an expected value basis. The amount of
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corporate resources to be devoted to this product were small enough so that no
significant risk aversion was desirable.

Figure 3 Structural model for the new product introduction
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The result of the probabilistic phase was that the profit lottery for
development of compound B stochastically dominated that of compound A.
However, the profit lottery for the development of compound B, with the
cumulative probability distribution shown in Figure 4, had negative expected
present value, so the best decision was to abandon the effort.

In the informational phase, the expected value of perfect information
(economic sensitivity) was computed on several important aleatory variables.
The highest economic sensitivity of $1,415,000 was exhibited by the inter-
national market size. The international market size showed such high economic
sensitivity because the new information might reveal a very large intemnational
market for the product, making it profitable to go ahead with the development
of compound B in light of this new information. As a result, the client
undertook a more extensive analysis of the international market for his product.

SPACE PROGRAM PLANNING

The space program planning application was conducted for the purpose of
developing a methodology that would be useful in approaching technically
complex decision problems; the intent was to carry out research on decision
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analysis itself. Although a very detailed analysis of the U.S. program for the
unmanned exploration of Mars was conducted, no attempt was made to
recommend specific decisions to the U.S. government. Instead, a large
corporation that was quite familiar with the space effort played the role of the
decision-maker during the analysis.

Figure 4 Profit lottery for the development of compound B
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PROBABILITY

The problem was to determine the sequence of designs of rockets and
payloads that should be used to pursue the goal of exploring Mars. It was
considered desirable to place vehicles in orbit around Mars as well as to explore
its atmosphere and to land vehicles on the surface of the planet to collect
scientific data.

For purposes of obtaining sufficient information to encode properly the
complex structure and information required to analyze this problem, a decision
analyst resided with the client for a period of about one year. The client and the
decision analyst worked as a team in building the models and submodels for the
analysis.

The work was begun with a pilot phase, in which a simplified version of the
decision problem was constructed. During this phase, four possible designs were
postulated; each design represented increasing levels of sophistication. Figure 5
shows these designs and their potential accomplishments. In the prototype
analysis there were 12 possible vehicle designs plus the alternatives of skipping
opportunities on cancelling the program at any decision point.

Because of the behavior of the orbits of the Earth and Mars, an opportunity
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to launch a vehicle toward Mars occurs about once every two years.
Consequently, the decision problem was characterized by a sequential decision
process, where each decision can be contingent upon the entire project history

Figure S Pilot model assumptions for the exploration of Mars
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that precedes the decision point. Because of the lead time required in
constructing a given vehicle, it was necessary to make each vehicle design
decision before the outcome of the previous vehicle’s flight was known. A
decision tree was constructed to capture the structure of this sequential decision
process.

In order to create a decision tree of manageable size, the concept of state
variables was introduced. The state variables are a set of variables that are
selected during the modeling process and whose value at any point in time
summarizes all of the past history of the project relevant to future decision-
making. Each node in the decision tree is characterized by a set of values for
each of the state variables. The probabilities, cost, and values of subsequent
branches are assigned conditionally on the basis of these values. Creativity is
required in the selection of state variables. If a good approximation to the total
available information is to be obtained, an appropriate set of state variables must
be judiciously selected. A major objective in this process is to discover where
essentially the same point can be reached via different paths through the
program. When such a point is reached, two or more branches in the decision
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tree coalesce at a single node. The node is assigned the common value of those
state variables that are reached at this point along either path. This property,
called coalescence, greatly reduces the size of the decision tree characterizing the
problem. The sizes of the uncoalesced and coalesced decision trees for both the
pilot and prototype decision trees are presented in Table 1.

Table 1 Summary of decision tree scale

PILOT FULL SCALE
Uncoalesced Coalesced Uncoalesced Coalesced
Number of Nodes 3,619 56 476,012,807 3,153
Number of Branches 3,618 126 476,012,806 22,784
Number of Paths 1,592 1,592 354,671,693 354,671,693
Number of Policies 3,005 somewhat less over 10 somewhat less

The assignment of the probability, cost, and value parameters to the branches
of the decision: tree was a task that required the incorporation of information
from additional submodels. For the pilot analysis, these models were kept quite
simple.

In the prototype analysis, the most complex submodel was the probability
model. Essentially, a probability tree was constructed from detailed diagrams
that showed the functional steps in any flight to Mars. This tree had on the order
of one hundred nodes, and the probabilities assigned to its branches were either
obtained directly, from judgment combined with experimental data, or
indirectly, from yet another sublevel of probability models. At each chance node
in the decision tree, the detailed probability model produced the probability for

each possible outcome.
Another unusual model was the value molel, that is, the model that

assigned a monetary value to each outcome in the space program. Since the
client was reluctant to assign values directly in monetary terms, a cardinal scale
of benefits was first employed. This scale was constructed so that the benefit of
a perfect project would be one point. A total monetary value assignment to a
perfect program then determined the monetary values to be used in the decision

tree.
The benefit scale was determined by constructing a value tree. The value tree

is simply a convenient method of breaking the total benefit of the project into
the incremental benefit of each individual outcome. Figure 6 shows a value tree
for the pilot analysis. The value tree was constructed by dividing the benefit of

the entire program (one point) into major categories, and then into subcategories
identified in increasing detail until no further distinction was desirable. Each tip of

218



JAMES E. MATHESON
this tree is divided into additional categories. Each additional category represents

an elemental outcome that may be achieved during the project. For example, in
the figure, the number 1.0 beside the node at the extreme left represents the

Figure 6 Space program value tree
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total benefit of all the objectives of the program (achieving outcome L1, L2, L3,
and L4 of Figure S). The upper branch represents all direct scientific benefits of
the program and was assigned 62 per cent of the total value. The succeeding
biological branch was assigned 60 per cent of the scientific benefit, yielding 37
per cent as the total benefit of the project to biological science. The further
subdivision from this node represents the four increments in outcome level that
are presented in Figure S. Finally, the terminal code benefits were added for
each level of outcome to give the totals shown in Figure 6. These totals, when
multiplied by the total monetary value assigned to the program, determined the
assignment of values to each outcome branch in the decision tree. A more
detailed value tree was constructed for the prototype analysis.

In the pilot phase, calculations for the decision tree and the three submodels
were made on a time-sharing computer system. The programming was carried
out primarily by the decision analyst during the formation of the conceptual
structure of the problem in the pilot phase.

The pilot model provided a good means of communicating the concepts of
the analysis and for making rapid sensitivity calculations. The pilot analysis
could be demonstrated during meetings and presentations at which the results of
changes in the parameters of the model could be determined almost instantan-
eously. In many cases, decision-makers would supply their values assignments for
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purposes of determining how the policy would be changed by them.

Because of the large size of the prototype model, the analysis programs were
implemented in a system of programs called SPAN (Space Program ANalysis).
The SPAN system is outlined in Figure 7.

Figure 7 Span system operation
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The large size of the decision tree structure made it impractical to draw the
complete tree by hand. Thus, the tree was generated by a computer program
that utilized structural information describing characteristics of the decision tree
to generate a symbolic description of the decision tree. This symbolic
description was then compiled into a computer representation more suitable for
computation. The generation and compilation were carried out in Phase 1.

In phase 2 the cost, value, and probability model were executed, and from
them, the numerical values of these parameters were generated and collated with
the symbolic representations produced in Phase 1.

Phase 3 was a computer bookkeeping phase that operates on the decision
model structure and the parameter tables for purposes of changing the
information into a more efficient format for the analysis programs.

Phase 4 executed analysis programs that performed the roll-back of the
decision tree, to determine optimum policies, and the determination of the
probabilities of the various events in the tree. It was capable of applying
discount factors that represented time preferences and the exponential utility
function that represented risk preference.

ELECTRICAL POWER SYSTEM PLANNYING

The goal of this application was to create a basis for deciding when and whether
to install a nuclear generating plant in Mexico. Because electrical generating
plants have very long lifetimes, the desirability of any installation depends on
the characteristics of the future system expansion. Consequently, each specific
installation decision must be made within the framework of a policy for overall
power system expansion.
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In order to carry out this analysis, a project team, which included four
representatives from Mexico and four decision analysts, was brought together for
a period of about one year. The role of the Mexican representatives was to
provide technological expertise, to collect necessary data, and to gather
judgments regarding the preferences of the country of Mexico.

Figure 8 A decision analysis model of the Mexican electrical system
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The conceptual framework for this problem is presented in Figure 8. At the
left of the figure are the environmental inputs of the power system. These divide
into four major categories— finance, energy, technology, and market. The
financial model characterizes the terms at which capital is available from both
domestic and world financial institutions and markets, as a function of the
profitability, debt, and equity of the power utility. The energy model describes
the price of all potential fuels—such as oil, natural gas, and uranium—as well as
the availability of other energy sources—such as water power—over the time
period considered in the analysis. Similarly, the technology model characterizes
the availability and prices of various types of generation equipment. Finally the
demand model characteristics of electrical demand growth over time, ideally as a
function of the price charged for electrical service.

At the bottom of the figure is the policy stating the conditions under which
the first nuclear plant should be installed. The figure shows that this policy must
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be embedded in the general nuclear policy, which in turn is embedded in
the system’s investment, operating, and pricing policy.

All of the environmental inputs and the policy alternatives feed into a model
of the electrical system of Mexico. Application of the model determines the
output variables over time. In the lower right corner of the figure, the outputs
that indicate financial performance are shown. The amount of electrical
consumption, the price of electricity, and the various costs are all combined to
produce the usual book profit. Since reliability of service is one of the major
considerations in electrical system expansion, the outage cost model is used to
determine a monetary deduction from book profit, which yields system profit.

The social value function in the upper right-hand corner of the figure was
included so that national goals that are outside the normal purview of the
electrical system management could be considered. Its purpose is to assign a
monetary value, called social profit, to social benefits of profit to Mexican
industry, employment, public works, pollution, dependence on foreign supply,
and effect on balance of payments. The sum of the social profit and the system
profit is the national profit.

The uncertain time profile of national profit is converted into a single value,
which might be called certain present national profit, by means of the time and
risk preference model. The best decision policy is the one that maximizes the
setting on this ‘value meter’.

The development of this conceptual structure into a formal planning tool for
system expansion proceeded through the pilot, prototype, and production
stages described earlier. It must be pointed out that since an ¢électrical system is
so complex, different features of the planning model become important for
different installation reasons. Thus, it is crucial that the analyst revalidate the
model, through techniques such as sensitivity analysis, to ensure that it
adequately captures the essence of each new installation decision.

The analysis was carried out through the development of a system of
computer programs that simulate and evaluate the installation and operation of
the electrical system over many years. The programs determine the cost of
operation, including effects of maintenance, plant mix, system reliability, and
possible energy deficits. Within this large simulation of the electrical system, the
installation policy routines carried out less detailed simulations and evaluations
of the system’s future for the purpose of determining the time that each
installation should be made and the type of installation it should be. The
installation policy was refined so that the resulting installations would maximize
the reading on the ‘value meter’.

The pilot phase demonstrated the need for elaborate models that were
capable of capturing the complexities of the electrical system problem. Thus,
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during the prototype phase, a modular system of computer programs was
constructed. This modular system facilitated the implementation of changes that
would naturally occur in the transition to the production phase and permits the
appropriate module to be easily updated as the nature of the electrical
system changes in the future. The computer model was constructed from a
number of independent submodels that communicate through well-defined
variables and tables.

One of the most significant submodels developed was the reliability
submodel. In the ordinary expansion of an electrical system, each new plant is
installed for the purpose of maintaining reliability in the face of demand growth.
If plants did not randomly fail, an electrical system could operate with a much
smaller capacity. Thus a computational procedure was developed to compute the
system reliability from probabilistic demand information and the failure
probabilities of each plant in the system. The effect of scheduled plant
maintenance on reliability was included in the computation.

An interesting feature of power system expansion is that the system is
self-healing. That is, if a ‘wrong’ plant is installed at any time, or if the
environment changes, the effects can be largely compensated for by the choice
of new installations. Because an electrical system operates with a mix of
plants—some best for steady base load and some best for rapid peaking—the new
installations required by the usual rapid system growth can be selected so that
the plant mix will be readjusted within a few years.

GAPS IN THE THEORY

Perhaps the widest gaps between theory and practice are in the areas of values
and preferences. Methods of solving. even the seemingly simple problem of
characterizing time preference leave much to be desired. There is a great deal of
controversy over the choice of a discount rate, and few guides exist for
determining when a discount rate adequately represents time preference
characteristics. Suggestions conflict about when the discount rate should be used
to represent financing terms, and when it should be used to represent risk
aversion.

Utility theory provides an elegant foundation for describing attitudes toward
risk. However, seldom, if ever, are all the sources of uncertainty quantified. In
addition, since each decision problem is part of a higher-level system, it is often
not clear just what risk preference can be normatively deduced from higher-level
considerations. In many applications, sensitivity to risk preference can be
determined through the use of a family of utility functions. such as the
exponential family.
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Problems dominated by time or risk preference alone, usually can be
adequately treated in spite of the above mentioned problems. However, when
time and risk preference must be treated jointly, theoretical foundations are
almost nonexistent. Techniques combining discount rates and the exponential
family of utility functions were developed for use in the decision trees of the
space program planning example [5]. A recent doctoral dissertation considers
the joint time—risk preference from fundamental attitudes toward consumption
(6].

Some_ of the most perplexing problems arise, however, in the analysis of
public decision problems. In the electrical system planning example, the space
program planning example, and in applications to regulatory and natural
resource decisions currently in progress, the specification of the value function is
a difficult task. The economic literature provides little guidance in the
establishment of values for public decisions. In fact, many authors begin their
developments with different implicit assumptions about the nature of the values.
One example is the literature on marginal cost pricing [7]. I suspect that the
resolution of these difficulties will come when the needs for explicit choices of
public values are separated from their theoretical consequences.

CONCLUSION

The new discipline of decision analysis has been illustrated in practice with
several examples. In my experience, decision analysis has proven to be a useful
approach to complex decision problems. It provides not only the principles
necessary for analysis, but also a means of bringing the important issues of the
problem into focus, so that new alternatives can be created, information
gathering possibilities can be evaluated, and the analysis effort itself can be
efficiently channeled. Applications have shown the need for new theory and
methodology for treatment of values and preferences, especially in public
decision problems.
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