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PREFACE

Whatis intelligence? What is the relation of IQ to intelligence? Why are some people

moreintelligent than others? To what extentis intelligence inherited and to what extent

is it a product of the environment? Can people increase their intelligence? Theseare just

a handful of the many questions addressed in the Encyclopedia of Human Intelligence, the

most comprehensive and definitive compendium ofinformation about humanintelligence

ever published.

This two-volume work contains over 250articles of varying lengths dealing with all

aspects of humanintelligence. The articles have been written and edited by the foremost

scholars in the world in thefield of human intelligence. These volumes will be informative

to anyone with an interest in intelligence—students, parents, teachers, and other profes-

sionals, and even experienced psychologists. The volumes truly contain something for

everyone.

The titles of the articles convey the range of topics included in the work—topics such

as Ability Grouping, Aging and Intelligence, Artificial Intelligence, Birth Order, Creativity,

Criminality, and Culture, to name just a few topics from the As, Bs, and Cs. An inter-

national team of contributors makes this book of interest not only in the United States

but in countries around the world.

Humanintelligence is one of the most important fields of study, in psychology as in

any other discipline. Arguably, it is our most important “natural” resource. What the

future holds for usis limited only by our drive and ourintelligence. By browsing through

these volumes, everyone can learn what we know aboutintelligence andits role in science,

education, and society.

Because this book is an encyclopedia, it can be read in various ways. One way, ob-

viously, is to turn to those articles that are of immediate interest. The alphabetical order

of the entries renders each topic easy to find, and cross-referencing makes it a simple

matter to learn more about related topics. Words set in small capital letters refer the

reader to an article by that title. A second way to read this work is from start to finish.

Read in this way, the volumes will provide a thorough course on the topic of human

intelligence. A third way to read is by themes. For example, there are multiple articles

related to testing, education, job performance, and the like. However the volumes are

read, they will satisfy the reader with even the most voracious appetite for information

on humanintelligence.

I am grateful to my associate editors and to the authors of the articles for their hard

work in producing each article. I am also grateful to the editors at Macmillan Publishing
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Company whohave helped give birth to these two volumes—Elly Dickason, David Eck-

roth, and Ann Bradley. Finally, I thank you, the reader, for your interest in this intriguing

field and for learning about whatit is that makes the study of humanintelligence a feld

of unending fascination.

ROBERT J. STERNBERG
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ABECEDARIAN PROJECT The Abecedarian
Project was developed by Craig Ramey andhis col-
leagues at the University of North Carolina at Chapel

Hill, beginning in 1972, to better understand the mod-

ihability of early intellectual developmentas a function

of various early childhood experiences. The main focus .

of the project is intervention and enrichment for the

prevention of intellectual decline into the borderline

and retarded categories, which are frequently associ-

ated with very poor family economic and social cir-

cumstances.

The Abecedarian Project has used a randomized,

controlled experimental design to address three pri-

mary specific aims: 1. to determine whether develop-

mental retardation and school failure can be prevented

in children from socially and economically high-risk

families by means of family supports, including high-

quality educational day care beginning in early infancy;

2. to determine whether a follow-through program for

kindergarten and early elementary schoolis necessary

and sufficient to maintain preschoolintellectual gains

in high-risk children; and 3. to determine whetherin-

tervention at kindergarten and éarly elementary-

school age can alone significantly improve academic

and/or intellectual performance in children who did

not have intensive preschool intervention.

Eligible children (N = 111) were identified typically
during the last trimester (three months) of pregnancy,

using a multifactor high-risk index (Ramey & Smith,
1977), and randomly assigned shortly after birth to
one of two experimental conditions. In the preschool
control condition, children received developmental
and pediatric surveillance and referral, if necessary,
and nutritional supplements; their families received
family support services from social workers. In the
preschool early-intervention condition, these same

services were provided, and the children received a

systematic educational day-care program beginning at

6 weeks of age and lasting until they were enrolled in

public school kindergarten. Just before kindergarten

entry, the early-intervention and control groups were

each randomly divided into two groups, and one half

of eachoriginal group received a special home-school

resource program for the first three years of public

school. The research design is depicted in Figure 1.

Key factors of the preschool intervention included

low teacher—child ratios; a specific educational pro-

gram on a full-day, year-roundbasis; daily transpor-

tation; good nutrition; and medical surveillance. Key

features of the home-school resource program in-
cluded individualized educational plans developed by
master teachers, regular consultation with parents and
classroom teachers to improve mutual understanding
of educational goals and specific teaching methods, and
individualized summer programs, including academic

and summer camp experiences.
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PreschoolIntervention

(birth to kindergarten)
Yes No
 

 

   
 

Yes

Home/School
Resource Program
(kindergarten to

2nd grade)
No

Figure I

Research design of the Abecedarian Project

Results from developmental follow-up during the

preschool period (Ramey & Campbell, 1984, Ramey,

Yeates, & Short, 1984) indicated that the intensive

preschool early intervention significantly prevented in-

~ tellectual declines into mental subnormality. At age 6

months through 54 months, the intelligence quotients

(IQs) of early-intervention children ranged from 7.9 to

20.1 points higher than those of control children when

the effects of maternal mental retardation and home

environmentwerestatistically controlled; at every age,

a greater proportion of the experimental-program

children scored in the normalrange for IQ (i-e., above

84). In 13 children with retarded mothers, not one of

the 6 experimental-program children, but 6 of 7 con-

trol children, had IQ scores below normal (Martin,

Ramey, & Ramey, 1990).

Follow-up at age 8, at the end of the school-age

phase of the experiment, revealed continued positive

effects of preschool intervention on intellectual per-

formance as measured by IQ tests as well as by stan-

dardized tests of academic achievement. In addition,

the likelihood of failing a grade because of academic

unreadiness for grade promotion was reduced (Hora-

cek et al., 1987; Ramey & Campbell, 1992). The effects

of school-age intervention were weaker than preschool

intervention on academic achievement and non-

existent for IQ.

Follow-up at age 12 (Ramey, 1993; Ramey et al.,

1992), four yearsafter all educational intervention had

been terminated, showed that the Abecedarian early-

intervention group continues to score near the na-

tional average andsignificantly higher (5.1 IQ points

on the WISC-R)than do their randomized controls.

The findings at age 12 also indicate the preschool-in-

tervention children had higher achievement scores in

reading and mathematic achievement, a 49 percent re-

duction in retention in grade (i.e., grade failure) and a

71 percent reduction in IQs of 85 or less. The minimal

effects of the school-age intervention on academic

achievementsat age 8 were no longer detectable at age

12, thus buttressing the hypothesis that early interven-

tion for high-risk children is needed to improve their

developmental outcomes with respect to IQ and aca-

demic achievement.

(See also: INTERVENTION, INFANT AND PRESCHOOL.)
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ABILITIES

=

See artistic ABILITY; ATHLETIC ABILITY;
AUDITORY ABILITIES; MATHEMATICAL ABILITY; MECHANI-
CAL ABILITY; MOTOR ABILITY; MUSICAL ABILITY; SPATIAL
ABILITY; VERBAL ABILITY; VOCATIONALABILITIES.

ABILITIES AND APTITUDES This entry

defines humanabilities in relation to intelligence, dis-

cusses the concept of aptitude, and summarizes the

evidence onability differences as predictors of learning

and performance in education and work. It does not

treat each kind ofspecialized ability in detail.

ABILITIES AND INTELLIGENCE

Anability is a power to perform some specified act

or task, either physical or mental. Different tasks call

for somewhat different abilities, but there are broad

abilities that apply to many kinds of performancetasks

and narrow abilities that relate only to one specialized

kind of task. Throughout most of the twentieth cen-

tury, a majorline of research in differential psychology

has used the methodsof factor analysis to identify the
arrays of mentalabilities thought to be constituents of
general intelligence. J. B. CARROLL’s (1993) massive
review and reanalysis of much ofthis evidencehasre-
sulted in an integrated taxonomyoftheseabilities. His
hierarchical model lists a large number of specialized
first-order abilities, which belong to eight second-or-
der ability domains, called fluid intelligence, crystallized
intelligence, general memory and learning, broad visual per-
ception, broad auditory perception, broad retrieval ability,

_ broad cognitive speediness, and processing speed. These do-

mains connect in turn to the general intelligence con-
struct at the third level. A similar hierarchical model
andlist of constituent abilities come from J. L. Horn’s
(1989) extensive work. Furthermore, J. E. Gustafsson
(1988, 1989) has demonstrated that fluid inductive
reasoning ability can equate with GENERAL INTELLI-
GENCE, that controlling statistically for the relation of
general intelligence to crystallized and visual percep-
tion abilities then reproduces P. E. Vernon’s (1950)
earlier hierarchical model, and that both the broad
higher-order and the narrow lower-orderabilities need

to be studied together in analyzing individual differ-

ences in learning and performance(see also FLUID AND

CRYSTALLIZED INTELLIGENCE, THEORY OF). In other

words, evidence shows that the hierarchical model of

intellectual abilities is theoretically coherent, empiri-

cally replicable, and practically useful. Research with

methods other than factor analysis gives a consistent

picture (Snow, Kyllonen, & Marshalek, 1984). Thus,

specific intellectual ability constructs and measures

may come from different levels of hierarchical taxon-

omyfor use in further research as well as in practical

settings where ability differences among personsare a

concern. A taxonomy of physical and psychomotor

abilities based on factor analytic research also exists;

specific abilities involved in strength, coordination,

dexterity, attention, and control are defined, and mea-

sures are exemplified (see Fleishman & Quaintance,

1984),

ABILITIES AS APTITUDES

AND ACHIEVEMENTS

Although the terms ability and aptitude often occur

as synonyms, the concept of aptitude includes any en-

during personal characteristics that are propaedeutic
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to successful performance in some particular situation.

This definition includes affective, conative, and per-

sonality characteristics as well as cognitive and psy-

chomotor abilities (Snow, 1992). However, cognitive

abilities are a particularly important source of aptitude

for learning and performance in many school and work

situations.

Personnel decisions in industry, government, and

the military often rely on specific ability measures as

indicators of aptitude. The measures are validated for

particular uses by showing that they predict important

criteria of job success. Persons are then selected for

employment,training, or promotion in part on the ba-

sis of their ability test scores. Such scores also serve

classification decisions, as when different persons are

assigned to different jobs according to their ability

profiles (see JOB PERFORMANCE; WORKFORCE, INTELLI-

GENCE IN THE).

Ability measures represent aptitudesfor learning in

education and training settings when they predict im-

portant criteria of achievement. Again, the measures

can be used to select applicants predicted to be most

successful or to classify students into different instruc-

tional treatments designed to be adaptive to particular

ability types or levels. Ability measures are also used

to evaluate the suitability of particular educational

programsfor different persons. Some are designed for

diagnosis of specific learning disabilities.

In education, however, and also in some training

situations, many of these same ability constructs are

targets of instruction. The instructional goal is to de-

velop specific abilities for use in later learning and

performance situations. Reading and mathematical

abilities are the obvious examples; they represent goals

much emphasized throughout primary and secondary

education. Special programs address other kinds of

abilities as well. Thus, abilities are achievements from

past learning just as they are at the same timeapti-

tudes for future learning. Education is in this sense an

aptitude development program, and ability measures

can serve to index bothits input and its output func-

tions. Moreover, different kinds of educational pro-

grams may both attract and help develop broadly

different aptitude profiles. There is some evidence that

more classical academic programs develop stronger

verbal-crystallized abilities, whereas more technical

programs develop stronger spatial—-mechanical abilities

(Balke-Aurell, 1982). Most abilities develop from ex-

tensive experience across learning history, not from

specific courses. Andability differences are influenced

by genetic factors as well as by experience.

GENERAL VERSUS SPECIAL ABILITIES

Controversy exists over the relative importance of

general versus special abilities in predicting academic

and job success. Some researchers argue that only gen-

eral ability or a very few broad abilities are needed to

account for individual differences in performance in a

widevariety of jobs and instructional andtraining pro-

grams. A further conclusion derived from this view is

that ability measures used for selection orclassification

purposes need not be validated in each application be-

cause the validity of more general measures generalizes

across manyjobs andsettings, as well as across time.

A more cautious view argues that the relevance of

more specialized abilities for particular performance

situations is often underestimated because of the ef-

fects of prior selection processes includingself-selec-

tion on the ability distributions being studied, and the

use of inappropriate statistical procedures. The num-

ber ofabilities to be investigated and the need for local

validation of their measures are important theoretical

questions that also have major practical importance.

Their answers influence both the costs and thelegali-

ties involved in educational and employmentselection

procedures.

Special ability requirements differ across job fami-

lies, educational programs, and performancesettings,

even though general ability measures are the strongest

predictors of performance in many complex jobs and

in many educational programs. Both kinds of measures

must be present in a study to evaluate properly the

importance of either, as Gustafsson (1989) demon-

strated. Perhaps the most important uses of special

ability differences ultimately will be in classification of

persons between available jobs or programs rather

than in selection for one, but this possibility has been

least studied. The debate, its many complexities, and

the needs for further research are well summarized by

L. J. CRONBACH (1990).

(See also: ADAPTIVE BEHAVIOR.)
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ABILITY GROUPING Grouping by ability

has been documented as a practice in U.S. schools

since 1919. At that time, educators in Detroit used the

achievementtest scoresofall children in this large city

school district to place them in X, Y, or Z tracks. The

top and bottom 20 percent of the students were

placed in the X and Z tracks, respectively, while the

remaining 60 percent were in the Y track. All three

tracks, however, studied the same curriculum. The

Detroit model was widely used throughout the United

States until about 1970. Studying the effects of ability

grouping through controlled experiments may have

first occurred in 1927 in Salt Lake City. Students were
assigned to homogeneous ability groups or the control
(mixed-ability classes), and the effects on achievement
were measured after one year. For this study, the abil-
ity-grouped students outperformed their controls by

two grade-equivalent school months.

The issues surrounding ability grouping proved
controversial in most of the decades in which it has

been practiced. In the 1930s, P. A. Witty and L. W.

Wilkins (1933) reviewed extant literature and con-

cluded that ability grouping was more helpful than

harmful, although there might be moreeffectivestrat-

egies for boosting the achievement of gifted students.

By the 1960s, the body of actual research, not to men-

tion the proliferation of articles in the popular and

professional press, led A. H. Passow (1962) to write a

classic article, “The Maze of the Research on Ability

Grouping.” In it, he concluded that the body ofliter-

ature was at that point almost too difficult to put to-

gether in any reasoned, scholarly way because of

inherent differences in study design and scope, sample

characteristics and size, treatment implementation,

measures used, subject areas studied, and forms of

grouping byability selected for each study.

Concerns have beenraised in the past decade once

again about the efficacy of grouping students by their

levels of ability. In fact, considerably different conclu-

sions are reached in the research journals and the

professional journals, which are aimed at school prac-

titioners and decision makers. The controversy has

been exacerbated by the national movements for

school reform, concerns for social equity, a focus on

the affective issues in the socialization of school chil-

dren, and concerns for raising the performance and

expectation levels of at-risk children.

The remainderof this paper attemptsto clarify why

there have been perceived contradictions in educators’

understanding of the benefits and limitationsof ability

grouping. More important, it attempts to address a

variety of issues about this practice, which must be

understood before conclusions can be drawn. Group-

ing issues cluster around five general themes: (1) re-

search versus professional literature; (2) tracking

versus ability grouping; (3) ability/intelligence versus

achievement grouping, (4) grouping for management

versus curriculum facilitation; and (5) full versus part-

time grouping arrangements.
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THE RESEARCH VERSUS

PROFESSIONAL ISSUE: WHICH BODY

OF LITERATUREIS RIGHT?

The ability grouping literature approaches 750

worksof various forms. Of this number, approximately

100 are quantitative reports of research, another 75

are qualitative analyses of research, and the remainder

represent opinion, program descriptions, and persua-

sive essays based on personal experiences, pro or con.

Attempts to interpret the research body have been

fairly consistent when they have clustered studies ask-

ing similar research questions about grouping. At-

tempts of earlier decades to cluster research findings

relied on reviews of research, but by the time Passow

expressed frustration about this issue, the numbers of

contradictory studies were so large that representative

reviews or even box-score counts of positive and neg-

ative research conclusions were inadequate to inter-

pret these large bodies of researchfairly.

Educators, who are confronted with the huge body

of literature on ability grouping, ultimately resort to

readable syntheses or interpretations of it. Unfortu-

nately, the syntheses published in reputable research

and research review journals have drawn one set of

conclusions, and the syntheses prepared for profes-

sional journals subscribed to by school principals and

classroom teachers have drawn another set of conclu-

sions. Part of this difference in conclusions can be

blamed on the result of simplifying first-hand infor-

mation for a relatively untrained audience of readers;

such simplifications may inadvertently remove some

element of truth and distort the overall findings. This

may occur even when the same author attempts to

simplify his own study results. For example, the fol-

lowing two sets of conclusions by the same author were

published within the same year—the first, the actual

conclusions drawnin his research study report for Re-

view of Educational Research and the second, a simplifi-

cation of that study for a professional journal:

Evidence from 17 comparisons in 13 matched equivalent

and 1 randomized study clearly indicates that assign-

ing students to self-contained classes according to gen-

eral achievement or ability does not enhance student

achievement in the elementary school. (Slavin, 1987,

p. 328)

The achievementeffects of ability-grouped class assign-

mentsareessentially zero at the elementary level and are

veryslight at the secondary level. There is some evidence

that high achievers may gain from ability grouping at the

expense of low achievers. (Slavin, 1987, p. 34)

One can only imagine the simplification effect as a

game of telephone, in which a message passed from

one teller to the next becomes increasingly confused

by eachteller’s attempts to make meaning of the con-

fusion to pass the message onto the nextteller. In the

body of professional literature this appears to have

taken place from article to article. Before long, the

truth may befully obscured in theretelling.

In 1976, Glass developed the research synthesis

procedure he termed meta-analysis, whereby large

groupsof research studies would be reduced to a com-

mon metric, called effect size. With slight adjustments

to this procedure (weighting for sample-size differ-

ences, stricter inclusion criteria, and testing for

homogeneity amongstudies of poorer quality) the syn-

thesis procedure has improved the potential to make

sense of large bodies of research. As individual studies

are reduced to this common metric, they can be av-

eraged to produce an estimate of general effect. For

achievement, for example,an effect size of .33, consid-

ered a small to moderate gain, can be interpreted as a

proportion of the test’s standard deviation unit. Since

most test batteries were designed with an expected

standard deviation unit of one for each schoolyear, an

effect size of .33 would suggest that an additional one-

third of a grade-equivalent school year would have

been produced by ability grouping, compared to het-

erogeneous grouping (Glass, 1976; Cohen, 1977; Wolf,

1986).

THE TRACKING VERSUS

ABILITY-GROUPING ISSUE: WHAT

DO WE MEAN WHEN WESAY

ABILITY GROUPING?

Muchof the misunderstanding aboutability group-

ing coming from the current spate ofliterature on the

subject can be attributed to the use of some termsas

synonyms. In Turning Points: Preparing Youth for the 21st

Century (published by the Carnegie Task Force on the
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Education of Young Adolescents) (Hornbeck, 1987), in

the work of Paul George (1988), and the works of

Jeannie Oakes (1985), care was taken at the beginning

of their treatises to define the words used to describe

grouping, but as the works progressed, the termstrack-

ing and ability grouping became synonymous. Slavin

(1987; 1990) and the Kuliks (1982; 1984; 1985; 1990;

1992) have clarified the differential effects of a variety

of grouping-by-ability strategies. For tracking (thefull-

time placement of students into a three-track system,

whethercalled vocational, regular, and college prep or

low, average, and high tracks), the effect sizes appear

to hover around zero (with differential effects reported

for gifted children in such a full-time tracked ar-

rangement). For regrouping for specific instruction

(whereby students are placed in specific high, average,

or low classes subject by subject or are placed in

courses with different names, subject by subject; e.g.,

high school students when enrolling in chemistry

maybe placed in Kitchen Chemistry, General Chemis-

try, or Theoretical Chemistry), the reported effect

sizes range from zero in Slavin’s two best-evidence

syntheses in some academic subjects to .34 in other

subjects, such as mathematics. For cross-grade group-

ing (whereby students study a common curriculum ac-

cording to their individual progress in that subject

rather than according to grade-level expectations), the

mean effect sizes range from 26 percent across all

grade levels (Kulik & Kulik, 1990; 1992) to .45 at the

elementary level, but zero at the secondary level in

Slavin’s (1987; 1990) work. For within-class ability

grouping (whereby the classroom teacher sorts the

ability levels within one classroom into labeled groups

such as the Bluebirds, Eagles and Grackles, for smaller

group instruction in specific subjects), mean effect

sizes have ranged from zero in reading and .34 in

mathematics (Slavin, 1987), to .62 across all academic

areas for gifted students clustered as a small group

within the classroom (Kulik & Kulik, 1990). For gifted

students too, Vaughn, Feldhusen, and Asher’s (1991)

meta-analysis on pullout-enrichment grouping re-

ported mean effect sizes of .65 for achievement, .44

for critical thinking, and .32 for creativity gains over

intellectual peers who remained in the mainstreamed

classroom. The differences in effects from one form of

grouping by ability to anotherare great.

THE ABILITY/INTELLIGENCE VERSUS

ACHIEVEMENT ISSUE: SHOULD WE

GROUP BY INTELLIGENCE LEVEL OR

BY ACHIEVEMENT LEVEL?

To answerthis question of grouping byintelligence

or grouping by achievementlevel, one can look at the

meta-analyses and best-evidence syntheses produced

in the 1980s for some answers. The manner in which

studies have been included or excluded/separated for

these syntheses helps to explain some differences in

conclusions. In Slavin’s best-evidence synthesis of

the controlled studies on grouping, by achievement

level (in other words, children grouped by their test

scores on standardized or local-subject-matter tests of

achievement), the benefits of this full-time grouping

were essentially zero. In other words, it made no dif-

ference on children’s ultimate achievement whether

they were grouped full-time in high, average, or low

level groups for their reading, math, or other instruc-

tion or if they were mixed heterogeneously in one

classroom (currently referred to as mixed-ability class-

rooms). Kulik and Kulik (1982; 1984), however, re-

ported a meaneffect size of .15 for secondary students

and .19 for elementary students when they combined

the same studies used by Slavin with ability-compari-

son studies (studies in which children were placed in

an ability group by their general intelligence level and

differential effects of achievement were measured by

comparisons with children at identicalintelligence lev-

els left in mixed-ability/traditional classrooms). The

higher effect sizes of Kulik and Kulik might suggest

that general levels of intelligence are an important

consideration in the group-placement process if max-

imum achievement effects are to be realized for stu-

dents at the highest intelligence levels. The Kuliks

found that when intelligence levels were taken into

account the ability comparison studies for gifted stu-

dents (those in this research with IQs > 130) showed

the greatest gains when these students were grouped

full-time with other gifted students, over the perfor-

manceoftheir intellectual peers who remainedin tra-

ditional classrooms. Across the twenty-five studies that

have looked at this question, the mean effect size for

academic achievement for elementary gifted students

was .49 (approximately one-half of a school year grade
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gain) and .33 at the secondary level (one-third school

year grade gain).

THE MANAGEMENT VERSUS

CURRICULUM ISSUE: DOES ABILITY

GROUPING MAKE THE REAL

DIFFERENCE ALONE?

It makes goodsenseto assert that it is probably not

the practice of grouping by ability itself that makes a

difference in students’ achievement, but rather what

goes on in the grouped situation. The rationale pro-

vided for decades has been that a smaller, more ho-

mogeneous group would naturally pave the way for

more focused instruction, sensitive to the specific

needs of the group. Yet in Slavin’s studies, the effects

of grouping where differences in instruction could be

documented from group to group, no differences in

achievement were noted (effect size = 0). The only

group who seemed to make any gains in achievement

in the grouped situation were the high achievers (in

three-track studies) with an effect size of .12, a very

small, positive gain, indeed (Slavin, 1987; Kulik & Ku-

lik, 1990). Kulik (1992) summarizedthis situation:

Whywerethe effects of XYZ classes so small? The main

problem with XYZ classes is probably their curricular

uniformity. School personnel are usually careful in plac-

ing children into high, middle, and lowclasses, but they

seldom adjust the curriculum to the ability level of the

classes. For example, children in the high group in a

Grade 5 program may be ready for work at the sixth

grade level; children in the middle group are usually

ready for work at the fifth grade level; and children in

the low group may need remedial help to cover fifth

grade material. But all groups work with the same ma-

terials and follow the same course of study in most XYZ

classes. XYZ programs are thus programsofdifferential

placement but not differential treatment. (p. xii)

On the other hand, studies that have documented

differentiated curriculum and instruction in ability-

grouped classes (for example, Provus, 1960), showed

superior achievement effects over studies in which

curriculum differentiation could not be documented.

The high achievers, when curriculum was differen-

tiated, gained byan effect size of .79, average achievers

by .22, and low achievers by .15 in the subject of

mathematics. It is probably safe to say, therefore, that

the practice of grouping by ability itself does not pro-

duce substantial gains in achievement, but the practice

does facilitate the differentiation of instructional strat-

egies and curriculum. Also at issue is the potentially

moderating variable of teacher personality and effec-

tiveness; unfortunately, the literature has not ad-

dressed this issue directly in ability grouping studies.

PERMANENT VERSUS FLEXIBLE

QUESTION: IS THERE SUCH A THING

AS TOO MUCH OR TOO LITTLE, TOO

RIGID OR TOO FLEXIBLE GROUPING?

Twoissues are at question here. First, are there dif-

fering effects upon achievement andself-esteem orat-

titude toward academics and learning when children

are grouped for the entire school day as compared

with part-time grouping for only portions or specific

subjects within the school day? Second, are there dif-

fering effects for students who are placed fairly per-

manently within an ability track as compared to

students who are moved temporarily from group to

group according to their current progress or lack of

it? For answers to both issues, one must look at the

effect sizes reported for tracked studies and full-time

placementin special programs as compared witheffect

sizes in part-time grouping strategies such as regroup-

ing for specific instruction or cross-grade grouping.

For the general population and discounting all ability-

comparison studies, effect sizes would appear to be

larger for the part-time grouping practices. Substan-

tial-effect sizes were reported, particularly for cross-

grade grouping in reading at the elementary level and

small gains were reported across K-12 in a variety of

subject areas, whereas the general tracking studies

were reported at zero (Slavin, 1987). For the special

programs, especially for gifted students (Kulik, 1992)

and for special education (Carlberg & Kavale, 1980),

effect sizes are comparable for full- and part-time op-

tions. For the gifted, in particular, the overall effect

size for full-time special-program placement across

twenty-five studies was .33, down considerably from

the .65 reported for pullout groups and .79 for specific

instruction in mathematics. It is suspected, however,
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in this body of research that if the part-time studies

were equivalent in number, the mean effect. sizes

would decline to similar levels of achievement gain.

The body of studies on self-esteem (n = 14) has fo-

cused primarily on short-term effects when placed in

full-time ability grouped settings, with mean effect

sizes hovering close to zero, although the low-achiever

groups tended to make small, positive short-term

gains, unlike the average and high achievers under

study. Studies of short-term effects on attitude toward

school and learning have also only been focused on

full-time ability-grouping studies, with effect sizes at

.37 for secondary students and .27 across the K-12

body of studies (Kulik & Kulik, 1982; 1990; 1992). The

affective issues of attitudes and esteem notwithstand-

ing, would the achievement differences, as reported

effect sizes suggest, indicate that there can be too

muchof a “good thing” with ability groupingif it is

done too frequently? This is a difficult question to an-

swer on the basis of current documentation. Common

sense might suggest, however, that moderation is the

key to any educational decision, that a variety ofstrat-

egies, of which ability grouping is an important one,

and perhaps mixed ability and homogeneously

grouped cooperative learning are others, would pro-

vide the best probability of meeting the diverse needs,

learning styles, and academic and experiential differ-

ences in every 1990s classroom and school. Rigorous

evaluation of each experiment would clarify the effects

of each practice.

CONCLUSION

The implications of these findings are fairly clear:

Grouping by ability level cannot be discardedasa vi-

able instructional strategy in the classroom teacher’s

repertoire, but care must be taken to determine when

and for how long it will be used and with which

groups of students.

(See also: CLASSIFICATION OF INTELLIGENCE.)
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KAREN B. ROGERS

ABSTRACTION The ability to engage in ab-

straction—that is, to separate an object from its im-

mediate context—haslong been considered one of the

hallmarks of human intelligence. The American psy-

chologist Lewis TERMAN,one ofthe original developers

of intelligence tests, defined intelligence as “the ability

to do abstract thinking.” Charles sPEARMAN,the British

psychologist who pioneered the concept of general

mental ability, believed that intelligence involved the

“eduction of relations” and “the eduction of corre-

lates.” Both processes depend on aninitial abstraction

of the features of objects to educe how those objects

might be related. Given its centrality in definitions

of intelligence, it is not surprising that the concept of

abstraction has been employed in a wide variety of

contexts, including neuropsychological assessment,

studies of human development, and programs on in-

creasing intelligence andthinkingskills.

Whatexactly is abstraction? Abstraction refers to the

process by which humanscategorize things (objects,

numbers, events, people, places) into higher-order

classes. For example, if we are shown an apple, we

might categorize it as “fruit”; if we are shown a guitar,

we might categorize it as “a musical instrument.” Ab-

straction is often a prerequisite for seeing relations

among disparate objects. When presented with the

numbers 2 4 6, for example, we abstract that these are

even numbersthat are related to each otherin series.

This abstraction allows us to produce the next number

in the series, which we know because the next number

will also be an even numberandit will be the next

higher even numberafter 6.

Abstraction, or abstract thinking, may be con-

trasted with concrete thinking, or the inability to think

about something in a context other than that in which

it is presented. One who can successfully think ab-

stractly has no difficulty in flexibly thinking about

things in ways other than the ways in which those

things are presented. For example, when shown a map

of the world and asked, “How are these countries—

the United States, Canada, and Mexico—alike?” a

fairly concrete answer might be something like “They

are all close together on the map.” An answer requir-

ing somewhat more abstraction would be something

like “They are all North American countries” or “They

are all countries in the western hemisphere” or “north

of the equator.” If the questioner asked for something

else, a concrete thinker might have a difficult time

thinking about something other than features of the

countriestied closely to what is seen on the map, such

as their color, shape, or geographic features (“Theyall

have coastlines on both sides”). One more capable of

abstraction would have an easier time thinking about

features of the countries other than those associated

with the map. For example, such a person might think

about howall three countries include a significant pro-

portion of people who speak both English and Spanish

or how the population ofall three countries includes

a substantial number whose grandparents were born

in another country or even how all three countries

have three vowels in each wordof their names or have

three syllables.

TESTS OF ABSTRACTION

Abstraction is necessary for the solution of many

different kinds ofintelligence-test items, such as anal-

ogies (mother is to father as sister is to —_?), sets

(Choose the oddset: fhj aci moq suw.), series (a c e g

—), and matrix items. For various historical reasons

(which might or might not be supported by solid em-

pirical evidence), certain tests have developed a repu-

tation as being particularly good tests of abstraction.
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One test widely used to measure abstraction is the

“similarities” test found on the various Wechsler in-

telligence scales. The similarities test consists of a se-

ries of word pairs such as orange—banana, wagon—bicycle,

wood—alcohol, andfiy—tree. An examiner asks an exami-

nee how the two words in the pair are related. Ex-

aminees who point out the higher-level category in

which the two terms belong, such as “Both are fruit”

for orange—banana or “Both are means of transporta-

tion” for wagon—bicycle, are given full credit; those who

point out other features, such as “You can eat them”

or “They have wheels” are given only partial credit

(Matarazzo, 1972). An interesting feature of this test

is that the words usedare all simple ones, known by

most, if not all, examinees given thetest. The difficulty

is in the relationship between the two words rather

than in the words themselves.

Another example comes from the Shipley Institute

for Living Scale (SILS), a test developed in the late

1930s by Walter Shipley (1940) andstill widely used

in neuropsychological assessment. The scale consists of

two tests, one measuring vocabulary and the other

measuring abstraction. The abstraction test consists of

twenty series items, similar to, but more varied than,

the standard number-series items one finds on many

tests of intelligence. An example of a rather easy item

is escape scape cape __. An example of a more difficult

item is Scotland landscape scapegoat —_ ee, and still more

difficult, two wfour r three _.

NEUROPSYCHOLOGICAL ASSESSMENT

Studies conducted on tests of abstraction have re-

vealed two important features of such tests. First, ab-

straction tests are typically excellent measures of

intelligence. Scores on both the similarities test and

the abstraction scale from the SILS are among those

most highly correlated with other measures of general

intelligence. Second, the difference for individuals be-

tween their abstraction score and other scores from

the battery, such as their vocabulary score, has been

in some cases shownto berelated to the onset of or-

ganic brain damage. In fact, the original motivation for

the development of the SILs battery (Shipley, 1940)

was to measure mental impairment. Early research had

shown that individuals suffering from cortical injury,

senility, schizophrenia, and other impairments showed

a marked loss in their ability to do classification and

sorting tasks requiring abstraction, even when they

showed no performance loss on other tests, such as

vocabulary.

Partly for this reason, more recent neuropsycholog-

ical investigations have routinely included tests of ab-

straction as potential correlates of a wide variety of

conditions affecting cognitive performance. These have

included studies on dementia and Alzheimer’s disease

(Aniskiewicz, 1987), AIDS (Butters et al., 1990; Grant

& Heaton, 1990), substance abuse (Meek, Clark, & So-

lana, 1989; Sweeneyet al., 1989), learning disabilities

(Scott, Greenfield, & Sterental, 1986), aging (Abraham

& Reel, 1992), and Parkinson’s disease (Cummings,

1988). The point is not that there are firm conclusions

regarding the loss of abstraction in relation to the on-

set of these various conditions but rather that neuro-

psychological investigators have deemedthe possibility

important enough to warrant the routine inclusion of

abstraction in such studies. It might be pointed out, in

this regard, that the status of abstraction as a distinct

psychological construct appears to be more widely ac-

cepted within the field of neuropsychology than within

the field of humanintelligence in normal populations.

Within the human-intelligence literature, one is more

likely to encounter references to “reasoning ability,”

for example, than to “abstraction ability.”

DEVELOPMENTAL PSYCHOLOGY

Theories of human cognitive developmentas it oc-

curs from infancy to adulthood typically ascribe an

important role to abstraction as a major feature of

development differentiating mature from immature

thinkers. Consider the theory associated with the

Swiss psychologist, Jean PIAGET, who suggested that

intellectual development occurs through four stages.

Aninitial “sensorimotor” stage, occurring before the

age of 2, is characterized by concreteness, in the sense

that the infant experiments with concepts by taking

actions with concrete objects. Next, during a “preop-

erational” stage (2-7 years), the child begins to use

language to form higher-order categories of things,

such as “shoes.” Following this, during what Piaget

called a “concrete operational” phase (7-11 years),

children can abstract themselves from their own ego-

centric perspective and can adopt the perspective of
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other people. In a final, “formal operational” stage,

children can engage in true abstract thinking, such as

what is required for solving “nonsense” syllogisms:

“Suppose that all dogs were able to sing; could your

dog sing?” Clearly, these stages differ from one another

in the degree to which they allow for the individual to

engage increasingly in abstraction, to remove himself

or herself mentally from the context in which objects

are presented and thereby to perform increasingly

powerful mental manipulations of those objects.

TEACHING THINKING

If the ability to engage in abstraction is central to

intelligent behavior, then it makes sense that programs

designed to teach intelligence or to teach thinking

skills might teach abstractionskills as a way to achieve

their goals. Indeed, as has been pointed outin a recent

review (Nickerson, Perkins, & Smith, 1985), there

have been a number of promising teaching-thinking

programs that attempt to do just that. In Edith Nei-

mark’s Adventures in Thinking (1987), a numberof ex-

ercises are given for whatshecalls “detaching,” which

involves “overcoming impulse,” “depersonalizing” (e.g.,

taking the role of another, such as one with diametri-

cally opposed views), and “broadening through ab-

straction”(e.g., thinking through the implications ofa

legal principle, such as prohibiting discrimination on

the basis of sexual orientation).

A commondifficulty in teaching abstractionis that

principles taught in one context may not transfer to
another context. Perkins (1987) suggested that it is

important not simply to allow transfer of skills to oc-

cur spontaneously but to demand that the learner

engage in whathecalls “mindful abstraction,” a delib-

erate, conscious effort by the learner to seek general-

izations of the principles learned and applications to

newsituations. This kind of deliberate abstraction of

principles has been shown to be important in trans-

ferring mathematical problem-solving procedures from

one content domain to another (Bassok, 1990).

CROSS-CULTURAL CONSIDERATIONS

A question is why the ability to engage in abstrac-

tion is so central to a conception of intelligence. Is

abstraction a necessary component of intelligence? Or

is abstraction just something that the West as a culture

happens to value? Some writers have suggested that

the importanceof abstraction is partly dictated by the

culture. Abstraction depends, to some degree, on hav-

ing language and concepts by which things can be clas-

sified. Literate societies, such as the West, make use

of abstractions in categorizing objects and activities. As

a result, one’s ability to succeed in such cultures is at

least partly dependent on one’s ability to engage in

abstraction. But this may not be a necessary feature of

successful coping in a culture. Psychologists who have

examined preliterate societies have noted that they

do not necessarily put such a high premium on ab-

straction. For example, Michael Cole and S. Scribner

found that preliterature adults in some cultures cannot

solve abstract syllogism problems involving the accep-

tance of initial premises that might not be true. They

argue that this is not because these adults lack intelli-

gence but rather because their culture places no value

on this kind of abstraction.

CONCLUSIONS

A key sign of normalintellectual developmentinto

mature thinking is the ability to abstract—to classify,

categorize, and generalize in increasingly flexible ways,

to imagine features of things presented other than

those intended, and to detach principles from the con-

text in which they are learned. In Western culture,

these abilities are acknowledged as necessary, if not

sufficient, to warrant the label “intelligent.” It may be

possible to teach these abstraction skills, to a certain

degree, although methods of doing so are thus far im-

perfect. There is some evidence that the loss of the

capability to engage in abstraction is tied to organic

brain damage. Finally, even though the ability to en-

gage in abstraction is considered an important part of

humanintelligence, abstraction is not generally rec-

ognized by human-intelligence researchers as a distinct

psychological construct; that is, there does not appear

to be any evidence for an abstraction ability distinct

from other intellectual abilities. Human intelligence

researchers are more likely to refer to abstraction as

an explanatory principle than as an ability per se.

(See also: REASONING, DEDUCTIVE; REASONING, INDUC-

TIVE.)
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PATRICK C. KYLLONEN

ACHIEVEMENT TESTING Achievementtests

are certainly the most common and are probably the

most useful type of test in existence. Literally millions

of achievement tests are given in the United States

each year. Achievementtests are in use every time a

classroom teachergives a quiz, a college professor gives

a final examination, a new driver demonstrates com-

petence before receiving a license, a school district

assesses its fourth-grade students’ reading comprehen-

sion, a state requires high school students to demon-

strate mastery of basic skills, or an employer asks a

prospective secretary to take a typing test.

This article discusses achievement testing with a

primary emphasis on the types of achievement testing

done in schools in the United States. The entry defines

achievementtests, discusses the differences between

achievementtests andability tests, describes the major
uses of achievementtests, and gives a very brief sketch

of the history of achievement testing in the United

States. In addition, it outlines the general process used

to construct achievementtests and stresses the impor-

tance of standardization. Finally, it describes the meth-

ods of attaching meaning to achievementtest scores,

norm-referencing, and criterion-referencing.
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ASPECTS OF ACHIEVEMENT TESTS

Definition of Achievement Test. An achieve-

ment test is simply a more or less systematic sample

of a person’s behavior used to draw inferences about

what the person currently knows or can do. The in-

ferences can be in either absolute terms (can type forty

words a minute) or comparative terms(is an average

typist).

Differences Between Aptitude and Achieve-

ment Tests. A great deal of confusion exists about

the distinction between achievement tests and so-

called aptitude or ability tests. In one sense, all tests

are achievement tests because all that any test can

measure is what the test taker has achieved (and is

willing to demonstrate) by the time the test is given.

Tests can measure the test taker’s behavior only at the

time of testing. No way exists to measure innate abil-

ity, potential, or aptitude directly, uncontaminated by

the influence of the test taker’s environment and

learning opportunities.

Notclearly distinct, as many people usedto believe,

ability and achievement tests overlap a great deal in

both content and use. In content, the very same types

of questions often appear in both kinds oftests. It is

impossible, for example, to distinguish between an

arithmetic question in a mathematics achievementtest

and an arithmetic question in a quantitative ability test,

or between a reading comprehension question in a ver-

bal ability test and a reading comprehension question

in a reading achievement test. Achievement tests do,

however, tend to relate to more recently taught ma-

terial.

With respect to use, when a test examinesability,

inferences are generally made about the test taker’s

future behavior. When tests examine achievement, in-

ferences are generally made about the test taker’s cur-

rent levels of knowledge and skill. That distinction

between the two types of tests is not strict. Some

achievement tests have predictive purposes, as when a

test of the knowledge ofspecific subject matter gained

in college is used to predict success in graduate work

in the samefield.

The most important difference between achieve-

mentandability tests is the assumption aboutthe test

taker’s opportunities to learn whatever the test mea-

sures. Whenever tests examine ability, an underlying,

often unstated, assumption exists. Supposedly the op-

portunity to learn the material being tested is so wide-

spread andeasily available thatall test takers have had

a reasonably equal opportunity to learnit. Only if that

assumption is true is it safe to interpret differences in

scores as differences in ability. On the other hand,

there is a clear, often explicit, assumption that the ma-

terial covered in an achievementtest is based on some

course of instruction or period oftraining. People who

have had no exposure to the training or instruction

are not expected to do well on the test.

Purposes of Achievement Testing. The ma-

jor uses of achievement tests are managementof in-

struction, placement, selection, accountability, eval-

uation, and certification of competence. The different

purposes do tend to overlap, and sometimesa single

test serves several purposes at the same time.

One of the most

common and important uses of achievementtests is to

Management of Instruction.

help teachers do their jobs well. Information about

what students know and do not know throughout an

instructional sequence is obviously crucial for the ef-

ficient management ofinstruction at all levels. Such

information is required in any attempt by a teacher to

tailor instruction to an individual or to a class.

Achievementtest results can identify both students in

need of extra help and those for whom the material

would be redundant. The distribution of scores for a

class can help a teacher determine the most appropri-

ate level of instruction for the group. In short, a

teacher who is planning and monitoring a sequence

of instructional activities can use achievement tests

to help determine where it is best to start in the

sequence with class or with a particular student, how

fast to cover the material so that students are chal-

lenged but notfrustrated, and the appropriate place to

stop because the objectives of instruction have been

met.

Placement. To place students in courses cover-

ing material they have already mastered is clearly a

waste of time and resources. Also wasteful (and some-

whatcruel) is the placement of students in courses for

which they lack the necessary background knowledge.

Achievement tests can be useful in selecting which

course in an ordered sequence would be most instruc-

tive for each student. This choice is accomplished by

using a test to determine the student’s particular level
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of knowledge and skill and then comparing that level
with the prerequisites and expected outcomesof each
ofthe courses in the sequence. Placementtests are of
most use in subject-matter areas that are hierarchical,
in the sense that mastery of earlier objectives is nec-
essary for the mastery of later objectives. Mathematics
and foreign languages are clear examples of such sub-

ject-matter areas. Placementtests are also useful when

different levels of the same course are available, as

when a choice has to be made between an “honors”

course and a standard course.

Selection. Achievement tests can also be very

helpful in selection, because students who have done

well at one level of schooling are the ones most likely

to do well at succeeding levels. Selection differs from

placementin that the selection of some applicants im-

plies the rejection of others. Consequently, it is gen-

erally agreed that tests used for selection should meet

higher standards of quality than tests used for place-

ment.

An important reason for using standardized achieve-

menttests for selection is that content coverage and

level of rigor within courses of the sametitle may vary

greatly across schools. Furthermore, grades cannot be

comparedfairly from school to school or even from

teacher to teacher because of differences in grading

standards. A grade of “C” in one school or from one

teacher may represent the same level of knowledge

and ability as a grade of “B” or even “A” in another

school or from another teacher. Standardized test

scores, however, can be comparedfairly across teach-

ers and across schools becauseall test takers are faced

with the same tasks under the same conditions regard-

less of the location of the test.

Just as grades are limited in comparability, tests are

limited in what they measure. Achievementtests can-

not measure study habits, motivation, class participa-

tion, and completion of assignments, which tend to be

reflected in grades. Therefore, the combination oftest

scores and grades offers more predictive power than

either one used alone.

Accountability.

education, and legislators and their constituents have

a right to know how well the schools are performing

their function. Achievementtests provide a cost-effec-

tive, efficient, consistent, trustworthy means of dem-

onstrating the accomplishments (or lack thereof) of

Much public money goes to,

large groups of students within a school district or a

state or across the country. In fact, international as-

sessments can be done using achievementtests that

have been specially constructed to maintain compara-

bility of results in different cultures and whentrans-

lated into different languages. Achievementtests also

provide for accountability on the individual level.

Combined with other factors such as classroom par-

ticipation and completion of assignments, achievement

tests are an important componentof most school and

college grading systems.

The large-scale use of standardized achievement

tests for purposes of accountability, often driven by

legislation, has become controversial. Critics contend

that the tests have an inordinate influence on curricula

and the allocation of instructional time, and that the

widespread use of multiple-choice questions inhibits

the teaching of higher-order thinking skills. When

test results are used for the purposes of accountabil-

ity, it is necessary to keep in mind factors that affect

test results over which the school, the teacher, or

the student has no control. Achievement test results

must be interpreted with full knowledge of the con-

text in which they were obtained, and care must be

taken to avoid misuse and overinterpretation of the

scores.

Evaluation. Achievementtests are invaluable in

educational research concerning theeffects of different

curricula, texts, and teaching methods. The tests pro-

vide very useful information about how the variables

being evaluated affected student learning. Achieve-

menttests are, of course, limited in that they measure

only what students have learned and not how students

feel about their experiences. An educational treatment

in which students learned the material well, but did

not become motivated to study the subject again,

would hardly be appropriate. Achievementtests are,

therefore, necessary but not sufficient in the evaluation

of educational treatments.

Certification of Competence. Achievement

tests serve an important role in protecting the public

when the tests determine whether people are qualified

to perform certain activities. The most common ex-

ample of this use of achievementtesting is a driver’s

license examination. New drivers must demonstrate

that they knowtraffic laws and that they are able to

operate a vehicle safely. Achievementtests are useful
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in various jurisdictions to determine whetherlicenses

to practice should be awarded to teachers, lawyers,

physicians, psychologists, building inspectors, realtors,

insurance agents, stockbrokers, pilots, social workers,

speech therapists, and many others.

A more controversial use of achievement tests has

been to determine whether students have mastered

basic skills well enough to receive a high school di-

ploma. Manystates instituted the tests because of

complaints by employers and members of the public

that too manyhigh school graduates wereilliterate,

and that the diplomahadlost all meaning as a guar-

antee of competence. The tests became controversial

primarily becauseofdifferent passing rates among stu-

dents of various racial and ethnic groups. Some people

see the tests as discriminatory, serving both to narrow

the curriculum andto increase the number of drop-

outs. Others believe that the tests motivate students,

give direction to teachers, and add meaningto the di-

ploma.

A BRIEF HISTORY OF ACHIEVEMENT

TESTING IN THE UNITED STATES

Although large-scale, sophisticated achievement test-

ing originated in China over 3000 years ago,relatively
unstructured oral examinations predominated in the
United States until about the middle of the nineteenth
century. Then rapid population growth, accelerated
urbanization, and a corresponding increase in the
numbers of students enrolled in public education
forced schools to become moreefficient to cope with
the changes. Formal written testing proved increas-
ingly useful for both instructional management and
accountability purposes. World War I saw the devel-
opment of mass testing andthe large-scale use of mul-
tiple-choice questions by the armed forces to classify
recruits, and the new technology was soon adopted for
use in education.

By the middle of the twentieth century, the in-
vention of the scoring machine had made objective
achievementtests remarkably efficient and cost-effec-
tive, paving the way for the ubiquitous use within

school systems of nationally standardized tests that

were heavily dependent on multiple-choice questions.

Federal and state mandated testing for evaluation and

accountability served to make standardized testing

even more widespread. The increasing accessibility of

computers for the analysis and reporting of scores al-

lowed evengreatergains in efficiency,utility, and cost-

effectiveness and further augmented the growth of

large-scale standardized achievementtesting.

Toward the end of the twentieth century, advances

in psychometric theory and in the power of personal

computers led to the introduction of computer-based,

adaptive testing, which allows the use of innovative

types of nonmultiple-choice questions and offers even

greater efficiency through individualized measurement.

Construction of Achievement Tests. The

construction of most professional, large-scale achieve-

ment tests involves a similar series of developmental

steps. The first step is to set the test specifications, the

“blueprints” detailing the knowledge and skills to be

tested. The judgments of representative groups of sub-

ject-matter experts are generally of great importance

in determining the test specifications. For tests related

to academic subjects, surveys of the contents of major

textbooks and surveys of curricula help inform the ex-

perts’ judgments. For tests related to occupations, job

analyses detailing the tasks required to perform the job

are useful.

Once the specifications have been set and reviewed

by samples of educators and job incumbents,test ques-

tions are written to meet the specifications. Typically,

the questions are reviewed and edited a number of

times to assure their quality. An important aspect of

modern reviewsis an explicit check for fairnesstoall

test takers regardless of factors such as sex, race, eth-

nicity, and location. Generally, many more questions

are written than are necessary, to allow for attrition

during the developmentprocess.

Questions acceptable to the reviewers are admin-

istered to representative test takers in “pretests” to

determine empirically the difficulty and measurement

power (discrimination) of the questions. In modern

test development, analyses of the differences in diffh-

culty of the questions for various groupsoftest takers

are carried out as an empirical check on the fairness

of the questions. Tests are assembled from pools of

questions with appropriate difficulty, discrimination,

and fairness indices. Subject-matter, editorial, and fair-

ness reviews are generally carried out on the draft

tests. Rules for standardized administration and scor-
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ing are generated, andthe tests are then “normed” by

administration to well-selected samples of test takers.

Finally, after a process that can take two or more

years, the tests are ready for use.

Standardization. An importantfeature of many

achievementtests used with large populations is that
they are “standardized.” In the context of testing,
STANDARDIZATION meansthatall of the people taking
the sametest (with the exception of some people with
disabilities) do so under the same conditions and that
the scores are derived using the samerules for all test
takers.

Standardization allows the results of achievement
tests to be given meaning by comparing test takers’
scores to the scores of somerelevant group(s). With-
out standardization, comparisons among test takers
would be neither sensible nor fair. Reasonable com-
parisons would not be possible, for example, if some
people were given two hoursto take a test and others
only one hour to take the sametest, if some people
were given two points for each correct answer and
others only one point, or if some people could use
calculators on a math test and others could not.

Therefore, standardization is a basic requirement
for fairness and utility. Even for tests that report ab-
solute rather than comparative scores, standardization

is still necessary. Consider a road test for a driver’s
license in which the test taker has to park a car. It

would notbefair if one person hadto parallel park in

a tight space on a congested street and another person

could park in an emptylot.

Types of Achievement Test Scores. Achieve-

menttest scoresin isolation carry little or no meaning.

The most widely used methods of attaching meaning

to test scores depend on comparisons. In norm-refer-

enced testing, a score is compared to the scores of
some defined group of people. In criterion-referenced

testing, the score is compared in some absolute passing

score or standard. Test users find that both types of
comparisons are necessary to obtain a complete de-

scription of a person’s achievement.

Norm-Referenced Scores. Many achievement

tests become particularly useful because they are given
under standardized conditions to carefully selected
samples of the students in particular grades in a school
district, a state, or across the country, and information
about the resulting distributions of scores is collected

and analyzed. These scores can then be compared with

the scores of other test takers. The sample groups are

knownas norm groups, and the scores are norm-referenced

scores.

A very effective way to attach meaning to a test

score is to compare it with the scores of some group(s)

of people. For example, knowing thata child answered

twenty-seven mathematics questions correctly indi-

cates nothing about the child’s achievement in math-

ematics. Knowing, however, that the average child in

the United States in the same grade answered seven-
teen of the questions correctly allowsa clear inference
that the child’s mathematics achievementis above av-
erage. Learning that 95 percent of the children in the
same grade in the United States received lower scores
clarifies the achievement even more. Additional com-
parisons may be made at other levels to gain even
more information about the student’s relative standing
and about the performance of various administrative

levels of schooling in relation to others.

Although some norms are called national, no test

publisher can possibly test every child in the country.

Normsderive from samples of scores, and the sample

obtained by a particular publisher maybe moreorless

representative of the entire population. The sheer

numberof people in a norm group is of less impor-

tance than how representative they are. The norm

group should replicateall the importantcharacteristics

of the target population in the same proportions, and

the results of norm-referenced tests should be inter-

preted in the light of full information about the char-

acteristics of the norm group(s) in use.

Criterion-Referenced Scores. Criterion-ref-

erenced scores have meaning in absolute, not compar-

ative, terms. Rather than indicating, for example, that

a student’s performance exceeds that of 36 percent of

her peers, a criterion-referenced score may indicate

whether the child can multiply fractions. The evalua-

tions compare the child’s score with some passing

score or standard. If a test includes ten questions on

the multiplication of fractions, for example, a decision

has to be made about how many of the questions must

be answered correctly before the student can qualify

as having mastered the skill of multiplying fractions.

A major problem with criterion-referenced scores

is the setting of an appropriate standard. All methods

of setting standards depend, at some point, on the sub-
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jective judgmentsand values of the people whoset the

standard. Relatively high standards will reduce the

chances of passing people who deserve to fail. Such

high standards will, however, increase the chances of

failing people who deserve to pass. On the other hand,

relatively lowstandards will reduce the chancesoffail-

ing people who deserve to pass. Yet such low standards

will increase the chances of passing people who de-

serve to fail.

These “errors of classification” do not occur be-

cause someparticipant in the process made a mistake.

Errors of classification occur because no test score can

be perfectly accurate or precise. It is impossible to

raise or lower a standard to reduce the likelihood of

one of the types of errors of classification withoutsi-

multaneously increasing the likelihood of the other

type. (This is true regardless of the test or the method

used to set the standard.) Because people have differ-

ent opinions about which type of error is worse, no

standard is likely to be equally acceptable to all con-

cerned. Theresults of criterion-referenced tests should

be interpreted in the light of-full information about

the characteristics of the standard(s) in use.

CONCLUSION

Achievementtests provide information about what

people know andare able to do, generally as outcomes

of specific, structured learning experiences. Achieve-

ment tests range from a surprise quiz on a chalkboard

to nationally standardized examinations covering a

number of subjects across all school grades. Large-

scale achievement testing has become so pervasive and

important in American education that somecritics be-

lieve the tests to have undue influence and negative

consequences. The critics propose the use of perfor-

mance measures, locally developed measures, and

portfolios of students’ work to replace nationally stan-

dardized, multiple-choice tests. Almost all critics have

proposed the replacement of one type of achievement

test by other types rather than their abolition. Because

achievement tests provide obviously useful informa-

tion, running an educational system without some type

of achievement testing is very difficult to imagine.

(See also: GROUP TESTS; SOCIALIZATION OF INTELLI-

GENCE.)
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tional examination. Washington, DC: U.S. Government

Printing Office. Detailed information on the extent, ben-

efits, and costs of testing in United States schools.

MICHAEL ZIEKY

ADAPTIVE BEHAVIOR
intelligence, the concept of adaptive behavior, while

In its relationship to

not new to psychology, achieved major influence as
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a psychological construct and as an assessment di-

mension through its adoption by the then American

Association on Mental Deficiency (now American As-

sociation on Mental Retardation). As a new dimension
>“in the measurement of mental retardation,” adaptive

behavior was defined three decades ago as “the effec-

tiveness with which the individual copes with the nat-

ural and social demands of the environment” (Heber,

1961). Since that time the criteria that define adaptive

behavior have been organized, systematized, and de-

veloped into a variety of scales and planning concepts,

and used as a specific part of the definition of mental

retardation and developmentaldisability. However, the

process of adaptation is basic to the growth and de-

velopmentofall organisms.

The human must be considered essentially as a spe-

cial adaptive organism. The humanorganism is differ-

ently adaptive than other living organisms in thatit

must consciously plan for its own survival. The human

faced with an environment that contains other living

organisms,all struggling for survival, must find its own

way through theutilization of the surrounding milieu,

and through adjustment of and accommodation to

those environmental forces. The process of adaptation,

therefore, is a very delicate balance that is achieved

through active interaction with the immediate envi-

ronment (Leland, 1977). The human must discern and

select from that environment the cues and behavioral

guides critical to the successful comprehension of the

demands of that environment, and having realized

these demands it must then, through its own pro-

cesses, adjust its behavior and modify its approaches

to develop individual strategies to deal with those de-

mands. In short the human has evolved coping behav-

ior. This human evolution of coping behavior becomes

part of what might be described as an organic concept

of intelligence (Leland, 1977).

Historically, the underlying concept has been around

since philosophers first started recording their specu-

lations about the nature of people. Seeing that individ-

uals behave differently from their counterparts in the

animal kingdom led to very early labeling of differ-

ences amongthose individuals to define these different

behaviors as part of a total system. Both Plato and

Aristotle had discussions on these types of human dif-

ferences (e.g., the different characteristics needed to

be a soldier, worker, or statesperson) and both had

very strong opinionsas to the social value of individ-

uals who behaveddifferently (Beare, 1906). This em-

phasis on adaptive differences became even more

involved over the next one thousand years, as the

Renaissance and the Reformation grew together in

an uneasy symbiosis creating varied complexities of

thought throughout western Europe. Supernaturalism

and other-worldliness inherited from the Middle Ages

combined with the Renaissance humanist concern

for people in this world to produce subtle shifts of

emphasis and various blendings of heterogeneous

elements that finally evolved into a scientific method-

ology (Kagin, 1968).

In 1672, Willis attempted to develop one of the

first systematic sets of definitions, in areas that would

todaybe called psychology. He used specific behaviors

to define the differences between typical clinical labels

(Cranefield, 1961). Various texts describing efforts to

deal with multiple problems of behavior, starting with

the 1806 Wild Boy of Aveyron (Itard, 1962), were based

on elements that are typically used today to describe

adaptive behavior. However, the first recorded mea-

surement of adaptive behavior was probably Felix

Voisin (1843), who attempted to devise a scale that

included measurementof differences among individu-

als in eating habits, friendliness, courage, disruptive

tendencies, egoism, and mental dexterity.

In more modern usage, references to adaptive be-

havior are very culture specific. Humansare psycho-

biological organisms and each of us develops from

and behaves within some sort of cultural social

background. We are each the result of reciprocal

interaction. Reciprocal functioning, of which adaptive

behavior is a segment, along with social awareness, is

the product of an interaction between cultural mores

and biological, social, and personally experienced fac-

tors. The differences in the levels of ability shown by

different individuals at each of these levels is depen-

dent on the mannerin whichthe individual copes with

this interrelationship of forces. The adaptive ability to

cope is part ofintelligent behavior. Today we would

say thatit is the force that drives or it is the motivation

of intellectual behavior (Leland, 1990).

Werecognize that intelligence is dependent on a

wide variety of reciprocal interrelational elements:

(1) sensorimotor development; (2) cognition, which

itself is subdivided into processes of reception, per-
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ception, and apperception; (3) rate of learning; (4)

adaptive behavior; and (5) social awareness (Leland,

1991). We have also come to recognize that learning

in humansbegins during gestational development, and

that the baby, before birth, has already begun to ac-

quire elements relating to the developing vestibular

system; otic and optic systems; and the initial sensory

phenomena surrounding them (Anokhin, 1974). Work

that is being done on the orienting reflex, and mea-

surements of prenatal heartbeats indicate that when

certain stimuli are introduced to the fetus it responds

in an orienting mannerandit habituates (Berntson et

al., 1985; Tuber et al., 1980). The fetus goes through

a lot of sensory habituation during that period. De-

velopmental errors can occur because of environmen-

tal pressures in the womb (e.g., maternal smoking,

drugs, caffeine, alcohol), which may lead to imperfect

development of the brain itself. Such developmental

errorsrelate to failure of the brain to function appro-

priately after birth. This whole developmental pack-

age, starting prenatally, is part of the intellectual

developmentin the individual. This is why it is agreed

that the timing of the damage to the brain has more

meaning than the actual nature of the damage (Luria,

1980). Thus the individual is not born a perfect blank

at birth but rather is already a person with a working

sensory system.

Going back a million years or so, we find that there

has been considerable continuity in human develop-

ment. Before we had evidence of human or hominoid

presence, animal development gave us many of the

same types of continuities: two eyes looking forward,

two ears, one on each side, a mouth in front, a head

on top, with a ratio of size of the cranial vault to the

size of the rest of the body. Those we believe were the

earliest humans evolved a short hip bone that was a

very necessary adaptive mutation. Today we define the

process of evolution as a process of inheritance, plus

adaptation, plus social necessity (Sagan, 1977; Gould,

1983). There seem to be various types of behavior that

are learned and some(e.g., the propensity of a new-

born duck to bonditself to the first moving object it

sees immediately after birth) that may not involve di-

rect learning (Lorenz, 1965). Some of these learned

behaviors or adaptive responses may result in mala-

daptive behavior(e.g., a duck attachingitself to a hu-

manas if it were the mother), which may be described

clinically as pathological (Sidman, 1960).

The most important general discussion of the study

of adaptation as a systematic and experimental ap-

proach to behavior in animals is contained in the work

of H. Helson (1964). The leading elementin his animal

studies involved the manner in which the animal uses

the surrounding environment to meet basic needs and

to survive. Some animals use elements within the en-

vironment to enhance the quality of theirlife (e.g., use

of support systems, or making natural objects work as

tools). There also are very primitive examples, such as

the amoeba or the cockroach, which seem to adapt by

absorbing as much of the interfering environment as

they can absorb into their systems. Larger animals

scrape out space to work, build nests or lairs, use

sticks to dig for clams, and in effect modify the envi-

ronment to improve their chances of survival. A phe-

nomenon described as “unlearned learning” has also

evolved (e.g., the manner in which the body “learns”

to regulate a heart beat, an eye blink, or the conversion

of blood oxygen,etc.). One finds that there is a con-

sistent pattern of development of regular and system-

atic functionsin all internal organs under the heading

of reflex responses, of which the adaptive reflex is ma-

jor. For example, the eyelid must remain open to per-

mit vision, but this puts it in danger of drying out,

becomingpainful andlosing vision. The lid mustclose,

but again, vision is lost. Intermediate, adaptive reflex

responses known as the eye blink are established,

which allow the eye to continuously open and close in

a systematic manner as external pressures demand.

From this example and other similar examples, it be-

comesclear that adaptive behavior is the result of the

interaction of complex biological needs and compli-

cated learning processes. Such behavior leads to fur-

ther learning, through social experiences, mediated

for the promotion of higher human mental function

(Luria, 1980).

In all epochs of humanexistence there has been an

ever greater necessity for coping with the environment

and for creating modifications to provide both protec-

tion against the elements and protection from other

organisms. To maintain and enhance the quality of life,

there was a further need for the human to manipulate

and modify the natural and human environment
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(Coelho, Hamburg, & Adams, 1974). The growth that

resulted has been a vast reservoir of learning and lore,

based on both oral and written language, which has

produced major modifications over time.

This evolution over time in human adaptive behav-

ior has occurred directly through interaction with spe-

cific aspects of various environments. Oneresult has

been the creation of unique human groupingsinto cul-

tural and subcultural organizations. Over time, there

have evolved specific ways of doing things within a

specific culture, and individuals performing differently

may be derided as being wrong. Such questions as the

proper ways to use utensils to feed oneself became

representative of cultural differences that an outsider

may not know. The usual or traditional response pat-

terns within a given culture or subgroup give rise to

two types of social demands; these may be described

as necessary and desirable. The necessary demandis

that persons feed themselves; the desirable demandis

that they do it in a certain way,at a certain time, often

in a certain place. These cultural (or national) differ-

ences become evident as more and more individuals

come to live in closer proximity and respond differ-

ently to what appears to be the same stimulus.

There are, as a result, a wide range of culturally

desirable behaviors that may not be really necessary

for survival (e.g., certain modes of dress). These be-

haviors set up a high level of personal interaction and

socialization and thus become extremely important in

reciprocal communications. Many of these desirable

behaviors may be more important, in the long run,

than the more basic or necessary behaviors (Leland,

1982). Some parts of this new set of coping demands

are now being researched and described as social com-

petencies (American Psychological Association, 1992).

They emphasize some of the steps in the utilization of

personal social-historical experiences for social deci-

sion-making functions, with the uniquely human form

of adaptive behavior emerging as one of the major me-
diating factors.

The study of adaptive behavior becomes the basis

for increasing our understanding of how persons can

bring themselves into active participation within their

community in a mannerthatis judged to beofservice.

The community then rewards that service psycholog-

ically by allowing those persons to remain. Thus, J. V.

Wersch (1985) spoke of “the degree that a child grows

into the surroundingsocial environmentin the process

of adaptation (as a measure) of how heor she develops

the basic opportunities in individual sets of behavior.”

Lev vYGOTSky (1986) did not attempt to measure the

differences among individuals in their degree of adap-

tation. He outlined an adaptive hierarchy of cognitive

growth: As cognition andintelligence develop, the in-

trapsychical growth modes emerge with greater indi-

viduality. Because people mustlive in union with each

other, the interpsychical modes (speech, emotions,

shared learning differences, etc.) become the major

routes through which individuals create the best at-

mospherefor the utilization of adaptive techniques to

cope with the expanding and differentiating roles of

populations. These differing populations include dif-

ferences in vast areas oflife-style within and between

units of the human family. They also include under-

standing of interrelationships between humans and

nonhumansonall types of behavior, and the concept

of necessary adaptive behavior takesinits full meaning

as a mediating force of intelligence. This process of

understanding is apart from the process of learning

adaptive skills. Although they meet the requirements

of desirable behaviors, adaptive skills also tend to be-

comestatic and fixed in certain behavior patterns, and

persons with similar coping skills can be described as

socially invisible. They represent a group often described

as normal. Both those persons with above average Cop-

ing skills and those with below average coping skills

are, by definition, abnormal (outside the norm) and

socially visible. Members of the highly functioning

group can usetheir visibility to aid their survival and

are often honored and protected by society (e.g., art-

ists, specialized professionals, university professors).

Membersof the lower functioning group are impeded by

their social visibility and are often rejected by society

(e.g., exploited in the institutions that house them or

demeaned by classmates). In this context adaptation

evolves as the reversible aspects of intelligence. |

Adaptation, therefore, may be expressed in the

form of successful (invisible) coping and can embrace

social participation and social acceptances, orit may

be expressed as unsuccessful (visible) coping, which

sets the individual apart from society and forces soci-

ety to decide whether to accept or not to accept the
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person. Either process may be modified or reversed

through social intervention (e.g., teaching, therapy,

newexperiences).

Howdo we measure these processes? Because we

are dealing with adaptive coping, we have to start by

defining the measurementin termsof subject behavior.

DeJung (1963) points out that such an approach does

not necessarily exclude evaluation of something some-

one is or has, such as beingintelligent or experiencing

emotions. Adaptive behavior is also concerned with

those characteristics, but for the direct measurement

of adaptive behavior we have to deal with the differ-

ences among individuals in real-life behavior that can

be observed by others. Individuals behave in a variety

of ways, and whena person’s level of adaptive behavior

is being assessed (by a psychologist, for example), they

maynot always behave alone as they do whenthe ex-

aminer is present (people do not behave consistently

at all times). One has to consider what behavioris to

be evaluated and under what circumstances one might

expect that behavior to occur. Inasmuch as the typ-

ical examineris not in a position to follow the human

being examined for twenty-four to forty-eight hours

at a time, to‘become aware of the various nuances of

that person’s behavior, staged or standardized obser-

vation of behavior is not a practical mode oftesting.

The examineris dependentrather on other individuals

(the mother of a child, the spouse of a patient whois

recovering from a stroke) who have daily knowledge

of the person being assessed and whocan report to

the examiner what differences have been observed

over time, about particular coping mechanisms or

adaptive abilities being evaluated. The instrument used

to quantify that individual’s level of adaptive behavior

must be one whosereliability and validity have previ-

ously been established. In the development of such an

adaptive behavior scale or instrument,validity must be

established by observation of specific types of behavior

that two or more observers agree upon.

For this reason, effective, valid measurement of

adaptive behavior has been reduced to an observation

of very specific behaviors that, of necessity, stand for

a wide range of learning and coping abilities within

broadly defined areas of social and personal interac-

tions. Many of these observations have been reduced

to either/or measurements with only minimal effort to

measure variations. Thus, one asks only if an individual

child or recovering adult can walk, without concern

about other features of such mobility, such as the na-

ture of the gait. Higher levels of mobility beyond walk-

ing also receive points on such scale (e.g., running

and jumping). Other demandsof such adaptive behav-

ior measuringscales areless specific, having to do with

cooperation, personal responsibility, or social behav-

iors, which imply levels of development. In measuring

the current level of adaptive behavior, one is measur-

ing a modifiable dimension of intelligence. Conse-

quently, there are certain types of information that

must be obtained by the examiner.

First, what are the cultural criteria for necessary or

desirable behaviors among the members of the social

group being evaluated? How does one person’s behav-

ior differ from another person’s and whatis the range

of social tolerance for that difference? The interpreta-

tion of the results of the measurement may vary from

group to group (e.g., a computer operator does not

have to be able to hammernails, but a carpenter does).

Tests of adaptive behavior that try to imply too much

from irrelevant tasks have little use in adaptive behav-

ior measurement, regardless of how statistically reli-

able these tests are.

Second, because adaptive behavior is more than just

a collection of skills (these scales should not be con-

fused with ACHIEVEMENT TESTING), the criteria for be-

haviors should be part of an accepted hierarchy of

intellectual growth and development. Thus, although

the absence of certain behaviors considered adaptive

does not necessarily imply lack of capacity, it does in-

dicate that the individual is not responding in the ex-

pected manner(i.e., as do his or her age peers) to

those stimuli in the environment. This leads to the

important concept of hills and valleys. The hills rep-

resent the person’s adaptive strengths and levels of

learning from previous experience (and, by implication,

areas of behavior where one might expect future suc-

cess and future learning). The valleys represent current

weaknesses and those areas that could well have pro-

duced adaptivefailure in the past and/or where there

were physical or psychological impediments to learn-

ing and successful coping.

The concept just described is very similar to the

“zone of proximal development” introduced by Vy-

gotsky (1986), which views adaptation as unifying,

covering a number of unevenly developed areas of
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intellectual growth. In counseling youngsters who ap-
pear to be slow in their adaptive skills, the function of
measurementis to determine thosehills that, with the

aid of a teacher or sophisticated counselor, might con-

tinue to improve. This approach to learning assumes

that the social demands are present, andif individuals

fail to cope successfully (i.e., are exhibiting valleys in

their adaptive repertoire), it is because they had no

reference base to successful coping in that area. In

other words, there was no adaptive readiness, which

an effective adaptive scale profile should help identify.

Third, adaptive behavior measurement cannotexist

in a social vacuum. Such responses change from setting

to setting. With children there are often major differ-

ences in adaptive skill between home and school

(Shaw, Hammer & Leland, 1991). With adults there

are similar differences linked to changes in personal

circumstances (Gunsett, 1985). Thus adaptive behavior

is not static or fixed. It is rather a flexible, remediable

index that reflects changing moods, behaviors, and

self-direction.

The general purpose of adaptive behavior assess-

mentis to establish a valid measure of the level of the

individual’s skill in current, as well as anticipated, be-

haviors in order to provide guidance for professionals

working with persons with various ranges of mental

and physical disabilities. Assessment is not aimed at

traditional diagnostic labels comparable to one’s IQ;it

is rather a way of determining how a person may be

expected to cope in average or usual daily activities

versus unusual or unexpected social situations.

It is important to establish the types of behaviors

that persons with disabilities are able to execute, in

comparison with their peers of different levels of abil-

ity. Also, it is important, assuming that most other

elements remain constant, to know in what areas of

potential and appropriate remediation it will be pos-

sible for an individual to do more. This gives new

meaning to prognosis, and to the relationship between

prognosis and diagnosis.

(See also: CULTURE AND INTELLIGENCE.)

BIBLIOGRAPHY

AMERICAN PSYCHOLOGICAL ASSOCIATION. (1993). American

Psychological Association, 100 Years: 1892-1992, Cen-

tenial Convention Program——APA Science Weekend,In-

creasing Competence and Adaptive Behaviors, Washington,

DC: Author.

ANOKHIN,P. K. (1974). Biology and neurophysiology of the con-

ditioned reflex and its role in adaptive behavior. Oxford: Per-

gamonPress.

BEARE, J. I. (1906). Greek theories of elementary cognition from

Alcmaeon to Aristotle. Oxford: Clarendon Press.

BERNTSON, G. G., RONCA, A. E., TUBER, D. S., BOYSEN,S.,

& LELAND,H. (1985). Cardiac reactivity and adaptive be-

haviors. American Journal of Mental Deficiency, 89(4), 415—

419.

COELHO, G. V., HAMBURG, D. A., & ADAMS, J. E. (1974).

Coping and adaptation. New York: Basic Books.

CRANEFIELD,P. (1961). A seventeenth century view of men-

tal deficiency and schizophrenia: Thomas Wills on “Stu-

pidity or foolishness” (1672). Bulletin of the History of

Medicine, 35(4).

DEJUNG,J. E. (1963). An approach to the problem ofmeasurement

of adaptive behavior. Paper presented at the South Central

Regional Conference, American Association on Mental

Deficiency, Enid, OK.

GOULD,S. J. (1983). Hens’ teeth and horses’ toes. New York:

W. W.Norton.

GUNSETT, R. (1985). Neuropsychological functioning andits re-

lationship to treatment outcome in injured industrial workers

with chronic pain. Unpublished doctoral dissertation, Ohio

State University, Columbus.

HEBER,R.(ED.). (1961). A manual on terminology andclas-

sification in mental retardation, 2nd ed. (Monograph

Supplement). American Journal of Mental Deficiency, 65.

HELSON,H.(1964). Adaptation-level theory. New York: Harper

& Row.

ITARD, J.-M. G. (1962). The Wild Boy of Aveyron (1806). New

York: Appleton.

KAGIN, E. F. (1968). Adaptive behavior and mental retar-

dation during the Renaissance and Reformation. Proceed-

ings of the 76th Annual Convention. Washington, DC:

American Psychological Association.

LELAND, H. (1977). Adaptation, coping behavior, and re-

tarded performance. In P. Mittler (Ed.), Research to prac-

tice in mental retardation: Education and training (Vol. 2).

London: University Park Press.

LELAND, H. (1982). Assessment of adaptive behavior. In K.

D. Paget & B. A. Bracken (Eds.), The Psychoeducation-

al assessment of preschool children. New York: Grune and

Stratton.

 

23



ADAPTIVE BEHAVIOR, ASSESSMENT OF
 

LELAND, H. (1991). Intelligence and adaptive behavior re-

visited. Psychology in Mental Retardation and Developmental

Disabilities, 17(1), 7-9.

LORENZ, K. (1965). Evolution and modification of behavior. Chi-

cago: University of Chicago Press.

Luria, A. R. (1980). Higher cortical functions in man (2nd

ed.—rev.). New York: Basic Books.

SHAW,J. G., HAMMER, D., & LELAND, H. (1991). Adaptive

behavior of preschool children with developmental de-

lavs: Parent versus teacher ratings. Mental Retardation,

29(1), 49-53.
SIDMAN, M.(1960). Normal sources of pathological behav-

ior. Science, 132(3419), 61-68.

TUBER, D. S., BERNTSON, G. G., BACHMAN,D.S., & ALLEN,

J. N. (1980). Associative learning in premature hydren-

cephalic and normal twins. Science, 2/0, 1035-1037.

VyGOTsky, L. (1986). Thought and language (1929). Cam-

bridge, MA: MIT Press.

VOISIN, F. (1843). De I’Idiotie chez les enfants. Paris: J. B. Bail-

liere.

WERSCH,J. V. (1985). Vygotsky and the socialformation of mind.

Cambridge, MA: Harvard University Press.

HENRY LELAND

ADAPTIVE BEHAVIOR, ASSESSMENT OF

Measures of adaptive behavior are designed to assess

what an individual actually does in adapting to the

requirements and challenges of living. They attempt to

specify how well the person carries out the tasks of

daily life and meets the social expectations of his or

her environment. They also attempt to convert theo-

ries about human adaptive behavior to practical,

psychometrically sound measures of individual differ-

ences. These measures are currently less advanced than

analogous measuresin the study of humanintelligence.

Less scientific attention has been devoted to adaptive

behavior than to intelligence; not surprisingly, efforts

to develop reliable and valid measures of adaptive

behavior have lagged behind as well. The quality of

available adaptive-behavior measures, however, has

improved markedly in recent years.

HISTORICAL CONTEXT

During the 1970s and 1980s, scientific and profes-

sional interest in adaptive behavior burgeoned in re-

sponse to a variety of social, legal, and_ political

influences affecting the delivery of educational and so-

cial services to handicapped individuals. Especially in-

fluential were the changesin federal law (P.L. 94-142,

1975), changes in the legally accepted definition of

mental retardation (e.g., Heber, 1961), and the find-

ings of a numberof highly publicized class-action law-

suits (e.g., Larry P. v. Riles, 1972, 1974, 1979; PACE v.

Joseph P. Hannon, 1980).

Since 1975, federal law has required that adaptive

behavior be considered in conjunction with intellectual

functioning in the assessment of mental retardation

(P.L. 92-142). This practice is congruent with the

most recent American Association of Mental Retar-

dation (AAMR) definition of mental retardation as

“significantly subaverage intellectual functioning, ex-

isting concurrently with related limitations in two or

more of the following applicable adaptive skill areas:

communication, self-care, home living, social skills,

community use, self-direction, health and safety, func-

tional academics, leisure, and work” (Luckassonetal.,

1992, italics added).

HOW ADAPTIVE BEHAVIOR

IS MEASURED

Unlike intelligence, adaptive behavior is almost

never measured by “testing” an individualdirectly. In-

stead, a third party, someone who knowsthe individ-

ual well and is familiar with the person’s daily habits,

is asked to rate the individual’s typical behavior in a

variety of contexts. In a structured interview, the in-

formant(usually a parent, teacher, or other caregiver)

is asked such questions as “Does the individual use a

knife and fork when eating?” The responses are then

recorded in such categories as “usually,” “sometimes,”

“never,” or “no Opportunity to observe,” and are

scaled a priori with assignment of numbers such as2,

1, 0, or a missing-data code. The numbers are then

added over several items and converted into standard-

ized scores based on comparisons with one (or more)

representative norm group(s). In this respect, adap-
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tive-behavior scores are similar to intelligence or “IQ”
scores.

RELATIONSHIP BETWEEN ADAPTIVE

BEHAVIOR AND INTELLIGENCE

The relationship between adaptive behavior and in-
telligence has been studied fairly extensively, especially
the question of whether adaptive behavior is suffi-

ciently different from intelligence to be considered an

entirely separate psychological construct. Generally

speaking, a considerable overlap exists between peo-

ple’s intelligence scores and their adaptive-behavior

scores. The amount of overlap between the two is di-

rectly influenced, however, by the way the construct

of adaptive behavioris operationalized. In other words,

the degree of overlap depends largely upon the partic-

ular “test” of adaptive behavior.

Research studies employing the Adaptive Behavior

Inventory for Children (ABIC), a scale that intention-

ally excludes school-related behaviors (Mercer, 1979),

consistently report minimal overlap; but studies em-

ploying more developmentally based or cognitively

based scales typically report extensive overlap within-

telligence. Most studies, however, indicate a moderate

degree of overlap (r = .40 tor = .60), a pattern that

is consistent with the hypothesis of two separate but

related constructs (Platt et al., 1991).

Other findings relating adaptive behavior to intel-

ligence indicate that (1) correlations between intelli-

gence and adaptive behavior tend to be higher for

more heterogeneous, or varied, subject pools and for

subjects with lower mental ages; (2) adaptive-behavior

scales that emphasize underlying cognitive or school-

related skills yield higher correlations with intelligence

than do scales that focus exclusively upon out-of-

schooladaptiveskills; (3) adaptive-behavior ratings ob-

tained through direct observation or through teacher

ratings tend to correlate more highly with intelligence

than do ratings obtained via parent ratings; and (4)

certain specific domains within adaptive behavior mea-

sures are related differentially to intelligence scores;

the communication—cognitive-skills domain tends to

be most strongly related, and social adjustmentis least

strongly related (Bruininks & McGrew, 1987; Harri-

son, 1987, 1989; Lambert, 1981).

WIDELY USED SCALES

OF ADAPTIVE BEHAVIOR

Several of the best-known and most widely used

scales of adaptive behavior are described below.

AAMDAdaptive BehaviorScale for Children

and Adults (ABS).

assess “the way an individual maintains his or her per-

This measure is intended to

sonal independence in daily living or how he or she

meets the social expectations of his or her environ-

ment” (Nihira et al., 1975, p. 5). The scale is divided

into two parts.

Part I includes ten adaptive categories:

1. independent functioning(eating, toilet use, clean-

liness, appearance, dressing)

2. physical development (sensory and motorskills)

economic activity (money handling and shopping)
B
w

. language development (receptive and expressive

language)

5. numbers and time (use of number and time con-

| cepts)

6. domestic activity (e.g., cleaning, kitchen duties,

laundry)

7. vocational activity (job performance and work
habits)

8. self-direction (initiative, perseverance, and use of

leisure)

9. responsibility (care with personal belongings and

generalreliability)

10. socialization (appropriate and inappropriate social

behaviors).

Part II includes fourteen maladaptive categories:

1. violent and destructive behavior (e.g., temper tan-

trums, property damage)

2. antisocial behavior(e.g., swearing, teasing, bossi-

ness)

3. rebellious behavior (e.g., disobedience, noncom-

pliance, running away)

4. untrustworthy behavior(lying andstealing)

. withdrawal (shyness, inactivity, and reticence)

O
N

O
m

. stereotyped behavior and odd mannerisms(tics

and unusual personal habits)

7. inappropriate interpersonal manners

8. unacceptable vocal habits
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9. unacceptable or eccentric habits (e.g., removing

clothing)

10. self-abusive behavior

11. hyperactive tendencies

12. sexually aberrant behavior (e.g., public masturba-

tion, rape)

13. psychological disturbance (e.g., hypochondriacal

tendencies, low frustration tolerance, excessive

need for attention)

14. use of medication.

The norms for this instrument, based on ratings

from approximately 4,000 institutionalized individuals,

are seriously flawed. They are nowoutdated. They

include no normally functioning individuals. They also

appear to be identical to the norms used in the 1969

version of the ABS, even though the 1974 edition in-

cludes several revised items. Furthermore, they sug-

gest that an individual tested at successive ages is

losing ground, even whenthelevel of adaptive behav-

ior has remained exactly the same.

The only type of reliability addressed in the ABS

manual is interrater reliability—the extent of agree-

ment between different informants. These reliabilities

range from a high of r = .93 in physical development

to a low of r = .37 (inadequate for most purposes) in

unacceptable vocal habits. The extents to which the

different items reliably agree (i.e., internal consistency

reliability) and measures remain stable over time(i.e.,

internal consistencyreliability) are adequate for Part |

but inadequate for Part II.

Evidence that the ABSis a valid measure of adap-

tive behavior(i.e., indications that it measures whatit

is intended to measure) is weak, especially for the do-

main scores. The ABS domains are never clearly de-

fined, and thecriteria for selecting items to represent

a particular domain are not specified. Several domains

in Part II contain only one or two items each. In ad-

dition, items scored in the negative direction (e.g., ho-

mosexuality and masturbation) would not necessarily

be viewed as maladaptive by general consensus. In the

category “use of medication,” individuals who take

medications for seizures or hyperactivity are arbitrarily

scored as less adaptive than those who donot.

AAMDAdaptive Behavior Scale, School Edi-

tion. The AAMD Adaptive Behavior Scale School

Edition (ABS—SE; Lambert & Windmiller, 1981) is a

modified version of the ABS for use with children in

the public schools. The scale’s stated purpose is to pro-

vide information about a student’s “personal inde-

pendence and social skills and to reveal areas of

functioning where special program planning” would be

beneficial (Lambertet al., 1981, p. 3).

Three ABS domains deemed nonapplicable to

schoolsettings (domestic activity, self-abusive behav-

ior, and sexually aberrant behavior) were not retained

in the ABS—SE. The content of the two scales is essen-

tially the same otherwise; the difference consists of

minor changes in the wording of some items.

The informant for the ABS-SE is usually a teacher

or a parent; ideally, both may be interviewed andtheir

ratings compared. Percentile ranks are provided for

each of the various domain scores and for a single sum-

mary score. Scores may also be converted tofive broad

category (factor) scores: personalself-sufficiency, com-

munity self-sufficiency, personal-social responsibility,

social adjustment, and personal adjustment.

The norm group for the ABS-SE included 6,500

children from California and Florida only, some from

regular education classes and some from special edu-

cation classes for mildly and moderately mentally re-

tarded students. No information is available regarding

the balance of this sample. Separate norms are pro-

vided for comparison with students at various age lev-

els, and at various levels of educational placement

(both regular education classes and special education

classes for mildly and moderately retarded students).

Unfortunately, some of the samples on which these

normsare based wereclearly too small to be represen-

tative.

No information about the reliability of domain

scores or composite scores is available; analysis of the

broader category (factor) scores indicates, however,

that the items within each category are consistently

measuring the same type of behavior. According to the

manual, the relationship between Part I scores and IQ

is generally moderate. Part II scores showed nosignif-

icant relationship to IQ, however.

Adaptive Behavior Inventory for Children

(ABIC). The Adaptive Behavior Inventory For Chil-

dren (ABIC; Mercer & Lewis, 1978) was designed for

children aged 5 to 11 years, 11 months. Published as

one component of the System of Multicultural Plural-

istic Assessment (SOMPA; Mercer, 1979), the ABIC
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may be administered in English or in Spanish, prefer-

ably through an interview with the child’s principal

caregiver. Six different domains are included: family,

peers, community, school (nonacademic behavior

only), earner—consumer, and self-maintenance. Unlike

other adaptive behavior scales, the ABIC specifically

excludes items that measure the more cognitive or ac-

ademic aspects of school behavior.

The norm group included 2,085 children from Cal-

ifornia only, with equal numbers of boys and girls at

each age level and approximately equal numbers of

children from each of three ethnic groups. Reliability

coefficients for both the total sample and for the three

separate ethnic groupings are reported as high.

According to the SOMPA manual, the validity of

the ABIC can be judged by its “ability to reflect ac-

curately the extent to which the child is meeting the

expectations of the membersof the social systems cov-

ered in the scales” (Mercer, 1979, p. 109). This judg-

mentis said to be accomplished by comparing “direct”

measuresof a child’s adaptive behavior with “indirect”

measuresof the same behavior. (“Direct” measures are

defined as evaluations that come from “members of

the system ... such as a peer evaluating a child’s per-
», 6

formance in the peer group ; indirect” measures are

defined as evaluations from individuals outside of the

system [Mercer, 1979, p. 107]). Unfortunately, no

comparisons between such direct and indirect mea-

sures are available either in the manual or in subse-

quent research.

The relationship between ABIC scores and intelli-

gence scores of children in the norm group was ex-

tremely weak: r = .16 for Wechsler Verbal IQ, r =

.14 for Performance IQ, and r = .17 for Full Scale

IQ. These results, which have been corroborated by

subsequent research, appear to reflect the intentional

exclusion of cognitive/academic content in the design

of this scale.

Scales of Independent Behavior (SIB). The

Scales of Independent Behavior (SIB; Bruininksetal.,

1984) are designed to evaluate adaptive behavior

across the lifespan, from infancy through adulthood.

Four adaptive categories are included: motorskills, so-

cial interaction and communication skills, personalliv-

ing skills (e.g., eating, toilet use, dressing, domestic

skills), and community living skills (e.g., work skills,

punctuality, handling of money). Three maladaptive

categories are also included: internalized maladaptive
behavior (hurtful to self, unusual or repetitive habits,

and withdrawal or inattentive behavior), asocial mala-

daptive behavior (socially offensive behavior and un-

cooperative behavior), and externalized maladaptive

behavior (destructive to property and disruptive be-

havior). Usually the informantis a third party, but the

individual may be interviewed personally.

The SIB greatly exceeds its predecessors with re-

spect to technical rigor. The norm group included

1,764 persons, selected to reflect the 1980 U.S. census

with respect to gender, race, occupational level and

status, geographic region, and community size. The

norm tables were developed using technically ad-

vanced scaling techniques, and weighting procedures

were used to match the norming sample with the cen-

sus data.

The internal-consistency reliability of the SIB total

scores equals or exceeds r,, = .96 atall ages, indicat-

ing that the items of the scale are consistently meas-

uring the same kinds of behaviors. Thus, with respect

to overall reliability, the SIB is comparable to the most

technically rigorous of the individually administered

intelligence tests now available. The four adaptive-

cluster scores of the SIB are considerablyless reliable,

however, and the individual subscale scores are not

sufficiently reliable to be useful in decision-making.

Sufficient support for the validity of the SIB exists

to indicate that the scale does, in fact, measure what

it purports to measure. As would be expected theo-

retically, SIB scores increase with chronological age

(r = .68 tor = .82), indicating that people become

better adapted to their environments as they become

more mature and gain greater experience. As would

also be expected, SIB adaptive scores are, on average,

lower for handicapped individuals than for nonhandi-

capped, and patterns of score deficit are consistent

with expectancies based upon particular handicapping

conditions.

Validity is further supported by evidence that SIB

scores behave as would be predicted theoretically in

relationship to other kinds of performance scores. For

example, the SIB correlates strongly (r = .59 tor =

-91) with the ABS-SE, another scale of adaptive be-

havior. Also as expected theoretically, SIB scores show

considerable overlap with cognitive ability scores such

as those for the Woodcock-Johnson Broad Cognitive
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Ability (Woodcock, 1977). The maladaptive scores of

the SIB also correlate satisfactorily with the Revised

Behavior Problem Checklist (Quay & Peterson, 1983).

Vineland Adaptive Behavior Scales. The

three editions of the Vineland Adaptive Behavior

Scales (VABS; Sparrow, Balla, & Cicchetti, 1984) re-

flect an extensive redesign and restandardization of the

Vineland Social Maturity Scale (Doll, 1965). Two of

these editions, the Survey and the Expandedversions,

are designated “interview” editions because they re-

quire interviews with a parent or caretaker. The third,

the Classroom Edition, requires the individual’s class-

room teacher to complete a questionnaire rating form.

Four domains are commontoall editions: (1) com-

munication (receptive, expressive, and written lan-

guage), (2) daily living skills (personal, domestic, and

community skills), (3) socialization (interpersonal

skills, play and leisure, and coping), and (5) motor

skills (gross and fine motorskills). A fifth domain, mal-

adaptive behavior, is included in the survey and ex-

pandedversions only. All editions of the VABS provide

supplementary norm tables, which may be used to

compare the individual being assessed to a population

of similarly handicapped individuals (e.g., mentally re-

tarded, emotionally disturbed, visually impaired, or

hearing impaired individuals). |

The Interview Editions. The two VABSinterview edi-

tions are based on a norm groupof 3,000 individuals,

aged newborn to 18 years, 11-months, whose demo-

graphic characteristics closely matched those of the

U.S. census population in 1980.

Thereliability of the interview editions is well sup-

ported, indicating that these editions are consistently

measuring the same kinds of behaviors, with regard to

both overall performance (total score) and perform-

ance within each of several domains. Scores from the

VABS Survey are accurate enough for most decision-

making purposes, both at the composite-score level

and at the domain-scorelevel.

Even higher reliabilities are estimated (from data

collected using the survey form) for the expanded

form, which containsall the items in the survey form,

plus an almost equal numberof additional items.

The Classroom Edition. The classroom edition was

normed on a sample of 1,984 children whose ages

ranged from 3 years to 12 years, 11 months. This sam-

ple closely matched the ULS. population of 1980 in

racial/ethnic makeup but tended to be somewhat

weighted toward children from the north-central re-

gion of the UnitedStates, toward children growing up

in urban communities, and toward children whose

parents were college-educated. Like other versions of

the VABS, the classroom edition demonstrates good-

to-excellent reliability, both overall and within specific

domains. |

The validity of the VABS(i.e., its ability to measure

what it purports to measure) is supported by several

types of evidence: by positive correlations between

VABS raw scores and chronological age, by perform-

ance differences on the VABS among the various sup-

plementary norm groups, and by factor-analytic data

supporting the underlying structure of the VABS. The

validity of the VABSis further supported by evidence

that people’s VABS scores relate to their scores on

other testing instruments in ways that would be pre-

dicted theoretically. VABS scores show moderate

(positive) correlations with intelligence scores, for ex-

ample.

In all editions, the VABSis generally regarded as a

balanced, well-developed instrument with sound psy-

chometric properties. Certain technical problems

should be considered in using the VABS, however,es-

pecially when comparing an individual’s long-term

performance across several age levels, or when evalu-

ating an individual’s relative strengths and weaknesses

among the four domains(Silverstein, 1986). Overall,

the VABSis probably the most technically advanced

adaptive-behaviorscale currently available.

(See also: CULTURE AND INTELLIGENCE.)
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ADULTHOOD, ACHIEVEMENT IN How
achievement varies across the adult lifespan has been
studied formally for over 150 years (Simonton, 1991).
Quetelet (1835/1968) applied statistical methods to
analyze change in the output of successful plays over
the careers of playwrights. Beard (1874) reported a
study of relations between age and achievementinhis
book Legal Responsibility in Old Age. In the present cen-
tury, interest in this topic was rekindled by Lehman
(1953), whose studies of relations between age and
achievement spanned thirty years, and by Dennis
(1954, 1956, 1958).

Most of the work in this area has addressed two
majorissues. Thefirst is the basic shape of the function
that relates age and achievement, and how this shape

can be explained. The second is whether this function

is pretty much the same across disciplines and profes-

sions. The current state of knowledge aboutthese is-

sues will be summarized, and then some controversies,

limitations, and remaining questions will be consid-

ered.

BASIC FUNCTIONAL RELATIONS

BETWEEN AGE AND ACHIEVEMENT

Functional relations between age and achievement

are expressed in age curves, which are plots of levels

of achievement at various ages.

Typical Age Curves. Thetypical age curve is

representedbya relatively rapid rise in productivity to

a peak level of productivity, which occurs roughly at

the end of the second decade of career experience,

followed by a more gradual decline to perhaps about

half the rate of productivity shown at peak perfor-

mance. This view enjoys wide consensus, with two mi-

nor exceptions.

First, some disagreement exists about the existence

of a single distinct peak. The twoalternative proposals

include a bimodal shape with two peaks, anda single,

broad plateau, as opposed to a distinct peak (Simon-

ton, 1988). With regard to the bimodal shape with
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two peaks, the second peak commonly represents an

apparent resurgence of productivity at retirement age

or later (e.g., Haetele, 1962), perhaps as productive

individuals contemplate their legacy (Simonton, 1989).

This second peak, when it occurs, is smaller in mag-

nitude than the peak that characterizes an individual’s

maximallevel of performance. With regard to the ex-

istence of a broad plateau rather than a distinct peak,

this possibility is somewhatdifficult to evaluate defin-

itively. Part of the difficulty is that whethera shapeis

characterized by a peak ora plateau is a bit subjective:

Oneperson’s peak is another person’s plateau. Another

part ofthe difficulty is that a single study will typically

have a heterogeneous sample of subjects drawn from

different disciplines. If two disciplines each are char-

acterized by a distinct peak, but the peaks occur at

somewhatdifferent points in experience, a combined

sample made up of individuals from both disciplines

will tend to show a broad plateau, even though each

of the disciplines represented in the sample is charac-

terized by a distinct peak (Simonton, 1988).

Second, some disagreementexists about the rate of

decline in productivity in later years. The extent of

decline varies, depending on how achievementis mea-

sured, with more decline apparent for measures of

achievement that emphasize quality and less decline

apparent for measures that emphasize quantity. For

example, Lehman (1953) reported substantial decline

in productivity with advancing age when only superior

contributions were counted, but muchless decline for

contributions of lesser merit. Dennis (1956) found

verylittle, if any, dropoff in productivity with advanc-

ing age, when the measure of productivity was total

number of contributions without regard to quality.

However, Simonton (1988a) has argued that these ap-

parent differences in the shape of age curves as a func-

tion of quality of contributions maybe artifacts of poor

study design. For example, in some studies, a more

selective sample was used in studies of major contri-

butions compared to the samples used in studies of

total output. Simonton (1988a) reported more similar-

ity in age curves for major and lesser contributions

when they were generated from a single sample of

producers.

Explanations. Ignoring for the moment differ-

ences of opinion about the rate of decline in perfor-

mance with aging, what explains the prototypic age

curve ofincreasing productivity to a maximal level of

performance followed by a slower rate of decline?

Three possible explanations will be reviewed.

Beard’s (1874) Two-Factor Theory. According to this

view, achievement depends on the levels of two fac-

tors: enthusiasm and experience. Enthusiasm provides

the motivation for the long-term effort thatis required

for major achievement. Experience provides the ability

to distinguish promising avenues from unpromising

ones, and to capitalize on them. A balanced combina-

tion of considerable enthusiasm and experienceis re-

quired for major accomplishment. An individual who

is highly enthusiastic but lacking in experienceis likely

to jump about from oneblindalley to the next. Con-

versely, an individual whois highly experienced but

lacking in enthusiasm islikely to make mundane con-

tributions.

The typical age-curve falls out of Beard’s theory by

assuming different developmental patterns for enthu-

siasm and experience. Enthusiasm is assumedto beat

its peak early in a career and to decline thereafter,

whereas experience is assumedto be limited early in a

career and to increase thereafter. An optimal balance

of enthusiasm and experience is achieved mid-career,

and it is this optimal balance that accounts for the

commonly observed peak in achievement.

Beard’s theory appears to have a ring of truth about

it, but its generality makes it difficult to come up with

specific, testable hypotheses that could be used to re-

fute the theory. The next explanation to be considered

is similar to Beard’s in spirit but provides more spec-

ificity for generating testable hypotheses.

Ericsson’s Theory of Deliberate Practice. On the basis of

examining the means by which experts achieve and

maintain their elite levels of performance, Ericsson and

colleagues have put forth a theoretical framework that

can be regarded as a modern counterpart of Beard’s

two-factor theory (Ericsson, Krampe, & Tesch-Romer,

1993). According to this view,elite levels of adult per-

formanceare the endresult of a prolonged, deliberate

effort to improve performance, while negotiating mo-

tivational and external constraints.

The kind of deliberate practice that Ericsson and

colleagues refer to is intense, effortful, and focused on

the goal of improving current level of performance.

This kind of deliberate practice can be distinguished

from the routine practice that is an automatic by-
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product of experience, and that does not routinely re-
sult in elite levels of performance. It has long been
known that adults typically perform at a level well
below their maximum possible level, even for tasks
that are donerepetitively for years (Thorndike, 1921).
Thus, adults write more slowly and less legibly than
they are capable of, and clerks with many years of

experience add numbers much more slowly than they

are capable of doing.

Across a wide variety of disciplines and domains,

top achievers are individuals who have engaged in a

decade or more of deliberate practice that has been

carried out for the purpose of improving performance.

Despite the commonbelief that highly talented indi-

viduals acquire exceptionallevels of performance with

little time and effort, careful examination of the his-

tories of so-called prodigies fails to find substantial evi-

dence for the attainmentofelite levels of performance

without at least a decade of serious training. In chess,

for example, no one has achieved the level of inter-

national grandmaster with less than about a decade of

intense preparation (Simon & Chase, 1973). Bobby

Fischer and Judit Polgar are regarded as the best ex-

amples of child prodigies, having attained international

grandmasterstatus at the earliest recorded age of 15.

However, Fischer learned the game and studiedhis

first book of chess gamesat age 6. At age 7, Fischer

was tutored by the president of the Brooklyn Chess

Club, and at age 12, he joined the Manhattan Chess

Club, which was among the strongest in the world,

profiting from interest shown by chess expert Jack

Collins. Thus, even someone with the talent of Bobby

Fischer was at best a year shy of the required decade

of training. Similarly, Judit Polgar was tutored and

coached by her father from age 4 or 5. The require-

mentof a decade oftraining forelite levels of perfor-

mancehas been observed in a wide variety of domains,

including music, mathematics, tennis, swimming, run-

ning, medical diagnosis, and even livestock evaluation

(Ericsson, Krampe, & Tesch-Romer, 1993).

The decade ofintense, deliberate study and practice

requires enormous and sustained motivation, as well

as environmental circumstances that support such ef-

fort. The best predictor of ultimate level of achieve-

ment is individual differences in the cumulative

amount of deliberate practice. When this framework

is applied to the typical age-curve, the increasinglevel

of productivity reflects the accumulation of deliberate
practice. A tendency for a decrease in performance
with advancing years may reflect a reduction in ef-
fortful activity as a consequenceof such factors as mo-
tivational burnout, the elimination of major extrinsic
motivational factors for researchers, such as the attain-
ment of tenure and of the highest academic rank of

professor, or competing priorities, such as family re-

sponsibilities, and in some cases, problems associated

with declining health (Simonton, 1977).

Changesin Intellectual Functioning: Horn-Cattell Model.

The distinction between two kinds of intelligence—

fluid and crystallized—is the most relevant theory of

changesin intellectual functioning across the adultlife

span for understanding the relation between age and

achievement. Fluid intelligence, which corresponds to

basic, abstract reasoning ability and is closely linked

to physiological and neurological functioning, appears

to decline with aging. Crystallized intelligence, which

correspondsto cultural knowledge andskills, increases

or remains stable over muchof the adult life span. (See

FLUID AND CRYSTALLIZED INTELLIGENCE, THEORY OF.)

The evidence concerning changesin fluid and crys-

tallized intelligence is difficult to interpret because

manystudies suffer from problemsassociated with co-

hort differences. Cohort differences refer to the fact that

different generations of individuals have different ed-

ucational andintellectual experiences due to changes

in culture. This creates problems for studies that com-

pare young adults with older adults, in what is known

as a cross-sectional design, because the young adults

typically have been exposedto richerintellectual en-

vironment than have the older adults. Cohort differ-

ences can produce spurious decline in intellectual

functioning, or can makereal decline appear to be

greater than it actually is. Studies that do not suffer

from cohort-difference problems suggest that some

decline exists on average for most kinds of tasks found

on IQ tests, although (1) the decrements up through

age 60 are too small to be of practical importance;

(2) decrements from ages 60 to 80 appear to be more

problematical; and (3) the extent of decrement varies

across individuals, with some adults showing no dec-

rement through age 70 (Schaie, 1983; Schaie & Hert-

zog, 1983).

The upshot is that whereas there appears to be

some decline in fluid intelligence with aging, well-
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practiced and skilled performances remain unaffected

and can even show continued growth. For most indi-

viduals, sufficient reserves in fluid intelligence exist so

that the modest decline associated with aging is not a

serious limitation for most kinds of intellectual tasks

(Dixon & Baltes, 1986).

Simonton’s Chance-Configuration Theory. Simonton

(1988a) has proposed a model in which age-curvesare

a function of a mathematical equation in three param-

eters: creative potential, or the total number of new

ideas an individualis capable of producing overa life-

time; ideation rate, the rate at which new ideas are

generated; andelaborationrate, the rate at whichideas

are convertedinto finished products. Thus, age-curves

reflect the rate by which creative potential is con-

verted into new ideas and elaborated into finished

products. Individual differences in career trajectories

can be traced to individual differences in each of these

attributes.

Explaining the specific workings of the model re-

quires more mathematics than is appropriate for the

present context, but the bottom line is that the model

generates age-curves that closely follow observed age-

curves when appropriate values are used.

DIFFERENCES ACROSS DISCIPLINES

Howcomparable are age-curves across disciplines?

Does the prototypic shape of productivity advancing

to a peak and then showing modest decline thereafter

applyto different disciplines such as mathematics, psy-

chology, and medicine? If the overall shape is compa-

rable across disciplines, how comparable are such

things as location of peak performance andrates of

increasing and decreasing performance?

In general, the overall shape of age-curvesis similar

across disciplines, although they vary in the sharpness

of the peak and the corresponding rates of rise and

decline in productivity. Simonton (1991) carried out a

biographical study of 2,026 scientists and inventors

who were notable enough to be mentioned in one of

three selective biographical dictionaries. No member

of the sample wasstill living. The earliest member was

born in 1450; the average birth year was 1790. Nine

scientific disciplines were represented: mathematics,

astronomy, physics, chemistry, biology, medicine,

technology, earth sciences, and other sciences. Modest

but reliable differences were found in average age

whenthescientists produced their best work, ranging

from mathematicians, with an average age of 38.8, to

earth scientists, with an average age of 42.5.

In general, disciplines with relatively early and

sharp peaks, and with considerable decline thereafter,

include theoretical physics, pure mathematics, and

lyric poetry. Disciplines with relatively later and mod-

est peaks, and withlittle decline evident, include novel

writing, history, philosophy, and medicine (Simonton,

1988).

CONTROVERSIES, LIMITATIONS, AND
REMAINING QUESTIONS

As in any research endeavor, the area of achieve-

ment in adulthood is characterized by controversies,

limitations, and remaining questions. A few of the

mostsalient examples will be mentioned.

Given how difficult it is for organizations to assess

the performance of their executives, for universities

and professional organizations to assess the contribu-

tions of scientists, and for any consensus to be reached

concerning the merit ofartistic productions, it should

comeas little surprise that one controversy that has

dogged this area of inquiry from the beginning is how

to assess achievement. If three researchers set about

to study the relation between age and outstanding

achievementin a field such as theoretical physics, and

each investigator began with completely differentlists

of the supposed top twenty-five contributors to the

field, it should not be surprising if there is little overlap

in their results and conclusions.

An example of a controversy about how to assess

achievementis the issue of quality versus quantity. As

mentioned previously, Lehman’s work (1953) empha-

sized selectivity in the works and the contributors that

he included in his samples, and his results suggest

gradual yet substantial decline in achievement with ad-

vancing age. Conversely, Dennis (1956) emphasized

total productive output, as opposed to counting only

works judged to be major on somecriterion, and his

results suggest muchless and perhaps even no decline

in achievement with advancing age. Which approach

to measuring achievement is the more appropriate iS
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unclear, as is the extent to which results are affected
by whether an investigator emphasizes quality or
quantity when measuring achievement. The existing
data suggest a pattern of finding

a

less distinctive peak
and less subsequent dropoff in achievement as the em-
phasis shifts from quality to quantity of productions.
However, Simonton’s “constant probability of success
model,” in which the probability of having a major,
creative “hit” is a constant probability of the number
of “times at bat” or total number of works produced,
would suggest that similar results should emerge
whether one emphasizes quality or quantity, provided

sufficient samples of works are incorporated in the

analysis (1988, 1988a).

In scientific disciplines, perhaps the most widely

agreed-upon indicator of the importance of a workis

a citation count, which is a count of the number of

times a target workis cited or mentioned in published

articles. Yet the process by which somearticles be-

come more widely cited than others is complex and

largely unstudied (Shadish, 1989), and it would be na-

ive to believe that citation count is a direct measure

of quality or importance. A 1951 article by O. H.

Lowry on protein measurement was cited 50,000

times between the years 1961 and 1975, a count that

is orders of magnitude more than that for Einstein’s

article on his unified field theory. Few scientists, in-

cluding Lowry himself, would suggest that Lowry’s

contribution was more important than Einstein’s con-

tribution (Garfield, 1979). Lowry’s contribution wasto

describe a method for measuring proteins that was,in
(<4his own words, “... a trifle better or easier or more

sensitive than other methods, and of course nearly

everyone measures protein these days” (cited in Gar-

field, 1979). Citation counts favor methods such as

Lowry’s over theoretical contributions such as Ein-

stein’s. For a current example ofthis bias, see the list

of the ten most highly cited articles assembled in a

1992 centennial celebration of the American Psycho-

logical Association, published in the journal Psycholog-

ical Bulletin (November, 1992). Seven of the ten most

highly cited articles were methodological in nature.

Perhaps the mostsalient limitation of our knowl-

edge about the relation between age and achievement

is a fundamental lack of data. Much of the data rep-

resent a cross-sectional assemblage (i.e., works from

individuals differing in age are collected in a single
measurement), as opposed to a longitudinal design in
which a group of individuals is followed over their
careers, which confounds true developmental change
with artifactual changeattributable to societal differ-
ences experienced by different-aged cohorts or groups.
Manyofthesamples represent a heterogeneous mix of
small numbers of individuals drawn from diverse dis-
ciplines and domains, as opposed to large samples
drawn from within a domain, which can producere-

sults that are not characteristic of any of the domains

represented in the heterogeneous sample.

The reason that first-rate longitudinal studies in-

volving large numbers of subjects, measures, and years

are not the norm is simple: They are extremely diff-

cult to do. (A newly hiredassistant professor who de-

votes the majority of her time to a decade-long
longitudinal study of age and achievement will find

herself drummed out by her university whenit is time

to decide on whether to give her tenure, which rou-

tinely will be several years before her study is com-

plete.) The longitudinal studies that are done are likely

to be characterized by limited set of dated measures.

It is impractical to give large numbersof subjectslarge

numbers of measures over an appreciable period of

time unless one has access to an extraordinarily large

and stable source of funding. Decisions about what

measures to obtain, which must be madeat the begin-

ning of the study, rarely are ideal in hindsight upon

completion of the study a decade or morelater.

In addition, much of the data are not contem-

porary, which makes one wonder how successfully

the results can be applied to modern society, given the

phenomenal changes that have occurred even in the

last half of the present century. For example, the pre-

viously mentioned study of differences in relations

between age and achievement across disciplines (Si-

monton, 1991), perhaps the best of its kind, had a

sample of scientists whose average year of birth was

1790! An associated limitation is that by their very

nature, the design of most studiesis retrospective(i-e.,

they are historical studies) as opposed to the more

powerful prospective design (of, for example, predic-

tive studies).

Given the existing literature, the mostsalient re-

maining questions appear ‘to center on the nature of
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the developmental and sociological mechanisms that

underlie change in achievement associated with aging.

The bulk of existing knowledge consists of empirical

facts—average age-functions for various disciplines,

for example. Some progress has been madein identi-

fying and evaluating possible explanations of the em-

pirical facts, but progress to this point has been

limited, and far removed from the long-term goal of

describing underlying mechanisms. Given the extraor-

dinary challenge offered by this subject matter, this

presentstate of knowledgeis nothing short of remark-

able, despite being far closer to providing the begin-

ning of the story than the end.

(See also: JOB PERFORMANCE; OCCUPATIONS.)
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RICHARD WAGNER

AFRICAN AMERICANS

twentieth century an acrimonious controversy has fo-

Since the early

cused on the origins of a persistent andirrefutable dif-

ference between the test performances of African

Americans and white Americans (Brody, 1992; Os-

borne & McGurk, 1982). For some persons, the dis-

tinction represents an inborn difference between the

populations. For others, the distinction is more accu-

rately explained by environmentalfactors. Rather than

debating these contentions,this article will discuss the

interaction of the genetic and environmentalpositions.

Robert Sternberg (1988, p. 69) has posited that “in-

telligence is mental activity underlying purposive ad-

aptation to, shaping of, and selection of real-world

environmentsrelevant to one’slife.” According to him,

intelligent behavior can be understood within a frame-

work that depicts adaptation as a function of an ex-

ternal problem context, an internal problem-solving

mechanism, and a procedure for gauging the problem

solution.

Evidence strongly suggests that the historical cir-

cumstancesof African-American families have resulted

in adaptive strategies that form culturally distinct ways

of coping and learning. Research has described three

patterns that typically characterize African Americans’

approach to problemsas (1) a collective and relational

process (Young, 1970); (2) occurring within a highly

stimulating and active environment (Allen & Boykin,

1991; Boykin, 1979, 1983); and (3) expressed in a

highly individualistic and “unique style” (Boykin, 1979;

Hale-Benson, 1986). This article will examine the con-

text of African-American family life as the source of

an enduring and distinctive problem-resolving strategy

and learning style.

THE CONTEXT OF FAMILYLIFE

Generally speaking, families offer opportunities for

crucial affective and instrumental support for their
members, providing the context for physical mainte-

nance, familial affection, and social control. Gary Lee

(1977) argued that although the universal presence of

family does not imply a universal structure, the family

often includes an association of adults of both sexes

and dependent children. Indeed, a central aspect of

family life involves the bearing, rearing, and caring of

children.

A family is influenced and facilitated by the oppor-

tunities and constraints of its social context (Bronfen-

brenner, 1977; Myers, 1982; Wicker, 1979; M. N.

Wilson, 1986). To ensure its own continued existence,

a family adapts available resources to normal and non-

normalcrisis-stress events (Barbarin, 1983). Family re-

sources involve the ability of family members to

contribute tangible help, suchas material support, in-

come, child care, and household maintenance, and

nontangible aid, such as expressive interaction, emo-

tional support, instruction,and social training and reg-

ulation. Marriage, fecundity, and death typify normal

stress events, whereas hospitalization and unemploy-

ment are nonnormal stress events (Carter & Mc-

Goldrick, 1988; Duvall, 1971). A commonstressful

situation in the African-American community is the

lack of adequate adult resources in single-parent family

units.

Studies have suggested that single-parent family

units are a primary reason for the formation of ex-

tended-family support networks in the African-Amer-

ican community (M. N. Wilson, 1986, 1989). Thatis,

an extended family is formed when a viable family

unit—a nuclear family, a childless couple, or a single

parent—absorbs either an orphaned child, a depen-

dent adult, or a vulnerable single-parent family unit.

Once formed, the extended family is multigenerational

and extranuclear, and occupies the most of the family

life span.

The African-

American family differs from the white family in a

African-American Family Life.
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number of ways. Whereas the white family structure

historically has implied opposite-sex parents living

with their children in one household, the African-

American family structure is more often extended, not

limited to membership in a particular nuclear family,

household, or set of blood relatives (Glenn, 1992; Gut-

man, 1976; Martin & Martin, 1978; H. P. McAdoo,

1991; Oliver, 1988). The African-American extended

family characteristically has a familial interaction net-

work involving relatives, friends, and neighbors who

provide emotional and economic support (Cazenave &

Smith, 1990; H. P. McAdoo, 1991; Slaughter & Dil-

worth-Anderson, 1988). This system serves as a buffer

against negative ecological forces and provides a cop-

ing response for external stress. Harriette McAdoo

(1991, 1992) suggested that extended families provide

an alternative structure of support that supplements

the necessities of nuclear family units and protects the

integrity of the African-American family. For example,

nurturance, material assistance, and mutual aid are

provided by a network of kin and friends to dependent

loved ones (Beck & Beck, 1984, 1989; Martin & Mar-

tin, 1978).
Researchers of social networks of African Ameri-

cans have consistently documented frequentsocializing

among African-American family members, a high de-

gree of residential propensity among related house-

holds, and an emphasis on participation in family

occasions, especially funerals, holiday celebrations, and

birthdays (Aoyagi, 1978; Aschenbrenner, 1978; Hale-

Benson, 1986; Martin & Martin, 1978; H. McAdoo,

1991; McLanahan, Wedemeyer, & Adelberg, 1981;

Stack, 1974; M. N. Wilson, 1984). African-American

womenoftenlist relatives as friendship contacts (Hale-

Benson, 1986; Martin & Martin, 1978; Stack, 1974).

Also, African-American adults rely on family members

for advice and guidance (Hatchett, Cochran, & Jack-

son, 1991; Stack, 1974). Family members often turn

to their elders for counsel on job choices, major pur-

chases (Landry & Jendrek, 1978, Martin & Martin,

1978), and decisions concerning children (Martin &

Martin, 1978; H. McAdoo, 1978; Stack, 1974). There-

fore, the active, vibrant, and collective nature of ex-

tended-family support and interactions reflects an

important aspect of African-American family life (As-

chenbrenner, 1978).

Historical Development of the African-

American Family. Among African Americans, as

among other American ethnic groups, the develop-

ment of the family was affected by its American con-

text. It is marked by a tumultuous history totally

unlike that of other ethnic groups, one that involved

involuntary migration to the United States and then a

protracted period of enslavement and, after emanci-

pation, segregation and inferior status based on race

(Hacker, 1991; Lieberson, 1980; Perlmann, 1988). Af-

rican-American family development can be traced to

the development of African-American slave families.

Manyresearchers believe that an African-American fa-

milial tradition existed throughout the periodof slav-

ery. Others have recognized the similarities in family

structure and values between African Americans and

Africans (H. P. McAdoo, 1992; Young, 1974).

Historical research suggests the existence of strong

familial associations amongslaves, even whentherules

of slavery did not sanction such relationships. Because

of the disruption of African families and kinship pat-

terns caused by theslave trade, slaves invested nonkin

with symbolic kin status (Genovese, 1976, Gutman,

1976). As a result, African-American slave family and

related kin groups emerged from theinitial disruptions

associated with enslavement. The development of mul-

tigenerational linkages among slave families was ac-

companied by an understanding of family and kin

obligations. Several findings, confirmed by replicated

historical studies, suggest that 70 percent of the chil-

dren born into slavery were born into long-standing

conjugalrelationships (Agresti, 1978, Gutman, 1976,

Otto & Burns, 1983); family units were eventually re-

constituted or blended into stepfamily situations when

families were separated by one memberbeing sold to

another plantation (Dykstra & Manfra, 1985; Mea-

cham, 1984); and plantations usually contained large

extended, multigenerational, and collateral families by

1825 (M. Cohen, 1984; Genovese, 1976; Herskovits,

1966). The institution of the African-American family

was not destroyed duringslavery; it existed as a mech-

anism for coping and survival (Agresti, 1978; Fogel &

Engelman, 1974; Genovese, 1976; Gutman, 1976; Her-

skovits, 1966; Meacham, 1983).

Like slavery and emancipation, the massive rural-

to-urban migration that began during the early 1920s
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and continued until the mid-1950s (Franklin, 1967)
represented anera of intense pressure on the African-
American family. Several researchers (Aoyagi, 1978;
Flanagan, 1978; Martin & Martin, 1978) have sug-

gested that the transition to urban life did not deter
the development of the African-American family; on
the contrary, the extended-family network played a
pivotal role in the rural exodus. According to William
Flanagan (1978), extended families sponsored theini-

tial migration of their family members. For instance, a

family member would be sent to obtain work in a city

to earn moneyfor the family or a rural family member

would join the family urban kin. After some time,

whole families would reside in a particular urban area.

Next, the families established a social-welfare system,

which allowed for the care of dependentchildren and

adults. Because obtaining a job was difficult even in

the cities, many adults temporarily relied on the ex-

tended family for food, care, and shelter. Finally, a

channel of urban incomedistribution developed;less-

fortunate family members received subsidies from oth-

ers in the kin network.

Current Status of the African-American

Family. During the last three decades of the twen-

tieth century, the effects of dismal socioeconomicreal-

ities and unstable interpersonal relationships led to low

incomes and high amounts of changes in household

structuresfor increasing numbers of African-American

families (Angel & Tienda, 1982; Cutright, 1971; Hof-

ferth, 1984; McLanahan, Astone, & Marks, 1991).

Whereas most African-American families are not poor,

a higher proportion of them has always lived below

poverty levels than have white families: Since 1960,

the average rate for African-American families has

been 3.8 times higher than the proportion of white

families living below poverty levels (Duncan, 1968;

Lieberson, 1980, Reid, 1982; Wacquant & Wilson,

1989). Among one-parent families, poverty is partic-

ularly evident; 62 percent of African-American one-

parent families are poor.

The current status of poor African Americans is

greatly influenced by changing social and economic

structures, which have strained the resources and abil-

ity of the family system to respond. Changes in the

nature of work and technological advances have al-

tered the nature of American poverty, influenced Af-

rican Americans’ ability and opportunity to find work,
and adversely affected the African-American family
(Hill, 1990; Hochschild, 1989; Nathan, 1989; Reid,
1982; W. J. Wilson, 1991).

The rate of poverty among African Americanscor-
relates highly with family size and family composition
(Allen, 1979; Angel & Tienda, 1982; Hill, 1990; Hof-
ferth, 1984). Walter Allen (1979) and Sandra Hofferth
(1984) found that when race and marital status

were adequately controlled, socioeconomic status was

highly predictive of family formation in both African-

American and white families. Although differences

were small, the data supported the greater likelihood

that African-American families used residential sharing

as a way of reducing the effects of low income. Com-

paring the propensity to form extendedfamilies among

African-American, Hispanic, and white American fam-

ilies, researchers demonstrated that African-American

family formation wasalso reflected as a group-specific

difference. Marta Tienda and Ronald Angel (1982)

found that African and Hispanic American households

were morelikely to share residence with extranuclear

members who were contributing to the overall house-

hold income. In white households, extranuclear family

members did not significantly contribute to the gen-

eration of household income; on the contrary, they

were more often the beneficiaries of household in-

come. Finally, Angel and Tienda noted that single

mothers and their children, who had the highest like-

lihoodof living below the poverty level, were the most

likely to be extended (Angel & Tienda, 1982; Tienda &

Angel, 1982).

Moreover, several researchers have suggested that

race-specific effects exist not only at poverty level but

at each socioeconomic level. For example, African-

American families have consistently had lower incomes

than whites. The consumable income (family income

per family member) of working- and middle-class

African-American families has typically been affected

by their tendency to have more child and adult house-

hold members than white families. Although increas-

ing numbers of African-Americans have attained

favorable socioeconomic levels, their adult children’s

ability to maintain a comparable socioeconomic level

is less than that of their white counterparts (Cutright,

1971; Duncan, 1968; Glick & Norton, 1979; Hacker,
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1991; Hill, 1990; Lieberson, 1980; Lieberson & Carter,

1979: H. PB. McAdoo, 1978, 1991; Perlmann, 1988;

Reid, 1982).
Frequent family changes and high numbers of mar-

ital disruptions suggest that African-American children

experience alarmingly high amounts of fluctuation in

their living situations (Furstenberg, Brooks-Gunn, &

Morgan, 1987, Slesinger, 1980). For example, 64 per-

cent of African-American parents were divorced, sep-

arated, widowed, or never married; 63 percent of

African-American births were to unmarried mothers,

and 30 percent of African-American births were to

adolescents (U.S. Bureau of the Census, 1993).

For an African-American child, a nearly equal like-

lihood exists that the child will live in a single-parent

family (42% of African-American children) as in a

dual-parent family (40% of African-American chil-

dren). The remaining percentage of African-American

children live with a parent and anotherrelative (18%

of African-American children; U.S. Bureau of the

Census, 1993). In fact, three times as many African-

American children under age 18 are living with a

grandparent as are white children.

Single mothers, including those who are divorced,

separated, widowed, or never married, account for 94

percent of African-American single parents (Mc-

Lanahan & Garfinkel, 1989; Reid, 1982). A single

mother’s living arrangementis affected by the age of

her child and her level of educational attainment (Col-

letta, 1979, 1981). Typically, a single-parent family

unit involving a young mother of limited education

having few children and low incomewill likely share

a residence with extended-family members. Conse-

quently, the most common composition of extended

households involves a single-parent family structure

that includes a mother, her children, and the single

mother’s mother.

Although men are conspicuously absent in many

African-American families, the role of father-husband

is very important in the African-American family (Ca-

zenave, 1979; J. L. McAdoo, 1993; Scanzoni & Scan-

zoni, 1981; Slaughter & Dilworth-Anderson, 1988).

After the mother, the adult family members most

likely to be involved in child care are the father and

the grandmother, respectively (Christman, 1990, Dan-

ziger & Radin, 1990, Slaughter & Dilworth-Anderson,

1988; M. N. Wilson et al., 1990). African-American

fathers do not have a history of exclusive responsibility

for a family’s economicsituation. Mothers have always

been significant participants in the work force and

major contributors to the family’s income. African-

American families have depended on the wages of both-

parents. Furthermore, African-American fathers have

a long history of participating in the nurture and so-

cialization of children. Fathers’ interactions with their

children may reflect not only role flexibility in the

family butalso fathers’ desire to have a significant part

in the development of their children. Moreover, Afri-

can-American women expected their men to provide

both material and emotional support to their children

(Leslie & Anderson, 1988; J. L. McAdoo, 1988).

A significant proportion of African-American men

experience chronic difficulty obtaining and maintain-

ing stable and legitimate employment that can ade-

quately support a family (Testa et al., 1989, W. J.

Wilson, 1991; Wojtkiewicz, McLanahan, & Garfinkel,

1990). It is the employment and economic instability

of African-American men that causes a considerable

amount of family stress and vulnerability. Moreover,

although divorce, desertion, separation, and extramar-

ital births reflect significant reasons for father-husband

absence, joblessness, incarceration, and mortality are

other important factors that influence the high dispar-

ity in the male-female ratio (Darity & Myers, 1983,

1984).

ENVIRONMENTAL INFLUENCE

ON ACHIEVEMENT

Confronted by the high incidence of social, eco-

nomic, and interpersonal stresses and crises in their

community, low-income and working-class African-

American families have frequently used coping strate-

gies and practical resolutions that reflect an active,

athliative, and flexible approach to environmental

stresses (Garbarinoetal., 1992). In particular, success-

ful families are able to sustain some semblanceofsta-

ble, supportive, and emotional relationships (although

not necessarily traditional ones), create an open,reas-

suring, and stimulating climate; and include adult

models of functional survival skills that encourage con-

structive coping and support. Historical and cultural

aspects of African-American family life reinforce the

value of the extended-family system and reliance on a
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collective and relational approachthat is both vibrant
and original and that contributes to the ethnic and
social milieu of African-American children’s achieve-

ment (Hale-Benson, 1986; Moore, 1987).

In general, the family plays a primary role in the
development and socialization of the child’s cognitive
abilities. Researchers have suggested that socialization
usually occurs as a function of four basic child-rearing
behaviors and activities: nurture, which refers to pa-
rental support, affection, and/or encouragement; de-
mand, which refers to parental actions involving
supporting achievement-oriented behavior or skill ac-
quisition; control, which refers to parentalactions in-
volving reinforcing, setting, and enforcing limits on

socially appropriate behavior; and punishment, which

refers to parental punitive actions, such as the with-

drawal of affection and/or privileges (Baumrind, 1971,

1972; Becker, 1964; Belsky, Robins, & Gamble, 1984;

Emmerich, 1977; Maccoby, 1980; J. L. McAdoo,

1993).

Researchers have determined that low-income and

working-class African-American parents focus most of

their attentions on a combination of the four child-

rearing activities to produce an atmosphere for en-

couraging individualistic and independent behaviors,

demanding premature autonomousbehaviors and ma-

turity, maintaining strict authority and/or enforcing

behavior and role correctness, and applying arbitrary

rules (Bartz & Levine, 1978; Durrett, O’Bryant, &

Pennebaker, 1975; Hale-Benson, 1986; Kelley, Power,

& Wimbush, 1992; Kelley, Sanchez-Hucles, & Walker,

1993; J. L. McAdoo, 1988; M. N. Wilson, Hinton, et

al., 1990, 1992). Michelle Kelley and her colleagues

(1992, 1993) observed that strict disciplinary practices

were associated with a mother’s education and age, a

father’s absence,religious beliefs, and the parents’ con-

cerns for the child’s safety and fears of child victimi-

zation.

The specific influences of the extended family are

probably more indirect than direct in nature. For ex-

ample, the effects of the extended-family involvement

usually take the form of relieving the single mother of

some household tasks, but not primary child-care

tasks; increasing the opportunity of adult—adult ex-

changes, but not nonmaternal adult—child exchanges;

and providing emotional support to the mother (M. N.

Wilson, Kohn,et al., 1992). Nevertheless, research has

suggested that the participation of nonmaternal adults

does not significantly lesson a mother’s child-care and

household responsibilities (Hurlbert, 1990; Slaughter

& Dilworth-Anderson, 1988; M. N. Wilson, Hinton,

et al., 1990; M. N. Wilson, Tolson,et al., 1990).

Overall, children’s levels of educational achieve-

ment andsocial adjustments are positively affected by

variousliving arrangements of extended family struc-

tures. Children from two-parent, mother-grandmother,

mother-aunt, and mother-other families achieved and

adjusted at adequate rates (Kellam et al., 1977, 1982).

Children from mother-only and mother-stepfather

families, however, were functioning below therates of

the other children. Still, research suggests that child

care functions best as a cooperative venture involving

the availability of at least two adults (Broman, 1988;

Pearson et al., 1990; Tolson & Wilson, 1990; Wilson

& Tolson, 1986).

Elsie Moore (1985, 1986, 1987) argued that the

ethnicity of the rearing environment, not just the so-

cioeconomic status and maternal education level, ex-

erts a significant influence on children’s styles of

responding to standardized intelligence and achieve-

ment tests. Her studies have consistently indicated

that the average test performances of African-Ameri-

can children who were adopted by white parents ex-

ceeded the test performances of African-American

children who were adopted by African-American par-

ents. In particular, Moore suggests that African-Amer-

ican families may emphasizea social, as opposed to an

object, orientation, affective and emotional, as opposed

to calm and reserved, modes of communication; and

tolerance for, as opposed to susceptibility to, varying

levels of sensory stimulation (Moore, 1987).

A salient aspect of low-income and working-class

African-American households is the presence of high

levels of environmental and social stimulation. High

environmental and social stimulation is indicated by

high numbers of people living in the home, frequent

visitors in the home, and high amountsoflively social

interactions (Boykin, 1983). According to A. Wade

Boykin, children living in households with high levels

of social and environmental stimulation are likely to

develop high activity levels.

Additionally, Brenda Allen and Boykin (1988) ex-

amined children’s activity levels and the level of

stimulation in the homes of working-class African-
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American children. The study revealed a positive cor-

relation between the reported level of sensate stimu-

lation in the home and a child’s activity level. When

comparing African-American and white children, Al-

len and Boykin (1991) found that African-American

children’s performances on a word-acquisition task

was superior to the performances of white children

during a high music stimulation trial, but white chil-

dren surpassed African-American children during the

low music stimulation trial. Furthermore, Boykin

(1979) pointed to considerable anecdotal evidence and

observations of teachers to support the claims of an

increased behavioral vibrancy among African-Ameri-

can children, especially those from lower- and work-

ing-class families.

Culturally distinct patterns of environmental and

social stimulation may partially account for the at-risk

educational status of many low-income and working-

class African-American children. Several studies have

demonstrated that environmental factors mediate the

relationship between parent and child intelligence

scores (Bradley, Caldwell, & Rock, 1992; Elardo, Brad-

ley, & Caldwell, 1975; Scarr & McCartney, 1983). Spe-

cifically, Robert Bradley and his associates (1993)

reported that the home environmentrevealed minimal

mediation effect for scores at year 1 but significantly

stronger effects for year 3. Bradley and his associates

used a simple model, however, that did not account

for other exogenous factors, such as family composi-

tion, crowding, and paternal IQ.

Indeed, Arnold Sameroff and others (1993) have

suggested that although statistically significant out-

comes are associated with a single-risk factor, these

differences rarely explain a large proportion of the

outcomevariance. Their research revealed that the cu-

mulative environmental-risk indices included the fam-

ily’s minority status, parents’ occupation, mother’s

education, family size, family support, life events, par-

enting perspectives, anxiety, and mother’s mental-

health status. Sameroff and his associates identified

multiple-risk factors that influence the stability of in-

telligence scores from preschool to adolescence. These

factors are independent of mother’s intelligence quo-

tient (genetic) and socioeconomic status (social) fac-

tors.

Other researchers have argued that special pro-

gramscanalter early adverse environmentaleffects on

childhood achievementlevels. Specifically, a program

of intensive, systematic early intervention should pre-

cede continuous educational intervention over the en-

tire course of the elementary- and middle-school

grades. Intensive programs involve daily encourage-

ment of exploration, teaching basic skills, celebration

of developmental advances, guided rehearsal and ex-

tension of new skills, and protection from inappro-

priate disapproval, teasing, or punishment (Ramey &

Campbell, 1987; Ramey & Ramey, 1992).

Attaining educational opportunities represents a

critical challenge confronting low-income and work-

ing-class African Americans. Although the high school

completion rate for low-income and working-class Af-

rican Americans increased from 10 percent in 1940 to

73 percent in 1990 (Hill, 1990; Reid, 1982), techno-

logical changes often required postsecondary education.

Low-income and working-class African-American par-

ents often stress the necessity of their children acquir-

ing advanced education and training in order to escape

economic disadvantages (Hochschild, 1989; Nathan,

1989; Reid, 1982; Wacquant & Wilson, 1989). Many

low-income African-American parents continue to be-

lieve that their children’s social and economic condi-

tions will continue to improve as long as they have a

chance for advanced education. Because of limited in-

formation and unfamiliarity about career alternatives,

however, many low-income and working-class Afri-

can-American parents have unrealistic educational as-

pirations for their children.

CONCLUSION

The African-American extended family organization

clearly functions as a coping mechanism that is char-

acterized as a collective or relational process (Martin

& Martin, 1978; Young, 1970; Zollar, 1985; Zollar &

Honnold, 1988) occurring within a highly stimulating,

vibrant environment (Boykin, 1979, 1984; Ogbu,

1988) and filled with highly individualistic and unique

forms of expressions (R. Cohen, 1969; Hale-Benson,

1986; Rutledge, 1988, Young, 1970). The extended fa-

milial support system is activated during family crises

and dire social circumstances, such as poverty, unem-

ployment, extramarital births, and marital dissolutions.

It is easy to fathom that child-rearing andsocialization

bolstered by the daily participation in a socially active,
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vibrant, and flexible system would likewise produce

children who invariably display manifestations of such

a lively familial background. Moreover, such a prob-

lem-solving approach may act to facilitate and/or

impede aspects of a child’s ability to become involved

in alternative activities or learning situations (R.

Cohen, 1969).

Indeed, the experiential background of the low-in-

come and working-class African-American children
may differ considerably from the experiences of white
children (Samuda, 1974). Consequently, a serious det-
riment may occur to those who are evaluated by
meansof standardsthat are alien to them. Hence, the
legitimate concerns of African-American parents are
not focused on the consistent differences in test per-

formancesper se but on the resulting policies that may

restrict their children’s chances to obtain the social

and economic benefits of the United States.

(See also: ETHNICITY, RACE, AND MEASURED INTELLI-
GENCE; RACE AND INTELLIGENCE; RACE AND IQ SCORES.)
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MELVIN N. WILSON

AGE AND THE CONTENT OF INTELLI-

GENCE TESTS

gence is often used to aid in understanding one’s own

In everyday life, the term intélli-

or another’s behavior or underlying competence. Ideas

about intelligence and whether or not intelligence

changes with age not only affect estimates ofskills at

presentbut also influence decisions people make about

goals and future plans.

Indeed, there are many perspectives on definingin-

telligence, each of which influences the specific con-

tent of tests said to measure this construct. J. M.

Sattler (1992) discussed more than twenty separate,

yet somewhat overlapping definitions of intelligence,

manyof which have led to the developmentofdistinct

scales to measure a variety of skills and abilities. Be-

cause definitions ofintelligence vary, and because in-

telligence is an ability or cluster of abilities whose

existence must be inferred on the basis of test

performance, one must be extremely cautious about

discussing what intelligence is and how it changes with

age, based on a specific test’s content.

Most definitions of intelligence used to determine

test content emphasize (1) the manipulation of figures

or numbers; (2) the ability to think abstractly; (3) the
ability to form relationships between words, objects,
or numbers; (4) skill in adapting to novel environ-
ments; (5) the ability to apply one’s past experienceto
the solution of a problem; and (6) the ability to adapt
to real-world environments that are relevant to every-
day life (Sattler, 1992, p. 45). Additionally, most test
constructors have some working definition of intelli-
gence in mind, and though they might disagree over
the extent to which intelligence is a general ability,
most nevertheless assumethat it is to a certain extent

multidimensional.

Psychometric approaches to intelligence rely on
“factor analysis,” a statistical technique that provides
an empirical guide to how many underlying factors
explain relationships among a numberofscales mea-
suring various abilities and skills. Depending on what

specific scales are used and the nature of one’s sample

(whetherit is a very diverse one or not), several com-

mon factors or just one could be derived from factor

analysis. The “factors” identified by factor analysis are

merely statistical abstractions, as when onelabels fac-

tors as “verbal” or “performance” intelligence.

TEST CONTENT AND

DEVELOPMENTAL CHANGE

Measures ofintelligence are quite numerous and

almostas variable asits definition. For the present pur-

pose, the issue of test content andits change with age

will be discussed with reference to the major scales in

use today: the Wechsler scales and the Stanford-Binet

scale.

Factor-analytic studies of the Wechsler scales for

both children and adults and the latest edition of the

Stanford-Binet suggest that each scale’s contentis best

understood in terms of multiple factors, based on the

standardization samples of children and young adults

aged 2-23. Stability of factor structure across age

seems to be the rule (Sattler, 1992).

For the revised Wechsler Preschool and Primary

Scale of Intelligence (WPPSI-R) (Wechsler, 1989),

FACTOR ANALYSIS of the data from the standardization

sample aged 3—7 yields a verbal factor and a perform-

ance factor; for all WPPSI-R subtests, loadings on g

are relatively high (Sattler, 1992).
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For the Wechsler Intelligence Scale for Children, or

WISC-III (Wechsler, 1991), these factors are verbal

comprehension, perceptual organization, and process-

ing speed (Sattler, 1992). “Verbal comprehension”

measures verbal knowledge and understanding ob-

tained informally or through formal education, and

reflects the use of verbal skills in new situations.

“Perceptual organization” measures the ability to in-

terpret and organize visually presented material within

a time limit. “Processing speed” measures the ability

to maintain attention or concentrate in processing in-

formation rapidly while scanning an array. While ver-

bal comprehension is indexed by most of the verbal

subtests (vocabulary, information, similarities, com-

prehension), it is also measured to a certain extent

by “picture completion” (identifying essential missing

parts of pictures) and “picture arrangement” (ar-

ranging picture into meaningful sequences). The per-

formance subtests of the WISC-III (Block Design,

or reproducing stimulus designs with multicolored

blocks; object assembly, or puzzles; and picture com-

pletion) primarily index “perceptual organization,” as

do “mazes” and “picture arrangement,” to a certain

extent. “Arithmetic,” “digit span” (repeating numbers

in either forward or backward order that one has just

heard), “coding” (copying symbols from a key), and

“symbol search” (deciding whether a symbol appears

in an array) reflect processing speed. Performance on

each subtest of the WISC-III can also be explained to

a certain extent by a generalintelligence factor (Sat-

tler, 1992).

Over a twelve-year (age 5¥%2 to 16%) period, cor-

relations both within and between the verbal and per-

formance scales derived from the earlier versions of

the WPPSI and WISC are extremely high, ranging

from .73 to .92 across studies (Bishop & Butterworth,

1979; Tew & Lawrence, 1983; Yule, Gold, & Busch,

1982). Thus, based on the content of the earlier ver-

sions of the current Wechsler scales, there is a high

degree of stability in intelligence over many years in

childhood and adolescence.

The factor structure of the Wechsler Adult Intelli-

gence Scale, or WAIS-R (Wechsler, 1981), is similar

to that of the second edition of the WISC (WISC-R):

verbal comprehension, perceptual organization, and

freedom from distractibility, except that at age 18-19,

picture completion fails to load on perceptual organi-

zation. For the WAIS—R,the verbal subtests are some-

what better measures of g than are the performance

subtests. Numerous cross-sectional analyses clearly

suggest that verbal subtests exhibit less age-related de-

cline than do the performance subscales (Botwinick,

1984). The extent to which age cohorts differ in terms

of levels of education principally accounts for the age

effects in verbal skills relative to performance skills

(Kaufman, 1990). Analyses of standardization data for

the Stanford-Binetyield a similar picture of differential

age (cohort) decline (Kausler, 1991).

For the fourth edition of the Stanford-Binet, or SB

IV, factors derived from its content based on data from

the standardization sample ranging in age from 2 to 23

are (1) from age 2 to 6, verbal comprehension and

nonverbal reasoning/visualization, while (2) from ages

7 to 23, these factors are similar, except for a third

factor termed “memory.” While verbal comprehension

is defined as above in the Wechsler scales, “nonverbal

reasoning/visualization”reflects the ability to interpret

and organize visually perceived material, arithmetic

skill with the use of verbal or visual cues, the use of

reasoning to solve problems, pattern visualization, and

visual—-motor skills. Memory reflects attention or the

ability to concentrate, as well as the ability to produce

and understand sequences(Sattler, 1992). As above,all

SB IV subtests load in varying degrees on a general-

intelligence factor. While long-term stability of the

factor scores has not been established, reliabilities are

high in each case (Sattler, 1992).

APPROACHES TO INTELLIGENCE AND

CHANGE WITH AGE

While the content of most intelligence tests is not

closely linked to a particular view about how intelli-

gence is defined and organized, at this more general

level as well, change with age can nevertheless be dis-

cussed. Ideas about how intelligence is organized vary

greatly. W. Stern’s (1914) unifactor theory suggests

that individuals differ in terms of the degree to which

they possess GENERAL INTELLIGENCE. Charles SPEARMAN

(1904) suggested that intelligence was best explained

by twofactors,g, or generalintelligence, ands, or test-

specific abilities. Tests with high g-to-s ratios reflect

the “eduction of relations and correlates.” Subse-
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quently, Cyril BuRT, a British psychologist, proposed a

hierarchical model of intelligence that specified four

factors, differing in terms of their generality (Sattler,

1992). The general-intelligence factor is broadest, in

addition to two group factors (termed verbal—educa-

tional and spatial-mechanical) that are morespecific,

followed by specific (task) factors, and, finally, chance

factors.

A three-level hierarchical model of intelligence

has also been proposed by J. E. Gustafsson (1984). It

incorporates not only generalability but also the sec-

ondary factors of FLUID AND CRYSTALLIZED INTELLI-

GENCE (see below), as well as general visualization fol-

lowed by primary abilities.

While theories of intelligence typically have not

translated into specific test content, a three-factor hi-

erarchical model has guided the developmentof SB IV

(Thorndike, Hagen, & Sattler, 1986). This modelhas g

at the highest level, followed by crystallized, fluid, and

memoryfactors at the second level,-with more specific

factors (e.g., verbal, quantitative, and abstract verbal

reasoning) at the lowest level.

The most complex of approaches to intelligenceis

that of J. P. GUILFORD (1967), termed the sTRUCTURE-

OF-INTELLECT MODEL(SI) ofintelligence, which differ-

entiates operations, the basic psychological processes

involvedin ability formation (e.g., memory, cognition,

awareness, knowing, convergent and divergent pro-

duction); (2) contents, the nature of the material dealt

with (number, letters or words, behaviors); and

(3) products, the consequence of the interaction of op-

erations acting on content. As the above three classes

of abilities are seen as independent, the resulting

model theoretically allows for 150 factors. While Guil-

ford (1985) reorganized the theory to specify a hier-

archical ability model, research does not support the

existence of all 150 abilities, nor is the hypothesized

independence among such factors supported (Brody,

1992).
While the SI model has, for the most part, yet to

be integrated into developmental research in intelli-

gence, the major exception are studies of “divergent

thinking,” where cross-sectional comparisons of younger

and older adults suggest a decline in divergent thinking

across age levels (see Albaughet al., 1982).

Despite the popularity of factorially complex ideas

about intelligence, many scholars nevertheless adhere

to a generalist position (Brody, 1992; Rebok, 1987;
Scarr, 1989). By contrast, the adult-developmentlit-
erature clearly suggests that intelligence is multidi-
mensional (Carroll, 1993; Kausler, 1991; Schaie, 1990).

CRYSTALLIZED AND FLUID ABILITIES

The distinction between crystallized (Gc) and fluid

(Gf) abilities is especially suited to developmentin that

both intelligences are defined in such a way that pre-

dictions about developmental change are possible.

Both Gf and Gc help to define one’s intelligence quo-

tient (IQ), precluding generalized comparisons across

age.

Fluid and crystallized abilities have been formally

defined as the “process of perceiving relationships,

educing correlates, maintaining span of immediate

awareness in reasoning, abstracting, concept forma-

tion, and problem solving” (Horn, 1978, p. 220). Un-

speeded and speeded tasks involving figures, symbols,

or words can measure Gf, and performanceis relatively

independent of intensive or extended education and

acculturation (Horn, 1978). By contrast Gc reflects

“relatively advanced education and acculturation either

in the fundaments (contents) of the problem orin the

operations that must be performed on the funda-

ments” (Horn, 1978, pp. 221-222). Crystallized skills

come about (crystallize) as a function of more orga-

nized, more systematic, acculturated learning, but Gf

is fluid, or fluctuates with the demands made on one

in novel situations. Thus, where a problem demandsa

novel response, Gf will come into play, whereas when

previously learned skills are required, Ge will be called

on. Horn (1978) suggested that this distinction is not

always clear-cut, as when the task could require the

exercise of either general ability.

Decreased neurophysiological functioning with age

is said to influence Gf while cumulative intensive ac-

culturation/education influences Gc. The evidence for

the formeris indirect and somewhat sketchy (Brody,

1992; Horn, 1982, 1985). Other influences involve se-

lective learning, family size and composition, values of

parents or peers, one’s attitude toward aging, and

being labeled by others as “disadvantaged”or “old.”It

is thought that Gf increases up until late adolescence

and then declines thereafter, whereas gc should gen-

erally increase or remain stable over the adult years
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(Cattell, 1963; Horn, 1978; Horn & Cattell, 1966,

1967).
John Horn (1982, 1985) related Gf and Gc to mea-

sures of personality (carefulness), sensory/perceptual-

motor slowing, short-term memory, and attention, to

explain more fully those processes that contribute to

intellectual functioning. This revised approach is hi-

erarchical, from sensory functioning, the most specific,

to thinking, the most general.

To a large extent, the above factor-analytic findings

for the Wechsler scales and the Stanford-Binet can be

understood in terms of the distinction between fluid

(encompassing the factors of nonverbal reasoning, per-

ceptual organization, and freedom from distractibility)

and crystallized (verbal comprehension)ability.

PRIMARY MENTAL ABILITIES

L. L. THURSTONE’s (1938) theory of primary mental

abilities (PMA) specifies several factors: spatial ability,

perceptual speed, numerical ability, verbal relations,

words, memory, and induction. While the PMA ap-

proach has not been historically important in the as-

sessment of child and adolescent intelligence, K.

Warner Schaie (1979, 1990) used the PMA theory to

study adult intellectual development.

Schaie’s twenty-eight-year longitudinal data suggest

that intellectual abilities increase through one’s forties,

relative stability for most skills exists through one’s

fifties and early sixties, and average losses becomesig-

nificant for most abilities thereafter. Such declines are

greater for persons with cardiovascular illness, where

performance is speeded; for those who are poorly

educated; and for those wholive in intellectually de-

priving environments. Moreover, there are individual

differences in the extent of decline; globalloss is rare.

Less than one-third experience decrement until age

74, and only 30-40 percent experience significant

losses in intellectual skills by age 81 (Schaie, 1990).

One of the most important findings in adult intel-

ligence is the influence of cohort effects on intellectual

functioning, independently of age (maturation) (Kauf-

man, 1990; Schaie, 1990). Schaie’s data clearly suggest

that cohort effects are at least as important as matu-

ration as an influence onintelligence in adulthood, in

that they affect the baseline reference point from

which age-related changes in intelligence can be

understood. For some abilities, cohort differences are

positive (younger cohorts perform more adequately),

as in the case of the PMA verbal meaning, spatial

orientation, and inductive reasoning (Schaie, 1990),

largely because of higherlevels of education and better

health for such persons. For otherskills, cohort effects

are negative (younger cohorts perform less ade-

quately), as in the case of PMA numberskill or word

fluency.

Schaie’s findings are in contrast to a more generalist

orientation, as measured by the Army Alphatest

(Jones & Conrad, 1933) or the WAIS-R. While Army

Alpha scores demonstrate negative age effects, as

noted above, verbal subscales of the WAIS—R exhibit

comparatively little age decrementrelative to the per-

formance subscales (Kaufman, 1990; Kausler, 1991).

THE INFORMATION-PROCESSING

APPROACH

The information-processing approach to intelli-

gence (Sternberg, 1985; Sternberg & Detterman, 1979)

envisions an even more tenuousdirect relationship to

existing scale content. It stresses the person as an ac-

tive processor of information contained in a problem

or in the real world. Individuals develop essential log-

ical operations and strategies by which to understand

and analyze information presented to them. In this

case, the speed or accuracy of processing simple stim-

uli are of interest. Consequently, basic abilities such as

reaction time, inspection time necessary to identify a

simple visual or auditory stimulus, attentional proc-

esses, speed of information processing, and stimulus

discrimination have been studied.

Research in this area focuses on specific tasks or

types of items commonly found in mostintelligence

tests, such asspatial relations, analogies, and block de-

sign. This approach focuses on essential component

processes that are themselves a function of the inter-

action between task influences and person influences,

such as encoding, storage, retrieval, rule formation,

and pattern analysis. Typically, the identification of

such processes is accomplished through a task or com-

ponential analysis, whereby performance on anintel-

ligence-test item is broken down into more-basic units

(processes) that can be studied thoroughly (Brody,

1992),
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J. C. Campione and A. L. Brown (1978) and F. G.

Borkowski (1985) offered an information-processing

perspective that has two basic components,the archi-

tectural system and the executive system. The former

refers to biologically based skills that are necessary for

processing information, such as immediate memory

span, retention of stimulus traces, and efficiencyof in-

formation processing, and thelatter refers to acquired

skills that guide problem solving, including one’s

knowledge base, schema, control processes, and meta-

cognition. The architectural system parallels fluid abil-

ities, and the executive system seems to represent

crystallized skills.

Deficits in most component processes underlying

fluid ability have been found with increasing age

(Brody, 1992; Kausler, 1991). Considerable debate sur-

rounds the extent to which multiple basic cognitive

processes reflect general intelligence.

JOB ANALYSIS AND INTELLIGENCE

A somewhatunique approach to intelligence is that

based on job analysis. By ascertaining the tasks that

must be performed to complete a job successfully, cri-

teria can be developed so that prospective employees

can be selected on the basis of their ability to meet

these criteria. Job analyses may bespecifically job-ori-

ented, wherein tasks necessary to do the job are iden-

tified, or they can be worker-oriented, wherein jobs

are expressed in terms ofabilities required to do work,

such as visual or auditory ability, or information proc-

essing (Muchinsky, 1990). Where inferences about in-

telligence are being made, they may reflect the

utilization of previously acquired skills (Gc) or the ca-

pacity to solve novel problems (Gf). In addition, spe-

cific domainsofintelligence as they relate to work may

be specified, such as verbal, numerical, mechanical, or

spatial ability (Miner, 1992). The influence of verbal

ability pervades occupationallevels, but such is not the

case for numerical, mechanical, or spatial skills, whose

relevance is job-specific (Miner, 1992).

PIAGETIAN INTELLIGENCE

Jean PIAGET (1963) and Piaget and B. Inhelder

(1969) have suggested that intellectual development

through adolescence progresses through a series of

discrete biologically based stages: sensorimotor(birth—

2 years), preoperational (2—7 years), concrete opera-

tions (7-11 years), and formal operations (11 and be-

yond). As essential mental processes are transformed

via the interaction of the organism with the environ-

ment, they evolve from those that are sensory—percep-

tual and survival-oriented to those that enable the

individual to communicate with others as well as rep-

resent, manipulate, and understand the environment.

Whatdistinguishes later childhood and early adoles-

cence from infancy and early childhoodis “operational

thought,” characterized by the ability to use symbols

(words) to solve problems and perform various mental

activities. Concrete operational children can logically

solve problems with which they have had experience,

but formal-operational thinking, characteristic of ad-

olescents, is more abstract. Such persons can logically

reason and solve hypothetical problems.

Although nostandardized Piagetian battery exists,

this approach hasinfluenced the developmentof sen-

sorimotor scales with which to assess infant intel-

ligence (Sattler, 1992; Uzgiris & Hunt, 1975), in

contrast to scales designed for older children and

adults, whose content is more verbal/abstract in na-

ture. Additionally, correlations between such Piagetian

tasks as the pendulum problem (assessing formal op-

erations) or conservation tasks are in the moderately

positive range (Sattler, 1992).

Under the assumption that older people regress

to an earlier level of development, many have inves-

tigated Piagetian intelligence among older adults.

Whethersuchregression occursis difficult to ascertain

because nearly all studies are cross-sectional in nature

(Papalia & Bielby, 1974). Nevertheless, these studies

clearly reveal that older individuals are less able to

solve tasks requiring the transformation of number of

objects or to deal with changes in the weight or vol-

umeofdifferent objects. Deficits in Piagetian task per-

formanceare rarely found in healthy, educated elderly

persons, and errors on these tasks are also common

among younger persons (Blackburn & Papalia, 1992;

Kausler, 1991).

J. M. Rybash, W.J. Hoyer, and P. A. Roodin (1986)

suggest that formal-operational thinkers ignore the

context in which the problem to be solved is embed-

ded. Consequently, abstract thinking is overempha-

sized, and the importance of emotion in making

everyday decisions is deemphasized (Blanchard-Fields,
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1986). S. J. Ceci, N. N. Nightingale, and J. G. Baker

(1992) also emphasize the importance of contextual

influences on the intellectual functioning of children,

wherein the sociocultural features of the situation,

such as the age or sex-role appropriateness of the task,

as well as the presence or absence of peers or familiar

persons, also influence performance.

Some theories, such as those of Piaget, Thurstone,

or Horn and Cattell, seem to parallel current test con-

tent and have led to the investigation of developmental

change, but others, such as Guilford’s, have not. In

this respect, examining intelligence in terms of basic

cognitive processes that may underlie more general

abilities in the context of genetic and acquired moti-

vational or interpersonalinfluences may be most fruit-

ful and consequently lead to an integration of a variety

of seemingly incongruent approaches within a devel-

opmental framework.

Although the bulk of evidence suggests that intel-

ligence is multidimensional, researchers are hardly in

agreement regarding what dimensions are both nec-

essary and sufficient for clear operational definitions

that might lead to the development of specific test

content. Yet, parallels may exist between fluid and

crystallized abilities and the process and content di-

mensions of Guilford. Likewise, both the attentional

and essential component processes inherent in fluid

ability, as well as in Piagetian operational and postfor-

mal thought, may be fruitful areas for integrative re-

search. In addition, conducting task analyses and

specifying the contextual influences on fluid processes

are likely candidates for intervention research with in-

dividuals of all ages. As individuals are both active and

passive with respect to their environment, the seem-

ingly diverse ideas aboutintelligence and its develop-

ment can easily coexist.

(See also: AGING AND INTELLIGENCE.)
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AGING AND INTELLIGENCE

aging is not a unitary process; both individuals and

Intellectual

abilities differ in the way they age. Shining examples

of older persons who exhibit high intellectual creativ-

ity, such as Goethe or Sophocles, stand in contrast to

individuals whoseintellectual capacities are greatly di-

minished in old age. A similar contrast exists between

different intellectual abilities. For example, if one looks

at logical problem solving, one is likely to find decline

with advancing age. However, if one looks at word

knowledge or aspects of social intelligence, stability or

even select advances into old age are possible. There

are many faces to the aging of humanintelligence.

This diversity in the aging of intelligence and in the

aging of individuals is reflected by the existence ofdis-

tinct and not always compatible research perspectives

and interpretative frameworks. For the period of

adulthood andold age, three perspectives are of major

importance: the psychometric (Horn & Hofer, 1992), in-

formation-processing (Craik, 1983; Salthouse, 1991b),

and expertise (Charness, 1989; Ericsson & Smith, 1991).

In addition, efforts to reconceptualize the meaning and

measurementofintelligence continue to capture more

appropriately the nature of intellectual activity dis-

played by aging adults (Alexander & Langer, 1990;

Perlmutter, 1990). The search for postformal opera-

tions (Labouvie-Vief, 1992), the investigation of prac-

tical intelligence (Sternberg & Wagner, 1986), and the

measurement of wisdom (Baltes, Smith, & Staudinger,

1992) are three examples of this line of scholarship.

The different research traditions and their associ-

ated bodies of knowledge need to be considered con-

jointly to obtain a reasonably full view of the aging

mind, a view that reflects the gains and losses of adult

intellectual developmentas well as interindividual and

historical variability (Baltes, 1993). The psychometric

evidence offers a multidimensional, quantitative pic-

ture of age gradients in intellectual abilities and serves

to identify antecedents and correlates of individual dif-

ferences in intellectual functioning among olderadults.

The information-processing approach aims at a more

precise analysis of aging-associated changes in com-

ponents of cognitive functioning and their operative

interactions. The expertise approach illuminates the

ways in which knowledge and practice enrich the

mind and helps to identify and analyze instances of

intellectual growth and high-level functioning (peak

performance). In combination, the expertise and in-

formation-processing approaches serve to understand

better the interplay between processing limitations and

knowledge increments with advancing age.

ADULT AGE GRADIENTSIN

PSYCHOMETRIC INTELLIGENCE

Following early work on thelife-span development

of intelligence by Francis GALTON, Quetelet, and Te-

tens (cf. Dixon & Baltes, 1986) and based on the de-

velopment of psychometric tests of intelligence around

the turn of the twentieth century, a series of first

cross-sectional studies on the aging of intelligence ap-

peared in the 1920s and 1930s. For example, Jones and

Conrad (1933) administered the Army Alphatest bat-

tery (see ARMY ALPHA AND BETA TESTS OF INTELLIGENCE)

to more than 600 individuals in the range of 19 to 60

years of age. Negative age differences were pro-

nounced on tests such as following directions, com-

mon sense, numberseries, and verbal analogies tests,

but were small or nonsignificant on arithmetic, anto-

nym-synonym,disarranged sentences, and generalin-

formation. The existence of differential age gradients

for different intellectual abilities was further confirmed

with the development of the Wechsler Adult Intelli-

gence Scale (WAIS; see WECHSLER SCALES OF INTELLI-

GENCE). The tests of the WAIS fall into two broad

categories, the verbal and the performancescale. Tests

belonging to the verbal scale generally exhibit small

age-related effects but tests belonging to the perfor-

mance scale show a negative relationship with age

(Matarazzo, 1976).

To date, the Seattle Longitudinal Study (Schaie,

1983) provides the most comprehensive picture of

adult age gradients in psychometric intelligence in the

United States. Since 1956, Schaie and his associates

have been administering the PMA battery of primary

mental abilities (Thurstone & Thurstone, 1949) as well

as other tests and questionnaires in seven-year inter-

vals to large longitudinal and cross-sectional samples
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of adults of different ages and birth cohorts. Figure 1,

based on thefifth data collection wave, displays cross-

sectional adult age gradients based on multiple indi-

cators for six intellectual abilities (Schaie & Willis,

1993). The next section has a comparison with longi-

tudinal age changes. In essence, the age gradients
closely resemble those obtained with the WAIS and
the Army Alpha: Verbal ability and number ability
peak during middle adulthood and showlittle or no
age decrements before the age of 74, whereas percep-
tual speed, inductive reasoning,spatial orientation, and
verbal memory show steady monotonic decline.

The simultaneous existence of stability and decline

is also evident at the level of individuals and their

change patterns. For instance, using across-person

variability as a reference point, Schaie (1989) com-
_ puted cumulative hazard functions to determine the

age at which individual subjects experiencestatistically

significant decline in one or more of five PMA ability

tests. For the vast majority of individuals, at least two

of the five primary mentalabilities remained stable up

to age 74 accordingto this criterion. In addition, some

individuals evinced significant performance increments

up into their seventies (Schaie, 1988).

CROSS-SECTIONAL VERSUS

LONGITUDINAL DESIGNS:

CONVERGENCE OF RESULTS

The area of psychometric intelligence was a domain

where problems of age-related methodology were ar-

ticulated and hotly debated (Baltes & Schaie, 1976,

Horn & Donaldson, 1976). This debate has resulted in

better methods and more generalizable evidence.

Information about adult age gradientsin intellectual

functioning has come from studies using cross-sec-

tional, longitudinal, and mixed (e.g., cohort-sequen-

tial) sampling schemes. In cross-sectional studies,

individuals of different ages are assessed at the same

point in time. For this reason, cross-sectional age-

group differences reflect not only age effects but also

effects because of differences in birth cohort (genera-

tion). In longitudinal studies, individuals as they age

are assessed repeatedly across time. Longitudinal de-

signs are an indispensable tool of developmental re-

search because they provide direct information about

interindividual differences in intraindividual change

(Nesselroade, 1991). At the same time, the interpret-

ability of average longitudinal age gradients is ham-

pered by practice effects and selective attrition (i.e.,

longitudinal-study dropout andselective survival; Sie-

gler & Botwinick, 1979). Thus, cross-sectional and

longitudinal data are open to different sourcesofbias,

and results obtained with the two sampling schemes

have to be considered in combination to make optimal

use of the available information.

A first step toward the joint interpretation of cross-

sectional and longitudinal age gradients is to compare
the performance of same-aged individuals across his-
torical time (i.¢., time-lagged comparisons). With
some exceptions (e.g., number ability; cf Schaie,
1989), the general picture resulting from these com-
parisons is that higher test scores are obtained at more
recent times (Flynn, 1984; Schaie, 1983). Probably,
this historical increase in test scores for same-aged in-

dividuals across historical time is not due to changes

in the genetic composition of the population or differ-

ential sampling bias, but reflects some general change

(improvement) in health- and education-related con-

ditions.

Studies with cohort-sequential (e.g., mixed) designs

such as the Seattle Longitudinal Study (Schaie, 1983)

are well suited for three different kinds of comparisons

across age: cross-sectional, longitudinal, and indepen-

dent-sample same-cohort comparisons (e.g., age com-

parisons based on independent samples from the same

birth cohort). The joint consideration of these three

sampling schemes allows for better estimates of aver-

age age gradients. With respect to the Seattle Lon-

gitudinal Study, for example, independent-sample

same-cohort and cross-sectional comparisons yielded

practically identical estimates of seven-year changeaf-

ter controlling for the general increase in performance

overhistorical time revealed by time-lagged compari-

sons (Salthouse, 1991b; Schaie, 1983, 1994). In con-

trast, longitudinal age changes, also corrected for

historical change, showed somewhat less of a dec-

rement with age. Given the convergence between

cross-sectional and independent-sample same-cohort

comparisons, the more positive age gradients found

with longitudinal samples may partly derive from

practice effects and selective attrition.

This analysis illustrates that in Western samples of

the twentieth century, cross-sectional comparisons
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maynot necessarily lead to a distorted (i-e., much too

negative) picture of adult age gradients in psychomet-

ric intelligence. Similar conclusions were reached by

McArdle (cited in Horn & Hofer, 1992), who used

structural modeling techniques to analyze simultane-

ously longitudinal and cross-sectional data obtained

with the WAIS, and by Hertzog and Schaie (1988) in

their structural modeling reanalysis of the Seattle data.

PREDICTIVE CONTINUITY VERSUS

DISCONTINUITY OF INTELLECTUAL

FUNCTIONING IN OLD AGE

Age-related individual differences in old ageintel-

lectual functioning are often seen as the cumulative

outcome of a life history of cultural-environmental-

educational conditions interacting with genetic factors.

The enduring existence of this ensemble of conjoint

influences is at the basis of the continuity view of in-

terindividual differences in intellectual functioning.

Generally, longitudinal data from middle adulthood

and early old age support this view. For instance,

Hertzog and Schaie (1986) found that seven-year sta-

bility coefficients (reliability-adjusted) for a general

ability composite of the PMAbattery ranged from .89

to .96 in samples with mean ages between 25 and 67

years at first test. In addition to prior levels of intel-

lectual functioning, other factors, such as years of

education, work complexity, and life-history of hy-

pertensive/cardiovascular symptomatology also con-

tribute to predictive continuity. A major portion of the

variance in these enduring sources of interindividual

variability appears to be related to genetic differences

(Pedersen et al., 1992; Plomin & Bergeman, 1991).

Without doubt, the most important health-related

reason for discontinuity in level and rank orderis the

incidence of a dementingillness (Elias, Elias, & Elias,

1990). Dementia is a syndrome characterized by a

global impairment of intellectual capacities such as

memory, judgment, and orientation. The dominantpa-

thology leading to dementia is Alzheimer’s disease,

which is strongly related to chronological age and

shows major increases in prevalence rates beginning in

the seventies.

More data about other potential sources of discon-

tinuity, such as sensory functioning, health status, and

concurrent activity level, are needed to determine

whether old and very old age, even in the absence of

a dementing illness, is a relatively “autonomous”(i.e.,

life-history independent) phase of adult intellectual

development (cf. Rabbitt, 1990). There is emerging

evidence for this possibility. Lindenberger and Baltes

(1994), for example, found an exceedingly strong con-

nection between visual and auditory acuity and intel-

lectual functioning in very old age and have argued that

sensory functioning may emerge as a new correlate

or antecedentofintellectual functioning in old age.

In general, present longitudinal evidence may over-

emphasize predictive continuity. For instance, the

commonpractice to restrict final analyses of longitu-

dinal data to survivors probably introduces a bias to-

ward high predictive continuity because individuals

with a debilitating or terminal illness are more likely

to drop out of the sample than well-functioning indi-

viduals. Recent advances in structural modeling tech-

niques with nonrandom missing data (McArdleet al.,

1991) may help to overcomethis bias.

THREE GENERALIZATIONS FROM THE

PSYCHOMETRIC LITERATURE

The psychometric data on adult age gradients in

intellectual functioning can be summarized in three

points (Botwinick, 1977; Salthouse, 1991b). First, age

trends in intellectual abilities are gradual rather than

abrupt; on the group level, there is little evidence for

sudden jumps or stepwise functions. Second, at least

up to the seventies, the amount of variability attrib-

utable to chronological age is relatively small com-

pared to the total amountof interindividual variability.

For instance, the means of adults in their sixties are

generally within one or two standard deviations of the

distributions of adults in their early twenties (Figure

1). Age-ability correlations over the same age range

rarely exceed — .45, which meansthat negative linear

age gradients generally account for less than 20 per-

cent of the total amount of interindividual variability

in performance. Thus,at least for the period of “early”

old age, age is not a powerful predictor of intellectual

functioning for many practical purposes (Schaie,

1988).
The third generalization concerns the existence of

multiple age gradients, that is, the distinction between

vulnerable and maintained abilities (Horn & Hofer,
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1992). Abilities such as reasoning, memory,spatial ori-

entation, and cognitive/perceptual speed generally

show a pattern of monotonic and roughly linear de-

cline beginning in middle adulthood. In contrast, abil-

ities such as verbal ability and number ability remain

stable or increase up to the sixth or seventh decade of

life.

ONTOGENETIC MODELS OF

BIOLOGY-BASED VERSUS

CULTURE-BASED INTELLIGENCE

The distinction between vulnerable and maintained

abilities, which has been noticed for a long time (Hol-

lingworth, 1927; Jones & Conrad, 1933), is reflected

in ontogenetic life-span theories of intelligence that
contrast biological and cultural dimensions of cognitive
functioning. Most prominentis the psychometric the-
ory of fluid andcrystallized intelligence (Gf—Gc theory;
Cattell, 1971; Horn, 1982; see FLUID AND CRYSTAL-
LIZED INTELLIGENCE, THEORY OF). According to Gf-Ge
theory, intellectual abilities in the fluid domain reflect
an individual’s capacity to solve novel problems, to or-
ganize information, to ignore irrelevancies, to concen-
trate, and to maintain anddivide attention. In contrast,
crystallized abilities primarily reflect the acquisition
and use of culturally valued bodies of knowledge. The
distinction is similar to those of Donald HEBB between
intellectual power and

_

intellectual products and of
Baltes’s (1987, 1993) juxtaposition of the mechanics
and pragmatics of cognition.
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To explain the existence of different age gradients

for fluid (i.e., vulnerable) and crystallized (ie., main-

tained) abilities, G/—Gc theory makes two basic as-

sumptions. First, the theory posits that there is a

gradual loss in brain efficiency with age during the

adult life span. Second, it assumes that knowledge-

based abilities are more resilient to this loss. To moti-

vate the latter idea, Horn and Hofer (1992) invoked

the notion of “overdetermination” in the context of

neural networks. They assume that the kind of knowl-

edge typical for crystallized abilities is implemented in

highly interconnected networks that contain many pos-

sible ways to access a given piece of information (e.g.,

overdetermined information access). An age-associated

loss in brain efficiency (connectivity) can be compen-

sated as long as the number of remaining connections

is sufficient to activate the relevant information.

Baltes (1993) combines the Horn-Cattell frame-

work with perspectives from cognitive and evolution-

ary psychology. He links the fluidlike “mechanics” of

cognition to the neurophysiological architecture of the

mind as it developed during biological evolution (cf.

Barkow, Cosmides, & Tooby, 1992) and associates the

crystallizedlike “pragmatics” of cognition with the

bodies of knowledge available from and mediated

through culture.

The resulting theory of cognitive aging makes more

explicit the need to distinguish between biological and

social-cultural principles of “inheritance” and “trans-

mission” (Durham, 1990). In the mechanics of the in-

tellect, biological conditions reign supreme, and

decline with aging is likely. In the pragmatics of the

mind, however, the power of human agency and cul-

ture unfolds and, therefore, some progress may be

possible into old age.

In comparison to Gf—Gc theory, the mechanic—prag-

matic conception is conceptually broader in scope. For

instance, the psychometric focus on sources of vari-

ability in intellectual functioning is supplemented with

an interest in conditions affecting its level and range.

Furthermore, the pragmatics of cognition embrace

knowledge-based forms of intelligence better under-

stood by theories of knowledge acquisition and ex-

pertise (Ericsson & Smith, 1991) than by extant

psychometric approaches. Examples range from pro-

fessional skills to knowledge regarding the meaning

and conductoflite (e.g., wisdom).

PLASTICITY IN THE MECHANICS OF

COGNITION: POTENTIAL AND LIMITS

Until the 1970s, a predominantposition in psycho-

metric intelligence research was to view performance

potential ontests ofintelligence asfairly fixed and im-

mutable. As a consequence, negative age gradients in

fluid ability test scores were often equated with irre-

versible decline (cf. Woodruff-Pak, 1989). With the

advent of cognitive training research, the role of prac-

tice and of experiential factors in general became more

central, and a research focus on modifiability and plas-

ticity evolved (Baltes, 1993). Similar to developments

in the field of trait psychology, research on the aging

of psychometricintelligence increasingly turned to the

search for contextual and situated conditions of intel-

lectual dispositions (Berg & Sternberg, 1985; Sternberg

& Wagner, 1986). (See PSYCHOMETRIC THEORIES OF IN-

TELLIGENCE.)

Preserved Differentiation Versus Differential

Preservation. A first approach to the issue of cog-

nitive plasticity is to examine whether aging losses in

cognitive performanceare less likely to occur in indi-

viduals wholead an intellectually active life, either in

general or with respect to specific abilities and skills.

Here, the evidence is mixed. Contrary to what one

might expect, little evidence suggests that age gra-

dients on standard measures of psychometric intelli-

gence vary substantially as a function of general

intelligence, education, occupational status, or task-

relevant experience (Salthouse, 1991b). In most cases,

results are more consistent with what Salthouse and

associates (1990) termedpreserved differentiation (i.e.,

initial individual differences are maintained through-

out adulthood) than with Denney’s (1984) perspective

of differential preservation (i.e., practiced abilities do

not decline). The longitudinal work by Kohn and

Schooler (1983) on the relationship between the sub-

stantive complexity of work and ideational flexibility

is a notable exception to this rule. Kohn and Schooler

found that work complexity predicts increments in

ideational flexibility over a period of ten years even

after controlling for initial differences in ideational

flexibility. However, the size of this effect was rela-

tively small.

Activation of Learning Potential Among

Older Adults. Intervention work (Baltes & Willis,

 

56



AGING AND INTELLIGENCE

 

1982; Denney, 1984; Willis, 1987) is a more direct

(i.e., experimentally controlled) way to explore the de-

gree of plasticity in intellectual functioning. In addi-

tion, it examines whether age-related decrements in

performance on intellectual ability measures are re-

versible, in full or in part, through training and prac-
tice (Schaie & Willis, 1986; Willis & C. Nesselroade,
1990). For the mostpart, interventions involved older
adults only, focused on tests from the fluid ability do-
main, and used one of several intervention strategies
such as tutored practice in task-related problem-solv-
ing skills, self-guided practice, or training in person-
ality-related performance conditions such as. self-
efficacybeliefs.

The major results of this cognitive intervention
work can be summarized in five points (cf. Baltes &
Lindenberger, 1988):

1. Training gainsin the practiced tests amonghealthy

older adults are substantial (i-e., they roughly cor-

respond to the amount of “naturally” occurring

longitudinal decline between 60 and 80 years of

age.)

2. Transfer, however, is limited to similar tests of the

sameability.

3. Training gains are maintained over lengthy periods

of time upto several years (Willis & C. Nesselroade,

1990).
4. The factor structure of the ability space is notal-

tered substantially through training (Schaie et al.,

1987).
5. Only in persons at risk for Alzheimer’s disease or

afflicted by other forms of brain disease, training

gains have been found to be severely reduced or

nonexistent (M. Baltes, Kuhl, & Sowarka, 1992).

These results indicate that the majority of “healthy”

older adults, including those who display the typical

pattern of age-related losses in fluid abilities un-

der untrained conditions, are able to greatly improve

their performance on fluid ability tests after a few

sessions of task-related training or practice. Thus,

cognitive plasticity in the fluid mechanics of cogni-

tion is preserved into old age and easily activated

through experiential manipulations. However, there

is little evidence so far to suggest that these training

gains generalize to related abilities or to everyday
functioning.

Age Comparisons in Maximum Levels of

What

about age differences in cognitive plasticity? In analogy

Performancein the Cognitive Mechanics.

to “stress tests” used in biology and medicine (Fries &

Crapo, 1981), “testing the limits” (Baltes, 1987; Klieg]

& Baltes, 1987) was introduced as a paradigm forlife-

span research to assess age differences in maximum

levels of performance by practice and variationsin task

difficulty. In this paradigm, large amounts of practice
and experience under facilitative and supportive con-
ditions are provided to gain insight into the latent re-
serves of individuals of different ages. Of special
interest is the question whether young and older
adults differ in the asymptotic levels of their “best”
performance.

Age-comparative testing-the-limits research has
been conducted most extensively with tasks involving

memoryfor new information (Verhaegen, Marcoen, &

Goossens, 1992). For instance, young and older adults

were instructed andtrained in the use of a mnemonic

technique, the Method of Loci. The key feature ofthis
methodis to acquire a mental mapoffixed locations,
and to create mental images for each word that link
the word to be rememberedto one of the locations of

the list. With this memory technique, subjects are able

to recall long word lists—20, 30 words and more—

in correct serial order after a single presentation. High

correlations between performance in the Method of

Loci and measures of fluid intelligence indicate that

the methodassesses individual differences in the fluid

mechanics (Kliegl, Smith, & Baltes, 1990).

Figure 2 summarizes the results of a typical age-

comparative experiment using a testing-the-limits ap-

proach (Baltes & Kliegl, 1992). The study involved a

total of thirty-eight sessions of training and practice in

the Method of Loci distributed over one year. Subjects

were positively selected in terms of health and edu-

cation to minimize pathological aging and cohortef-

fects. Two findings are noteworthy. First, adults in

both age groups greatly improved their memoryper-

formance, which demonstrates the continued exis-

tence of cognitive plasticity in old age. Second,

however, practice and training resulted in a close-to-

perfect separation of the two age groups and the dem-

onstration of sizeable negative age differencesat limits
of functioning. Even after thirty-eight sessionsof train-
ing, most older adults did not reach the level of per-

 

57



AGING AND INTELLIGENCE

 

        

 

 
 
 

30 —, 30
e

- Se

®e

S 2b : + 25
© Young e

e
© eee O

= 20 8 — 20
Tb sa.
2 =

©

8 15 ° gm 4415

g Old

5 8
Qe

Ss 10 1 9 + 10

3 8
E
>
z 5 k- H5

0 0

0 5 10 15 20 25 30 35
Final Distribution

Session (ff = Instruction, @ = Practice) of Subjects

Figure 2

Testing-the-limits research suggests the existence of robust age-related losses in the mechanics of cognition. The example given

involves a memory technique, the Method of Loci. After 38 sessions of training, most older adults did not reach thelevel of

performance reached by young adults after only afew sessions. In the final distribution, not a single older person functioned

above the mean ofyoung adults.

SOURCE: Adapted from Baltes and Kliegl (1992).

formance that young adults had reached after only a

fewsessions. Moreover, at the end of the study, not a

single older person functioned above the mean of

young adults. In a subsequent study (Lindenberger,

Kliegl, & Baltes, 1992), negative age differences of sim-

ilar magnitude were found for older adults who had

been selected for their presumed “talent” and job-re-

lated experience in one of the cognitive operations

(ie., mental imagery) relevant for the use of the mem-

ory technique.

THE SEARCH FOR AGING-RELATED

PROCESSING CONSTRAINTS

The research reported so far has demonstrated that

a major part of cognitive aging is decline, albeit with

substantial variations in rate and onset by abilities and

persons. Not surprisingly, therefore, there have been

attempts to identify possible sources for negative age-

related decrements in cognitive functioning. Specifi-

cally, some researchers (Birren, 1964; Cerella, 1990;

Salthouse, 1991b) have initiated a search for age-as-

sociated domain-general constraints that would fuel

negative adult age gradients in the mechanics of cog-

nition. Ideally, the identification of such constraints or

limiting resources would permit a unified and parsi-

monious explanation of negative age differences in

cognition by mapping age gradients in a variety of cog-

nitive performances onto a small set of domain-general

constraining parameters. Furthermore, the identifica-

tion of age-based general processing constraints may

help to explain life-span changes in the mean and co-

variance structure of intelligence.

The perils in the search for general age-related con-

straints on information processing are that cognitive

aging phenomenaare rephrased in resource terminol-

ogy rather than explained, and that evidence in favor

of process-specificity is overlooked (for critical discus-

sions, see Hasher & Zacks, 1988; Light, 1991). To

minimize these risks, hypothesized developmental con-
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straints need to be specified with sufficient precision

to make contact with cognitive processes and to per-

mit differential predictions (Mayr & Kliegl, 1993). The

following section reports evidence related to three

concepts currently discussed as possible candidates for

aging-related general processing constraints in the

fluid mechanics of cognition: speed, working memory

capacity, and inhibition. This list is not exhaustive but

servesto illustrate the general approach.

Speed of Information Processing. Research-

ers of cognitive aging generally agree that performance

on measures assessing cognitive or perceptual pro-

cesses slows down with advancing age. Proponents of

the general slowing hypothesis of cognitive aging argue

that this phenomenonis caused by a general decrease

in processing rate with age (Birren, 1964; Welford,

1984). Evidence supporting the assumption of gener-

alized forms of slowing has come from several sources

including meta-analyses of latency data examining the

relation between mean latencies for groups of old

adults and the mean latencies for groups of young

adults (Cerella, 1990; Myersonetal., 1990).

Recent psychometric evidence has supported the

prediction that speed is a major factor in producing or

mediating negative adult age differences in other in-

tellectual abilities, even if these other abilities are

assessed under time-relaxed or untimed testing con-

ditions (Hertzog, 1989; Lindenberger, Mayr, & Kliegl,

1993; Salthouse, 1991a). For example, negative age

gradients in fluid abilities such as reasoning or short-

term memory were greatly reduced or eliminated, and

age gradientsin crystallized abilities remained positive

up to age 70afterstatistically controlling for cognitive/

perceptual speed (Hertzog, 1989).

It needs to be acknowledged, however, that the

explanatory construct “speed” is neither fully under-

stood nor independently established. Extant psy-

chometric measures of cognitive/perceptual speed

probably involve a relatively complex sequence of

componentssuchas sensory processes, working mem-

ory, secondary memory, and motor functioning. Age-

comparative research using more direct measures of

information processing rate such as nerve conduction

velocity (Vernon & Mori, 1992) is needed to further

test the viability of the speed hypothesis.

In this context, it also appearsfruitful to revisit the

question of differential age effects in speed versus

power conditions of testing (Botwinick, 1977). This

issue can be studied systematically by investigating age

differences in the function relating presentation time

to accuracy level. For example, the asymptotes of

time—accuracy functions may differ by age, suggesting

that certain cognitive operations are beyond reach for

older individuals no matter how much presentation

time is available.

Working Memory. Negative age differences in

working memory (Baddeley, 1992) have also been in-

voked as a possible cause for negative age gradients in

adult intelligence (Craik, 1983; Craik & Byrd, 1982).

Working memory denotes the ability to preserve in-

formation in a short-term store while simultaneously

transforming the same or some other information.

One way to study the effect of age differences in

working memoryonintellectual functioningis to vary

the relative importance of temporary storage and pro-

cessing (i.e., information transformation) demands

within or across tasks. With few exceptions, this re-

search has demonstrated that age differences are more

pronounced when demands on processing are in-

creased (Mayr & Kliegl, 1993; Craik & Jennings, 1992,

for a critical discussion).

Another way to investigate the importance of

working memoryfor adult age differences in cognitive

functioning is to examine whether separately admin-

istered working memory measures predict age differ-

ences in other measures of intellectual functioning.

Studies of that sort indicate that working memory

measures contribute to age differences in a variety of

fluid intelligence tasks, and that a significant portion of

the predictive variance in the working memory mea-

sures is orthogonalto cognitive/perceptualspeed(Salt-

house, 1991a).

Age-Related Decline in the Efficiency of In-

hibitory Processes. Adult age differencesin intel-

lectual functioning and cognitive style mayalso reflect

a reduction in the efficiency of inhibitory processes

(Hasher & Zacks, 1988; cf. Pascual-Leone, 1983). To

process goal-relevant information efficiently, working

memoryis aided by inhibitory mechanismsthat shelter

working memory against goal-irrelevant information.

Age-related decrements in the efficiency of these in-

hibitory mechanisms would permit a larger amount of

irrelevant information to enter working memory and

to receive sustained attention.
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The inhibition hypothesis is consistent with findings

from different strands of cognitive aging research. For

instance, large negative age differences have been

found for measures that require selective attention and

the inhibition of goal-irrelevant information (Demps-

ter, 1992). Moreover, older adults were found to show

more proactive interference in cued recall of wordlists

(Klieg] & Lindenberger, 1993). The most direct sup-

port for the inhibition hypothesis has come from stud-

ies on negative priming where older adults were found

to be less slowed than younger adults in responding to

a stimulus on a currenttrial that served as a distractor

on the previoustrial (e.g., Hasheret al., 1991). Taken

together, these results are promising and call for more

research to examinethe relative importance of age dif-

ferences in inhibitory mechanismsfor age gradients in

intellectual functioning.

THE “CRYSTALLIZED” PRAGMATICS

OF COGNITION: EVIDENCE FOR

STABILITY AND GROWTH

The distinction between “biological” and “cultural”

intelligence also directs attention toward facets of cog-

nitive functioning that exhibit potential for continued

growth in adulthood and old age (Baltes, 1993; Perl-

mutter, 1990). Growth andstability are possible, if not

expected, wheneverintellectual performance is knowl-

edge-driven and does not require exceedingly high ac-

curacy or speed in mechanical functioning.

Under the heading of crystallized intelligence, psy-

chometric research (Horn & Hofer, 1992) has identi-

fied instances of knowledge-basedstability and growth

in skills that are widely distributed in a given culture

and amenable to psychometric testing (e.g., verbal

ability, numberability). However, other skills and do-

mains of knowledge have escaped psychometric oper-

ationalization. To obtain a more comprehensive picture

of the cognitive pragmatics, the psychometric tradition

needs to be supplemented by approaches with a more

explicit focus on knowledgeacquisition andutilization.

The expertise approach appears especially fruitful

in this regard. Originally, the study of expertise has

been restricted to the componential analysis of skills

in the laboratory, chess being the most prominent ex-

ample (Simon & Chase, 1973). Since then, the exper-

tise approach has been applied to domains of broader

developmental significance including the concept of

wisdom.

Wisdom: Expertise in the Fundamental Prag-

matics of Life. Most people, lay persons and re-

searchers alike, regard wisdom as the hallmark of

positive intellectual aging (Sternberg, 1990). According

to expertise-oriented conceptions of wispoM, high

levels of wisdom-related knowledge andskills are as-

sumed to reflect a combination of personality dispo-

sitions, extended practice in matters regarding the

human condition, and the presence of effective men-

tors. Age may be positively related to the joint occur-

rence of these wisdom-enhancing factors because their

operation requires experience in diverse conditions of

life and because certain facets of adult personality

evolving in advanced age such as generativity and

integrity may promote developmentin the direction

of wisdom (e.g., Blanchard-Fields, 1989; Sternberg,

1990).
Based on these considerations, a research group at

the Berlin Max Planck Institute (Baltes, Smith, & Stau-

dinger, 1992; Baltes & Staudinger, 1993) has defined

wisdom as an expert knowledge system in the “fun-

damental pragmatics oflife permitting excellent judg-

ment and advice involving important and uncertain

matters of life.” In a first series of studies, thinking-

aloud responses to difficult life problems were scored

on five wisdom-related criteria (factual knowledge,

procedural knowledge, contextualism, relativism, and

uncertainty). Two findings are noteworthy, both of

which stand in sharp contrast to findings related to

the aging of the fluid mechanics. First, when compar-

ing adults of about 30 to 70 years ofage, there were

no major age differences in average performance. Sec-

ond, older persons with wisdom-facilitative experi-

ences(e.g., older clinical psychologists) contributed a

disproportionately large share to the top responses.

Knowledge About Emotions and the Self.

Another area of potential growth in the pragmatics of

cognition concerns the interplay among cognition,

emotion, and the self (Standinger, Marsiske, & Baltes,

1993). Labouvie-Vief, DeVoe, and Bulka (1990) ex-

amined conceptions about emotions in a sample of 72

individuals aged 10 to 77 years. Subjects’ self-descrip-

tions of several emotions were rated in accordance to

a four-level model of emotion regulation. Adolescents

tended to describe emotions in terms of sensorimotor
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action, outer appearance, conventional descriptions,

and rigid impulse monitoring, whereas adults con-

veyed a morevivid sense of the experience, possessed

more explicit knowledge of bodily sensations, tended

to accept conflict within self and others, and displayed

moreflexibility and delay ofaction.

Viewed from an expertise perspective, these results

suggest that aging individuals become more knowl-

edgeable about their own emotions, feelings, and

intentions. This knowledge-based interpretation is

consistent with other recent approaches focusing on

positive aspects of aging such as socioemotional selec-

tivity theory (Carstensen, 1993) and the theory of se-

lective optimization with compensation (Baltes &

Baltes, 1990). Moreover, it resonates with recent ac-

counts of young children’s development of their

knowledge about their own mental states (Gopnik,

1993).

THE INTERPLAY BETWEEN GROWTH

AND DECLINE: COMBINING

EXPERTISE AND INFORMATION-

PROCESSING APPROACHES

The evidence presented so far has identified two
sides of cognitive aging: losses in the.fluid cognitive
mechanics and the potential for stability and growth
in those domains of functioning where knowledge is
an important ingredient. A new line of research ad-
dresses explicitly the interaction between these two
aspects of functioning. Such research is nurtured by
the notions of expertise (Knopf, Kolodziej, & Preus-
sler, 1990) and compensation (Backman & Dixon,
1992; Baltes & Baltes, 1990), and has yielded new in-

sights into the nature of cognitive aging.

Molar Equivalence/Molecular Decomposi-
tion. Both deliberate practice, a key characteristic
of expertise in the narrow sense (Ericsson, Krampe, &
Tesch-Romer, 1993), and aging-induced reductions in
processing efficiency take place over extended periods
of time (e.g., decades). One goal in cognitive aging
research is to understand the resulting coevolution
of decreasingly effective general-purpose mechanisms
and increasing domain-specific skills. In the molar
equivalence/molecular decomposition paradigm (Salt-
house, 1984), adults of different ages are equatedin
criterion task proficiency to investigate whether equal

levels of criterion performance are attained through

age-differential profiles of component processes (Char-

ness, 1989).

For example, Salthouse (1984) studied a total of 74

transcription typists ranging from 19 to 72 years of

age. Age andskill level (i.e., net words per minute)

were uncorrelated. Age was negatively related to mea-

sures of perceptual/motor speed(e.g., tapping speed)

but positively related to eye-hand span. In other

words, older typists were slower but looked further

ahead in the text to be typed. These findings are

consistent with the interpretation that aging typists

extend their eye—hand span to counteract the conse-

quences of aging losses in perceptual/motor speed
(Figure 3), and illustrate the compensatory relation-

ship between knowledge and speed.

Age Differences in Peak Performance.  Ex-

perts are often older than novices, presumably because
it takes prolonged periods of deliberate practice to
reach excellence in a particular domain of functioning.

Lehman (1953) found that peak performances in the
arts and sciences are most frequently seen in the third
to fifth decade of life. The precise age at which peak
performances are most likely to occur apparently de-
pends on the life course of opportunity structures as
well as on therelative importance of knowledge and

basic processing efficiency in a given domain.

A good example comes from chess (Charness &
Bosman, 1990). The mean age at which a world cham-
pionshipis first won is about 46 years of age for cor-
respondence chess, but about 30 years of age for
tournament chess. In correspondence chess, players
are permitted three days to deliberate a move; in tour-
namentchess, deliberation averages three minutes per
move. The difference in peak age between the two
activities seems to reflect differences in the relative
importance of cognitive/perceptual speed and knowl-
edge.

Creativity and Coping with Death: The “Swan-
Song” Phenomenon. Someevidence showsthat
certain types of peak performance occur very late in
life. As expected by expertise-based views of excep-
tional performance,individuals who start their careers
early and produce at extraordinary rates are the ones
who are most likely to remain creative in their last
years of life (Simonton, 1988). One example is Soph-
ocles (497-406 B.c.), who won his first prize for the
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best drama of the year at the age of 28, wrote over

120 dramas, and developed a new dramatic style in his

eighties. Commenting on his ownlate-life artistic de-

velopment, Sophocles said that he finally had liberated

himself from theartificiality of his earlier style and had

found a language that was “the best and the most eth-

ical” (Schadewaldt, 1975, p. 75).

Recent evidence on classical composers has sub-

stantiated the claim that special forms oflate-life crea-

tivity may in fact exist. Simonton (1989) proposed that

artists facing death may feel the need to make optimal

use of their limited future. He examinedthis issue by

assessing the relationship between closeness to death

and a set of criterion variables for a sample of 1,910

works written by 172 classical composers. Last works

scored lower in melodic variability and performance

duration, but higher in repertoire popularity and aes-

thetic significance. The tendency toward condensed

expression of the essential may be a general feature of

late-life creativity.

CONCLUSION

Intellectual aging comprises decline, maintenance,

and growth. Its multidirectionality and multidimen-

sionality is captured by life-span models that distin-

guish two streams of inheritance and transmission, the

biological (the fluidlike mechanics) and the cultural

(the crystallized pragmatics). In the fluid mechanics,

negative age changes anddifferences prevail, even after

controlling for generational cohort differences, histor-

ical changes in the amountof education, and age dif-

ferences in the proportion of individuals with serious

health problems. Negative age differences are espe-

cially pronounced at maximum levels of performance.

Research on age differences in information processing

constraints suggests that constructs such as processing

speed, working memory capacity, and the ability to

inhibit irrelevant information may capture important

dimensions of mechanic decline.

However, the notion of decrementsin the fluid me-

chanics needs to be qualified by two statements. First,

the average level of functioning reached by current

aging cohorts is not fixed. Rather, cognitive training

work suggests that higher levels are attainable by

adults of all ages including the very old. Second, stan-

dardfluid ability measures generally show a substantial

amountof overlap between young and old adults.

In contrast to the mechanics, the knowledge-satu-

rated pragmatics of cognition are often associated with

maintenance and growth.In the psychometric domain,

crystallized intellectual abilities such as verbal knowl-

edge increase or remain stable up to age 60 and be-

yond. Work informed by the study of expertise has

accumulated new evidence in favor of a life-span con-

ception of intelligence that captures the potential for
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stability and growth associated with the acquisition

and refinement of domain-specific knowledge and

skills. For example, when combined with facilitating

environmental and person-related conditions, growing

old can be associated with higher levels of self- and

wisdom-related performance. Finally, the combined
application of expertise and information-processing

approaches has helped to clarify how the adverse ef-

fects of cognitive decline in the mechanics can be com-

pensated through specialized bodies of knowledge.

(See also: AGE AND THE CONTENT OF INTELLIGENCE

TESTS.)
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AGNOSIA Imagine waking up one morning and

hearing familiar people talking but being unable to un-

derstand a word that is said, or seeing an object but

having no idea whatit is until it is placed in your hand

and you immediately recognize it as your hairbrush.

The term agnosia is defined as the inability to recognize

sensory stimuli despite intact sensation (Kolb & Whis-

haw, 1985). A patient may demonstrate intact percep-

tion by accurately copying very detailed drawings, yet

have no idea of what he or she has drawn. Another

patient may orient to sound and know when people

are talking, but his or her native tongue now sounds

like a foreign language. With few exceptions, an ag-

nosia represents the loss of an ability to recognize

stimuli, rather than a developmental disorder. The def-

inition of agnosia is not controversial; however, the

mechanisms, types, and subdivisions within the agno-

sias are.

Any review of the literature on agnosia is plagued

by confusion generated by differing definitions of

terms and disagreement regarding when an ability is

“intact.” Overlap between the classical neurologic dis-

orders also adds to the confusion. If an inability to

nameis an aphasia and an inability to recognize is an
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agnosia, is a better term for the inability to name and

recognize a visually presented object optic aphasia or
visual object agnosia? Most descriptionsin this article will
include alternate definitions and terms that may have

been popular or suggested historically.

Determining whether someone can see, hear, or
feel may seem simple, but deficits following brain in-
jury are rarely all-or-nothing events. Sight, hearing,
and touch may bepartially or mostly preserved and
yet not quite normal. A patient will be diagnosed with
agnosia, not just a perceptualdeficit, if other patients
with a similar degree of impairmentin perception are
still able to recognize the samestimuli. Patients with

these disorders rarely present themselves complaining

of an agnosia, but will instead say that they “cannot

hear right” or complain that thereis something wrong

with their eyes and that they need new glasses.

Mesulam (1985) provides a systematic description

for diagnosing agnosia. Although specifically writing

about visual agnosia, his points are equally valid for

other types of agnosia. First, since language should be

unimpaired in agnosia, a patient should be able to de-

scribe attributes of the object. Mesulam (1985) notes

that “fine disturbances in perception may not be de-

tectable” but may contribute to problems with rec-

ognizing an object. Although patients may behave as

if they perceive the object, all brain areas normally

involved in perception may not have access to that

information (i.e., there may be a “disconnection” be-

tween importantbrain areas). Patients whoare able to

demonstrate intact perception must then be unable to

recognize what they are perceiving. This must be sep-

arated from a disorder in naming. Patients who do not

recognize something cannot be expected to nameit

accurately or describe how it is used, while patients

with a primary naming disorder nevertheless will be

able to tell you what an object is used for or otherwise

demonstrate recognition. Typically, patients with nam-

ing disorders will tell you that they know whatitis

but cannot nameit, while agnosic patients will be mys-

tified as to what they are seeing or touching (depend-

ing on the type of agnosia) and will say they do not

know whatthe object is. Patients with naming disor-

ders usually are not helped by additional verbal de-

scriptions of the object, while agnosics may have no

difficulty naming an object from its verbal description.

Mesulam (1985) describes the difference between an-

omias and agnosias as one of naming versus knowing.

Agnosics do not know what an object is; anomics

know but cannot namethe object.

Agnosiasare relatively rare disorders. In somecases,
such as prosopagnosia(the isolated inability to recog-
nize faces), the discovery of even onecasejustifies in-
depth exploration of the patient’s abilities and publi-
cation of the findings. The simplest way to study the
agnosias is to separate the agnosias by the sense or area

of perception that is disrupted. This article will there-
fore explore visual, auditory, and somatosensory ag-
nosias.

VISUAL AGNOSIAS

Visual agnosias are probably the most well studied,

the first described, and the most easily recognizable of

the agnosias. Munk,in the late 1800s, wrote of dogs

that had no difficulty walking and avoiding obstacles

but failed to react to things that had previously fright-

ened or attracted them; this suggested that the dogs

were able to sense objects but not recognize them

(Bauer & Rubens, 1985). Although Kluver wasinitially

unsuccessfulin replicating this syndrome following oc-

cipital lobectomies in dogs, Kluver and Bucyin the

1930s were able to induce a similar syndromein rhe-

sus monkeys with bilateral temporal lobectomies

(Kertesz, 1987). These monkeysplaced virtually all ob-

jects in their mouths, including live snakes, which

monkeys with intact recognition find extremely fright-

ening.

Farah (1990) notes that this literature can be ex-

tremely confusing, presents examples of case studies

in which the same patient is described by different

authors as an example of mutually exclusive types of

visual agnosia, and reviews some recent arguments that

visual agnosia is not just rare but may notexist. Visual

agnosias have been divided into two types since 1889,

when Lissauer proposed a two-stage theory of recog-

nition andclassified agnosias as either apperceptive or

associative; most researchers agree that this is a useful

distinction (Bauer & Rubens, 1985).

Someresearchers, such as Humphreys and Riddoch

(1987), however, contend that this may be too ele-

mentarya classification system. Both apperceptive and

associative agnosics have unimpaired elementary vision

with intact acuity, brightness discrimination, and color
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vision; but apperceptive agnosics,in addition to having

impaired visual recognition, are unable to copy or

identify even simple shapes.

Farah (1990) defines

four types of apperceptive agnosia on the basis of be-

Apperceptive Agnosias.

havior and lesion location. These are apperceptive ag-

nosia in the most narrow sense, dorsal simultagnosia,

ventral simultagnosia, and perceptual categorization

deficits. Individuals who have apperceptive agnosia,

narrowlydefined,typically behave as if they were blind

despite grossly normal visual fields, have roughly nor-

mal acuity, and are able to identify colors. They may

maintain fixation and accurately determine which

stimulus is closer than another(i.e., have intact depth

perception), and yet be unable to copy, match, or

recognize visual stimuli. Patients have some difficulty

recognizing real objects, but much moredifficulty rec-

ognizing line drawings and photographs.Identification

of real objects seems to rely on the patient accurately

guessing what an object is from cues based on color,

texture, and size. Patients with apperceptive agnosia

mayspontaneouslystart tracing the outlines of stimuli

and seem to benefit from this strategy in their ability

to recognize simple geometric figures and written

words. Others have been described whocanidentify a

shape if it is drawn before them, apparently utilizing

the cues from the movement, but are unable to iden-

tify the same figure if it is presented later. The neu-

ropathology associated with this disorder is usually

diffuse but typically involves the occipital lobe and sur-

rounding areas. It has been demonstrated in patients

following carbon monoxide poisoning, mercury poi-

soning, and head injury (Farah, 1990).

Simultagnosia was originally used to describe

patients who seemed able to recognize individual

elements of what they saw but were unable to

incorporate them into a meaningful whole (Farah,

1990). Rizzo and Hurtig (1987) describe patients as

“looking but not seeing,” who complained of station-

ary objects that would disappear and of intermittent

visual perception of their environment. Farah (1990)

separates dorsal from ventral simultagnosia.

Patients with dorsal simultagnosia may correctly

guess whatthey are seeing from extrapolating from the

portion that they accurately perceive or may only be

able to see one item in a scene with manydetails. One

patient, to whom I showed a drawing of a typewriter,

appeared to see only one of the typewriter keys, which

he thought resembled an olive. Initially guessing that

the drawing was a martini, he quickly recanted, “Oh,

but you wouldn’t show methat.” Other patients are

described as spending many minutes examining draw-

ings of various scenes, identifying each object individ-

ually without seeing the relations among the objects,

or losing the perception of one object as they focus on

another. These patients have extreme difficulty with

reading or counting objects, having lost the ability to

monitor what they have already read or counted. The

size of the stimulus does not appear to be important,

as Farah (1990) cites examples of patients unable to

identify two small objects located very close to each

other but able to read words regardless of the size of

the printing. This suggests that the disorder relates to

limitations in the patients’ ability to attend to objects

rather than just limitations in the size of the visual

field. Patients with dorsal simultagnosia,like patients

with narrowly defined apperceptive agnosia, tend to

have bilateral, posterior lesions sparing the striate.

Somecases of focal parieto-occipital lesions also have

been shown to meetcriteria for these disorders (Farah,

1990).
Ventral simultagnosia patients are similar to pa-

tients with dorsal simultagnosia in that they also

recognize individual objects but do poorly when pre-

sented with multiple objects or more complex pic-

tures, have difhculty with reading, and are not

influenced by object size (i.e., they can see single ob-

jects regardless of size but cannot identify two small

objects next to each other). Farah (1990) distinguishes

between these two groups on the basis of the fact that

ventral simultagnosia patients can see multiple objects

even if they cannot recognize them. Individuals with

ventral simultagnosia do not appear to be blind and

can maneuver around objects in space and manipulate

objects, guided by their vision. They have been re-

ferred to as “letter-by-letter” readers since they can

read, albeit slowly, a letter at a time, and are able to

count dots scattered across a page.

Patients with perceptual categorization deficit may

not haveclinically apparent problems, but the deficit

can be diagnosed through experimental tasks. The

hallmark of this disorder is an inability to recognize

three-dimensional objects if the perspective is shifted.

This inability was initially demonstrated in patients
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with right-hemisphere lesions who could not match

photographs of faces shot from different angles; later

studies demonstrated that such patients were also un-

able to identify objects photographed from unusual

perspectives (e.g., a ladder shot from below after hav-

ing been laid onits side). Lesions in the right posterior

inferior parietal lobe appear to bethecritical ones for

this disorder (Farah, 1990).

Associative Agnosias. Associative agnosia pa-

tients differ from those with apperceptive agnosia in

their ability to produce complicated copies of drawings

of high enough quality that others can clearly recog-

nize the representation. Patients remain incapable of

recognizing objects, however, either through naming

them or through pantomimingtheir use. Apperception

(perceptual analysis) is intact in these patients, as

judged by their ability to identify the outlines of single

items in overlapping line drawings, but they remain

incapable of identifying the items (McCarthy &

_ Warrington, 1986). These patients may describe indi-

vidual features of a visually presented object and even

recognize it as the same object when it is later pre-

sented from a different view, suggesting a stable visual

representation of the object (Humphreys & Riddoch,

1987). They will quickly name and properly use these

objects, once allowed to explore the object by touch,

which argues against a primary language or naming

problem or problem with knowing the use of objects.

Little agreement is evident regarding the lesion site

associated with this disorder. Farah (1990) notes that

the majority of cases described havebilateral occipito-

temporal damage, although various other authors have

suggested that diffuse, nondiffuse, unilateral right, uni-

lateral left, or bilateral lesions are necessary for this

disorder. She attributes these discrepancies to different

perceptual impairments, with different neuropatholog-

ical lesions, all causing this same behavioral picture.

‘+ Farah (1990) classifies prosopagnosia, the inability

to recognize faces, as a type ofassociative agnosia. The

inability to recognize faces extends to both people

whom the patient knew or recognized before the in-

jury (e.g., family members, friends, and well-known

celebrities) and people whom the patient meets after

the injury. An extremely rare disorder, it is both dev-

astating and fascinating. Patients identify a photograph

as a face, describe the face and facial features (e.g., size

of the nose or shape of the eyes), accurately say

whethertheface is male or female, and may even iden-

tify facial expression and match the face with others

showing similar expressions. L. F., described by Bauer

(1982, 1984), once excused himself when he bumped

into a full-length mirror, not recognizing the reflection

as his own. The tragedy ofthis disorder was described

by this same patient, a young manafter he sustained

his head injury in a motorcycle accident. He related

that he was unable to make new friends, since people

found it disconcerting and perhaps unbelievable that

he appeared not to know them until they spoke, de-

spite his clearly intact ability to see them. If he met a

womanat a bar and she changed seats or put on a

jacket over her clothes, he would be unable to identify

her. To compensate, he, like manyothers described in

this literature, attempted to use such cues as eye-

glasses, hair color, or particular mannerismsto identify

people. This strategy has limited utility, however,

if everyone with bushy eyebrows is identified as

Groucho Marx or if anyone with blue eyes seems to

be one’s blue-eyed mother.

The deficits associated with this disorder may not

be limited to faces. Some patients are unable to dis-

tinguish between species of animals, and at least one

farmer complained that he was no longer able to dis-

tinguish among his cows (Farah, 1990). Although ini-

tially it appeared that a bilateral lesion was necessary

to develop prosopagnosia, Benton (1990) reviewed the

literature and concluded that a right-hemisphere le-

sion can be sufficient to induce prosopagnosia, with a

right inferior temporal lesion necessary but not suff-

cient to induce this disorder.

The inability to name only objects that are visually

presented is called optic aphasia or visual object ag-

nosia. The distinctiveness of this disorder also is con-

troversial; some argue that it is a form of associative

agnosia, and othersinsist that it is a naming disorder

and not a true agnosia. Whatis distinct about this

disorder is that patients can gesture and nonverbally

indicate that they recognize an object but are unable

to produce the nameof the object, which may suggest

a naming disorder, however, they are able to produce

the correct name when provided with a definition or

allowed to touch the object. Since some patients are

able to name or describe the object after it is moved

or rotated, this has also been labeled visual static ag-

nosia (Mesulam, 1985). Farah (1990) localizes the le-
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sion necessary for this disorder in the left posterior

region, primarily the occipital cortex and white mat-

ter, while Mesulam (1985) contends that bilateral le-

sions in the occipitotemporal visual areas have been

demonstrated most consistently in these patients.

Also called amnestic color blindness, color amnesia,

and amnesia for color names, color agnosia is the in-

ability to namecolors, point to colors that an examiner

names, or name the color of common objects (e.g.,

“Whatcoloris a fire truck?”) despite intact perception

of colors. Although someof these patients are able to

identify incorrectly colored drawings, others are not

(Lange, 1988). Mesulam (1985) disputes whether color

agnosia is the most appropriate label for this “color-

naming defect.” Patients with this disorder shouldstill

describe the perception of color and haveintact color

matching. Lesions necessary for this disorder are de-

scribed as mesial and in the left hemisphere between

the temporal and occipital lobes (Mesulam, 1985).

AUDITORY AGNOSIAS

Acoustic agnosia, or auditory sound agnosia, refers

to the inability to recognize sounds, despite intact

perception and production of language. Wernicke’s

aphasia, in which both the ability to understand and

the ability to produce language are impaired, is much

more common.Bothare believed to result from lesions

of the posterior portion of the superior temporal gy-

rus. Just as sounds can beeither verbal or nonverbal,

auditory agnosias can be specific to verbal or nonverbal

stimuli or affect both nonverbal and verbal recogni-

tion. Semantic associative agnosia, or nonverbal audi-

tory agnosia, is the inability to recognize nonverbal

sounds, such as sirens, ringing telephones, church

bells, or car engines. Although both verbal and non-

verbal auditory agnosia are associated with lesions to

the temporal area, nonverbal auditory agnosia is most

likely with right-hemisphere involvement (Mesulam,

1985). Not surprisingly, fewer patients are likely to

present with complaints of this type of agnosia, as they

may be unaware of their deficit, while most patients

would quickly notice their inability to recognize spo-

ken language.

Pure word deafness, auditory agnosia for speech, or

auditory verbal agnosia is a specific deficit in the rec-

ognition of spoken language. Patients with this disor-

der do not have a primary language disorder since they

are able to read, write, and speak normally. Lip reading

may help them understand spoken language, and they

may be able to recognize who is speaking even when

they are unable to understand whatis being said. They

may complain that what they hear is not clear or that

it sounds like a foreign language. This syndrome has

been hypothesized to result from the bilateral discon-

nection of Wernicke’s area from auditory sensory in-

put. Anatomically, most such patients have been found

to have bilateral lesions of the anterior part of the

superior temporal gyri. Some sparing, usually left

sided, of Heschl’s gyrus is most common (Bauer &

Ruben, 1985).

Distinguishing between cortical auditory disorders

and cortical deafness is extremely difficult, and some

researchers have argued that this distinction is artif-

cial. Both groups of patients are impaired in the rec-

ognition ofall sounds(i.e., both verbal and nonverbal).

Bauer and Rubens (1985) note that using the criteria

that cortically deaf patients feel that they are deaf and

behave as though they are deaf, while auditory agnos-

ics are certain that they are not deaf, has not been

particularly helpful. Patients with cortical deafness

have consistently been found to have bilateral lesions

of the auditory radiations or the primary auditory cor-

tex, while more variability in lesion site has been found

in auditory cortical disorder. Mesulam (1985) suggests

that bilateral brainstem or diencephalic lesions may be

responsible for cortical deafness, but notes that only a

few cases have been described in the literature and

more research is needed.

Assessment of one’s perception of music is not part

of the standard neurologic or neuropsychologic eval-

uation, but patients also have been described with

specific deficits in their ability to recognize specific

properties of music. Amusiais difficult to detect, since

few patients complain of a specific loss of musical abil-

ity, and even more difficult to quantify given the great

variability in musical abilities within the population

(Bauer & Ruben, 1985). The degree of musical skill

and training appears greatly to influence how musical

abilities are organized in the brain. People with greater

skill and training appear to utilize their dominant

hemisphere more, which would suggest that left-hemi-

sphere lesions would be morelikely to disrupt musical

abilities in these individuals. Left-hemisphere lesions
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are associated with receptive amusia and difficulties

with processing sequentially organized material, while

expressive amusia is more commonwithlesions ofthe

right hemisphere.

Patients with auditory affective agnosia are unim-

paired in their ability to comprehend the content of

speech, but are selectively impaired in their ability to

comprehend the affective tone of spoken language.

Heilman (1975) demonstrated that there are patients

whoare able to understand the content of spoken lan-

guage but show impairmentin the ability to recognize

affect or the emotion conveyed by the nonverbal qual-

ities of spoken language. He suggests that right tem-

poroparietal lesions are responsible for this disorder,

but Bauer and Rubens (1985) contend that additional

research is needed before this disorder can beclassified

with confidence as true agnosia.

SOMATOSENSORY AGNOSIAS

Asterognosia,tactile agnosia, or tactile asymbolia is

the inability to identify objects by touch, despite intact

tactile sensation. First described by Wernicke in 1894,

its existence has been disputed but is currently ac-

cepted (Goldberg, 1990). While some ofthese patients

are unable to identify form and texture, others may

retain the ability to distinguish between hard andsoft;

distinguish amongcold, warm,and hot; and even iden-

tify an object as round and yet be unable to verbally

or nonverbally indicate recognition of the object

(Lange, 1988). Bauer and Ruben (1985) argue that this

lesion is localized in the complex functional systemin

the middle third of the postcentral gyrus(the area gov-

erning the hand) andits cortical and subcortical con-

nections.

Anosognosia is a disorder in the perception of the

individual’s own body and includes such things as ne-

glect, denial ofillness, phantom limb, and the inability

to distinguish between one’s own body and the body

of the examiner. The parietal lobes—particularly the

back of the right parietal area—seem to be implicated

in these difficulties (Newcomb & Ratcliff, 1989). Pa-

tients with neglect typically do not attend to stimuli

on the left side. These patients may neglect only tac-

tile, visual, or auditory stimuli, or they may neglect

any combination of senses. In some cases, the neg-

lect is grossly apparent, with the patient consistently

bumping into tables and doorways on the neglected

side. In other cases, the neglect is so subtle and mild

that it is detected only whenthe patient is confronted

with simultaneousbilateral stimulation andfails to no-
tice (“neglects”) the left-sided stimulation. Patients
with anosognosia maytell you that they could move a
paralyzed left limb if they wanted to or maydeny that

the affected limb is part of their body.

NewcombandRatcliff (1989) divide autotopagno-
sia (disorders of personal orientation) into three types:
disorders of body part identification, finger agnosia,
and deficits in right-left orientation. Disorders of body
part identification, demonstrated by patients’ inability
to locate such things as the right eye or left ear, are

associated with left anterior andleft parieto-occipital

lesions and are frequently associated with aphasia. Fin-

ger agnosia is the inability to use a finger indepen-

dently or identify each finger separately, although the

patientis able to use his or her fingers in such complex

tasks as threading a needle. In Gerstmann’s syndrome,

patients show deficits in right-left orientation, writing,

and calculations as well as finger agnosia, but there is

considerable controversy regarding the “purity” of this

syndrome and regarding whether other cognitive def-

icits may partially account for such a patient’s diffi-

culties. Patients with Gerstmann’s syndrome may have

lesions in either the left or the right hemisphere, but

more regularly this disorder is associated with lan-

guage comprehension problems. Deficits in right-left

orientation, in addition to being found in Gerstmann’s

syndrome, have been described as a developmentaldis-

order and an unusual symptom ofparietal lobe dys-

function.

Sometimes included among the somatosensory ag-

nosiasare visual spatial agnosia, visual spatial dysgno-

sia, disorders of space perception, and unilateral spatial

agnosia. Bauer and Rubens (1985), however, have ar-

gued that these conditions might be more appropri-

ately classified as visuospatial disorders and hemispatial

neglect.

CONCLUSION

Analysis of the ways cognitive abilities can be dis-

rupted is invaluable in understanding not just brain

dysfunction but also the mechanisms for normal per-

ception. The study of the agnosias has been particu-
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larly valuable in increasing our understandingof vision,

hearing, and tactile sensations. The complexity of nor-

mal brain functioningis demonstrated by the fact that

one single lesion or brain area is not implicated in all

the agnosias and the finding that the same behavioral

disturbances can be found after very different brain

lesions. The literature on the agnosias can be confusing

and at times contradictory; this highlights the need for

additional study to resolve these disputes and make

sense of these apparent contradictions. Additional re-

search mayassist in determining whatabilities are nec-

essary to perceive and recognize information in our

environment and how perception can be disruptedaf-

ter brain injury. As with other areas of neuropsychol-

ogy, research so far in the agnosias raises as many

questions about how the brain works as it answers.

(See also: PERCEPTION.)
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CAROL J. SCHRAMKE

ALCOHOL AND ALCOHOL ABUSE_Al-

cohol consumption is widespread as a part of many

religious, social, and recreational activities. It is esti-
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mated that approximately 67 percent of the ULS.adult

population drink alcoholic beverages. Fifty percent of

the alcoholic beverages drunkare estimated to be con-

sumed by only 10 percent of the population, however

(U.S. Department of Health and Human Services,

1983). Thus, there appear to be two distinct groups of

alcohol users: the majority of drinkers who use alcohol

occasionally or infrequently, whom we might call so-

cial drinkers, and the minority of users, for whom al-

cohol use is a regular, frequent activity, often with

significant negative consequences.

Clinically, the distinction between these two groups

is made primarily on the basis of the physiological,

psychological, and social consequences of alcohol use

rather than on the quantity of alcohol consumed

(American Psychiatric Association, 1987). Specifically,

these consequences include legal problems, problems

in the workplace, marital or relationship problems,

and physical and mental health problems.

The term alcoholic may refer to an individual whois

either a chronic abuser or physiologically/psychologi-

cally dependent on alcohol. National prevalence esti-

mates obtained from Epidemiological Catchment Area

data indicate that 10 to 15 percent of the adult pop-

ulation of the United States meet or have met the

American Psychiatric Association standard diagnostic

criterion for alcohol abuse or dependence (Regier et

al., 1990).

This article will examine the acute and chronic ef-

fects of alcohol use on intelligence. Intelligent behavior

is here defined as involving a variety of cognitive func-

tions that may be independently affected by a variety

of factors, including alcohol. When specific numbers

of drinks are mentioned, a mixed drink is assumed to

contain 1.5 ounces of 80-proof (40%) alcohol, and a

12-ounce beeris assumed to contain 4 percent alcohol;

estimates regarding numbersof drinks assume a 150-

poundperson.

ACUTE EFFECTS OF ALCOHOL ON

COGNITIVE FUNCTION

Ingestion of alcohol has been shownto affect im-

mediately subsequent performance on various types of

cognitive tasks differentially, depending on the specific

task, the modality, and the timing and doseofthe al-

cohol administration (Birnbaum etal., 1978; Goodwin

et al., 1969; Jones, 1973; Parker et al., 1980). In gen-

eral, however, the acute effects of alcohol in moderate

doses (e.g., 2.5 mixed drinks or 3 beers) to high doses

(e.g., 5 mixed drinks or 6 beers) (Lister et al., 1991;

Peterson et al., 1990) are reduction of response accu-

racy (Rundell & Williams, 1979), an adverse effect on

decisionmaking (Mongrainet al., 1989; Petersonetal.,

1990), impairment of abstracting performance (Lyvers

& Maltzman, 1991), lengthening of reaction time

(Huntly, 1973), and reduction of verbal fluency (Pe-

terson et al., 1990). Some measuresof cognitive func-

tion appear to be relatively immune to the acute

effects of moderate doses of alcohol, including overall

measures of the intelligence quotient (Petersonetal.,

1990). In sum,it is clear that ingestion of aslittle as

two beers can adversely affect many cognitive func-

tions.

COGNITIVE PERFORMANCEIN SOBER

SOCIAL DRINKERS

Does alcoholintake at the social-drinking level have

residual effects in sober individuals? The research to

date has been inconclusive. In several studies, moder-

ate social drinkers (about eighteen beers or mixed

drinks per month) have been shown to obtain lower

scores than those of light drinkers (about three beers

or mixed drinks per month) on somecognitive tests,

but other researchers have not found these effects

(Parsons, 1986a). Some investigations have also re-

vealed neuroanatomical changes—specifically, some

moderate social drinkers have shown brain shrinkage

and perhapsdifferential retraction of dendrites (nerve

endings) in certain areas of the brain (Harper & Kril,

1990). Since these data are highly variable and require

replication, any conclusions must be considered ten-

tative.

Onereason for the discrepancies between studiesis

that different criteria are used to define “social” drink-

ers. Some studies have classified individuals as social

drinkers if daily consumption levels fell below 80

grams of absolute alcohol (ethanol) per day (approxi-

mately four to five mixed drinks) (see Harper and Kril

for examples). Others have used more conservative

criteria, classifying individuals as social drinkers onlyif

drinking levels fell between approximately 16 and 67

grams of ethanol per drinking day (one to three mixed
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drinks) (Schaeffer & Parsons, 1986). Other reasons for

the inconsistencies include potentially invalid reports

of drinking levels and the differential effects of genetic

and/or sex differences in responsivity to alcohol.

Unfortunately, these inconsistencies in methodology

make it difficult to predict the amount of regularal-

_ cohol consumption that will produce cognitive deficits

in sober social drinkers.

COGNITIVE DEFICITS ASSOCIATED

WITH THE CHRONIC ABUSE

OF ALCOHOL

Organic Mental Syndromes. In its most se-

vere form,alcoholism can result in organic mental syn-

dromes: the Wernicke-Korsakoff Syndrome (WKS)

and alcoholic dementia. Fortunately, these syndromes

are relatively rare. It is estimated that only 10 percent

of treated alcoholics meet the diagnostic criteria for

either of these organic mental syndromes (Horvath,

1975). Although these syndromes constitute different

nosological categories (diseaseclassifications), they are

similar in their symptomatology and are often difficult

for the clinician to differentiate. In fact, a review of

autopsy cases indicates that a high percentage of pa-

tients with alcoholic dementia also have diencephalic

(midbrain) lesions, characteristic of WKS (Adams &

Victor, 1989). WKSis produced by a thiamine def-

ciency accompanying chronic alcohol abuse in mal-

nourished individuals (Victor, Adams, & Collins,

1971). Although a rather large percentage of alcoholics

are malnourished, few alcoholics develop the disorder.

This fact has led some researchers to propose a herit-

able susceptibility to thiamine deficiency, which may

influence the progression and severity of the disorder

(Martin, McCool, & Singleton, 1993).

WKSis defined by gross anterograde and retro-

grade memoryloss. Patients with WKS also manifest

minor perceptual impairment, deficits in problem solv-

ing and abstraction, and a loss of spontaneity andini-

tiative (Victor, Adams, & Collins, 1971). They may be

more impaired on measures of memoryrelated to con-

text-specific information (“episodic” memory) than on

measures related to more general information (“se-

mantic” memory), although both types of processes

appear to be deficient (Butters & Cermack, 1980; But-

ters, Granholm, & Salmon, 1987).

Interestingly, these patients often have normal IQ

levels (Talland, 1965). It has been hypothesized that

the normal IQ levels are due to the relatively intact

semantic memory function. WKSpatients also exhibit

relatively intact abilities to acquire procedural skills

(e.g., learning motor tasks), although they are unable

to recall having acquired the skill (Squire, 1987).

Intermediate-Stage Alcoholics. As noted, ap-

proximately 90 percent of sober alcoholics do not

demonstrate the organic mental syndromes. These al-

coholics have been referred to as intermediate-stage

alcoholics. They frequently demonstrate significantal-

cohol-related cognitive deficits for some months and,

in some cases, several years when compared to peer

controls. Male and female alcoholics demonstrate sim-

ilar patterns of cognitive deficits (Parsons, 1987a). This

finding is particularly important given the shorter

drinking histories reported by the majority of female

alcoholics. These results, and others indicating earlier

physiological dysfunction in female alcoholics, suggest

that females may be moresensitive to the toxic effects

of chronic alcohol abuse than males (Roman, 1988;

Ross, 1989). Studies comparing IQ levels of chronic

alcoholics with those of peer controls have indicated

considerable variation. A review of the data, however,

suggests a relatively consistent pattern—onethat in-

dicates that alcoholics’ overall Wechsler Adult Intelli-

gence Scale (WAIS) IQ levels are typically within

normal range and may be only slightly lower than

those of community controls. Considering the Verbal

Scale and Performance Scale separately, however, sug-

gests that although the Verbal IQ is relatively intact,

the Performance IQ is frequently significantly lower

(Parsons & Farr, 1981).

Further to discriminate the processes that are dis-

rupted by chronic alcohol use, many studies have uti-

lized tests that focus on specific cognitive functions.

These studies have revealed alcohol-related cognitive

deficits in a wide range of areas. Visual-spatial pro-

cessing deficits have been obtained on tests such as

the Block Design, Object Assembly, and the Picture

Arrangement subtests of the Performance Scale of the

Wechsler Adult Intelligence Scale-Revised (WAIS-R).

These tasks require individuals physically to arrange

objects to match the model, put together a jigsawlike

puzzle, or place a series of pictures in logical order.

Tests of perceptual-motorskills have also revealed
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poorer performanceby alcoholics than by nonalcohol-

ics. Tasks utilized in empirical studies have included

the grooved pegboard, the Trail-Making task and Tac-

tual Performance Test (TPT) from the Halstead-Reitan

Battery (HRB), and the Digit Symbol (D-S) from the

WAIS-R. The grooved pegboard requires subjects to

insert grooved pegs in a board in a specific order. To

complete the Trail-Making task, subjects trace a line

through a series of alternating letters and numbers.

The TPT requires subjects to complete a puzzle of

blocks by feel. In completing the D-S, subjects draw

in the symbol that has been assigned to each number

as rapidly as possible.

Abstraction/problem-solving processes are fre-

quently impaired in samples of detoxified alcoholics.

Some of the standard tasks used to examine these pro-

cesses include the Shipley Abstracting Subscale, the

Wisconsin Card Sorting Test (WCST), and the cate-

gory test from the HRB. These abstraction tasks re-

quire that subjects correctly identify the underlying

“rule” or “concept” to complete the verbal items cor-

rectly (Shipley), correctly sort the cards (WCST), or

correctly identify one of a series of four visuospatial

figures according to someprinciple (Categorytest).

Although less consistently observed than deficits in

the above area, alcohol-related deficits have also been

observed on measures of learning and memory. A va-

riety of tests have been used. Two of the more fre-

quently used tests include the Wechsler Logical and

Figural Memoryscales. The Logical Memory Scale is a

set of short paragraphs that subjects hear and imme-

diately repeat verbatim, followed by a second delayed

recall. The Figural MemoryScale is a set of line draw-

ings that subjects draw immediately after viewing and

then again at a delayedinterval.

The tests listed above are only examples of the

many tests administered within each of the functional

areas. In general, it has been found that alcoholics

manifest greater deficits on more difficult tasks for

which performance is not dependent on highly over-

learned information or processes. In Cattell’s terms,

alcoholics are morelikely to exhibit deficits in fluid as

opposed to crystalized intelligence (Cattell, 1963). A

good review of tasks and functions is provided in Par-

sons (1987a).

Although the cognitive impairment exhibited by

alcoholics relative to peer controls is usually statisti-

cally significant, these intermediate-stage alcoholics are

rarely clinically impaired. More typically, the deficits

are classified as mild to moderate in severity. Further-

more, 15 to 50 percent of these alcoholics fail to show

significant cognitive deficits relative to the perfor-

mance of age- and education-matched community

controls (Parsons, 1986b).

Several neuropsychological hypotheses have been

proposed to account for alcohol-related cognitive def-

icits. The right hemisphere hypothesis postulates that

cognitive functions governed by the right hemisphere

of the brain are impaired by alcohol use becausethis

hemisphere is more sensitive to the toxic effects of

alcohol than the left hemisphere. The frontal lobe-

limbic system hypothesis postulates that the impaired

cognitive functions are governed by the frontal lobe

and limbic system andthat this system is moresensi-

tive to the toxic effects of alcohol than other regions

of the brain. As of 1993, the mild generalized brain

dysfunction hypothesis (Oscar-Berman, 1987) best ac-

counted for the data. This hypothesis states that

chronic alcohol abuse produces a mild to moderate

global impairment, observed as a highly variable, non-

specific pattern of cognitive dysfunction. Althoughthis

hypothesis can accountfor the data, like the other hy-

potheses, it lacks the specificity necessary to explana-

tory power and methodological rigor. As of 1993,

models derived from work in cognitive science were

beginning to be used (Glenn & Parsons, 1991; Nixon

& Parsons, 1991). These models focus on underlying

processes in addition to final performance.

Brain Changes in Alcoholics. A number of

abnormalities in brain structure and function have

been noted in chronic alcoholics. These abnormalities

included brain shrinkage, a reduction in white matter,

decreased cerebral blood flow, and changes in brain

electrophysiology (Harper & Kril, 1990; Porjesz &

Begleiter, 1987; Risberg & Berglund, 1987).

To some extent, these abnormalities appear to be

reversible with continued abstinence. Age and gender

may interact with this process, however: Youngeral-

coholics, female alcoholics, and alcoholics with shorter

drinking histories exhibit signs of recovery from brain

changes earlier than do other groups (Harper & Kril,

1990).
The correlation between neuropsychological and

many of these neuroanatomical/neurophysiological
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measures is quite modest. Perhaps as more sophisti-

cated techniques become available, the nature of the

relation between brain and cognitive function will be

more clearly understood.

There

is considerable recovery of function in chronic alco-

Recoverability of Cognitive Function.

holics with continued abstinence. The first cognitive

skills recovered are those associated with verbal learn-

ing and memory, whichare often recoveredin the first

month of abstinence. Research has suggested that

other processes, such as those utilized in abstraction

and problem solving, may remain inferior for as long

as four years into sobriety (Parsons, 1987b). The most

critical variable affecting recovery appears to be con-

tinued abstinence. Alcoholics who resume drinking,

even if at levels lower than their pretreatmentlevels,

exhibit less cognitive and neuroanatomical recovery

(Parsons & Nixon, 1993).

CONCLUSION

Acute doses of alcohol have significant effects

on cognitive processes—including perceptual-motor

skills, visual-spatial processing, learning, memory, and

problem solving and abstraction. The specific effects

are contingent on the dose, the time of the adminis-

tration relative to the learning and/orretrieval, and the

type of cognitive process involved. There is no consis-

tent research indicating cognitive deficits in sober so-

cial drinkers. Chronic use of alcohol in excessive

amounts is related to long-lasting deficits in a wide

variety of cognitive processes. WKSis evidenced in a

small percentage of alcoholics who are susceptible to

thiamine deficiency. It is marked by gross memory def-

icits, reduced spontaneity, and lack ofinitiative. Those

alcoholics who do not meet criteria for WKSor other

clinically diagnosable organic functional states often

demonstrate significant deficits over the range of cog-

nitive functions that are also impaired by acute doses

of alcohol. There do not appear to be significant sex

differences in the nature of these deficits, although

some data suggest that females may be more suscep-

tible to the negative effects of alcohol. A variety of

brain changes accompany chronic alcoholism, but the

correlations of these changes with cognitive deficits are

lowand variable. Some data suggest that recovery of

function is largely determined by continued absti-

nence: Alcoholics who resume drinking, even at re-

duced levels, do not demonstrate the same degree of

cognitive recovery as do those who remain abstinent.

(See also: FETAL ALCOHOL SYNDROME.)
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AMERICAN ASSOCIATION ON MENTAL

RETARDATION The American Association on

Mental Retardation (AAMR)is the oldest and largest

professional organization devoted exclusively to issues

related to mental retardation. The 9,000-plus mem-

bers of this interdisciplinary association represent the

United States and fifty-five other countries, they in-

clude professionals, as well as parents and consumers,

whose common concern is the care, treatment, and

education of persons with mental retardation.

Since its founding in 1876, the association’s inter-

ests have included (1) institutionalization; (2) measures

of intelligence and adaptation; (3) methods oftraining,

educating, and caring for persons with mental retar-

dation; (4) basic and applied research; (5) definitions,

classification systems, and terminology; (6) informing

and educating the public; and (7) advocating public

policies on matters pertaining to mental retardation.

The AAMR holds annual national conferences and

publishes a monographseries and twoscientific jour-

nals, Mental Retardation and the American Journal on Men-

tal Retardation (AJMR).

The organization was founded on June 6, 1876,

in Media, Pennsylvania, by six physicians who repre-

sented institutions devoted to the care and education

of “idiotic and feebleminded children.” A constitution

was adopted naming the organization “The Association

of Medical Officers of American Institutions for Idiotic

and Feebleminded Persons.” Edouard Seguin, a prom-

inent early leader in the field of mental retardation,

waselected first president of the association. The name

of the association was changed in 1906 to the “Amer-

ican Association for the Study of the Feebleminded,”

in 1934 to the “American Association on Mental De-

and in 1987 to the “American Association

on Mental Retardation.”

The relationship between the AAMRandthe field

of mental retardation has always been reciprocal. Both

)ficiency,’

have been influenced by prevailing social, political, eco-

nomic, and cultural factors. Consequently, positions

of the AAMR have changedas the field has evolved.

Nowhere is this reflected more than in changes in

the descriptive terminology employed by the associa-

tion over its history. Early association members used

such terms as “idiot,” “moron,” “imbecile,” “feeble-

minded,” “mental deficient,” and “defective delin-

quent.” Today the association advocates terminology

that emphasizes the individual rather than the disabil-

ity; for example, “person with mental retardation” is

preferred over “mentally retarded person.”

Three areas that illustrate the interactive nature of

the AAMRandsociety are (1) the role of institutions

in the care and treatment of persons with mental re-

tardation; (2) the influence of intelligence theory and

testing on the field of mental retardation; and (3) the

development of terminologies, definitions, and classi-

fication systems.

HISTORICAL BACKGROUND

OF MAJOR ISSUES

The AAMRandInstitutionalization. The

primary interest of the association in its earliest years

was the development and organization ofinstitutions,

or experimental schools, for training and educating

“feebleminded”children, who might then be returned

to the community. Over time, members increasingly

supported an expanded role for institutions. By the

close of the nineteenth century, the overall consensus

was that institutions should serve custodial as well as

habilitative functions. A major purpose was to segre-

gate all persons with mental retardation from society.

Prominent members of the association during the

early 1900s included Henry Goddard, Walter Fernald,

Frederick Kuhlmann, Lewis Terman, and Edgar A.

Doll. Of these, perhaps none was more outspoken

than Goddard who, convinced of the heritability of

mental retardation along with concomitant devastat-

ing moral consequencesfor society, strongly advocated

permanent sequestration of all persons with mental

retardation, and compulsory sterilization of some, as

a means of preventing hereditary transmission. This

philosophy both influenced and reflected that of a so-

ciety then in the midst of a period of “eugenic alarm.”

Consequently, during the first three decades of the

twentieth century, new institutions were created and

existing ones were enlarged at a rapid pace.

The AAMRand the Measurement of Intel-

ligence. _Paralleling this era in the association’s

history was the development of standardized tests

to measureintelligence in school-aged children so that

those who had difficulty learning could be identified

early andreceive specialized instruction. The idea orig-

inated in France, and in 1905 the task of developing
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the measures fell to Alfred Binet, who invited his col-

league, Theophile Simon, to collaborate. An American

version of the “intelligence” test was developed by

Lewis Terman of Stanford University in 1916 and be-

came known as the Stanford-Binet Intelligence Test.

In this revision, Terman used the term intelligence

quotient (IQ) to represent the score achieved on the

test (mental age divided by chronological age).

As the practice of administering group intelligence

tests to schoolchildren and army recruits grew wide-

spread in the United States, it became apparent that

most individuals differed not in kind but in degree;that

is, with the exception of those whose retardation de-

rived from obvious organic pathology, there was not

so much a dichotomousdivision between retarded and

normal persons as there was a continuum ofintellec-

tual ability along which people differed in degree. In

fact, there was a large group of persons who were

neither “normal” nor mentally retarded, but “border-

line.” This discovery had a profoundeffect on the field

of mental retardation and on the direction taken by

the association.

First, it became apparentto the association that the

population of “mental defectives” in the United States

was far larger than previously believed. Efforts to se-

quester all in institutions would be futile. Thus, the

association took a much more active interest in al-

ternative placements and programs, including special

classrooms within the regular school system, small,

homelike halfway houses in the community, and parole

for persons who had already been committed to insti-

tutions.

Second, the association was forced to examine its

previousstand that being “mentally deficient” was syn-

onymous with being “morally deficient.” Before the

introduction of intelligence tests, many outspoken

members of the association had postulated a strong

relation between “feeblemindedness” and criminality,

alcoholism, pauperism, and prostitution. When broad-

scaled intelligence testing revealed large numbers of

persons with mild retardation who had theretofore

been unidentified, association members were struck by

the realization that, contrary to popular wisdom, the

majority of “mental defectives” lived within societal

standards of right and wrong.

Third, the adventofintelligence testing crystallized

the association’s need to produce a comprehensive def-

inition of mental retardation and to classify levels of

it. Previous definitions and classification systems had

been based either on physical indicators or on theabil-

ity of the individual to adjust to social, educational, or

other environmental demands. Now there was clearly

a need to include level of intelligence as a descriptor.

The AAMR and Diagnosis, Classification,

and Terminology. Almost from its inception, the

association was aware of the need for a universally ac-

cepted definition of mental retardation. The majordif-

ficulty in devising such a definition was, then as now,

due to the enormous heterogeneity among persons

with mental retardation with respect to types, degrees,

causes, and manifestations. The standardized intelli-

gence test offered a quantifiable measure that could

serve as a definitional underpinning. Despite the ex-

citement and flurry of activity that the development

of mental testing engendered, several prominent as-

sociation memberscautioned against exclusive reliance

on the intelligence factor in the diagnosis of mental

retardation.

In 1961, after decades of struggling with the prob-

lem of defining mental retardation, the association

published a Manual on Terminology and Classification in

Mental Retardation. The Manual contained the following

definition:

Mental retardation refers to subaverage general intellec-

tual functioning which originates in the developmental

period and is associated with impairmentin adaptive be-

havior.

Prior to the publication of the Manual, the associa-

tion had supported a three-part classification scheme
29 66of mental retardation using the labels “idiot,” “mo-

”ron,” and “imbecile” to describe, respectively, “low-
99 66grade,” “middle-grade,” and “high-grade”levels of re-

tardation. The new Manual replaced this scheme with

afive-part structure based on the following IQ ranges:

‘Borderline (IQ 83-67), Mild (IQ 66-50), Moderate

(IQ 49-33), Severe (IQ 32-16), and Profound (IQ <

16).
The addition of the “borderline” category aroused

controversy among those within and outside the as-

sociation. Opponents argued that if an individual’s

level of intellectual functioning was not clearly re-

tarded, a diagnosis of mental retardation would be

questionable. Proponents countered that the adaptive
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behavior criterion, an essential feature of the new def-

inition, would substantiate the “borderline” diagnosis.

The intent of the criterion was to emphasize that an

individual with low IQ was not to be judged mentally

retarded if no significant impairment in adaptive be-

havior was demonstrated. A major problem with the

criterion was the absence of valid measures.

Edgar A. Doll had, in 1953, developed and stan-

dardized the Vineland Social Maturity Scale, which

measured the developmental behavior of youngsters,

but no suchscale existed for older individuals. In 1969,

the association published the AAMD Adaptive Be-

havior Scale (ABS), an instrument normed on anin-

stitutionalized mentally retarded population. Because

the original ABS was not generalizable to noninstitu-

tionalized persons with mental retardation, a second

version of the scale—applicable to an educational

setting—was standardized on a sample of school-

children in grades second through sixth (or approxi-

mately 7-13 years old). The association published the

second version in 1975. These two scales, together

with the Vineland Social Maturity Scale, remain the

most widely used measures of adaptive behavior.

THE AAMR FROM THE 1970s

TO THE 1990s

The AAMRandDeinstitutionalization. The

social upheaval that characterized the United States in

the 1960s and 1970s directly influenced the modif-

cation of old positions and the assumption of new ones

espoused by the association. Litigation brought by var-

ious minority groups, including advocates for persons

with mental retardation, precipitated the new role of

social and political activist for the association, which

served as amicus curiae in several class action suits.

Two important legal actions in the early 1970s that

influenced the reversal of the association’s position on

institutionalization were the landmark federal court

case Wyatt v. Stickney, initiated in 1972, and the Edu-

cation for All Handicapped Children Act of 1975

(Public Law 94-142).

The major issue in the Wyatt case was whether in-

stitutionalized persons with mental retardation had a

constitutional “right to treatment.” The argument was

that civil commitment of persons with mental retar-

dation to institutions was equivalent to penal incarcer-

ation if habilitative treatment was not accomplished.

The complex litigation spanned a decade and produced

a numberof decisions regarding the rights of persons

with mental retardation, among them theright to re-

ceive appropriate treatment in the “least restrictive

setting.”

The Education for All Handicapped Children Act

invoked the principle of placement of handicapped

children in the “least restrictive educational setting.”
’“Least restrictive,” in both cases, referred to settings

that were mostlike those available for persons without

mental retardation if the most appropriate treatment

for the individual could be provided in sucha setting.

Neither Wyatt nor the passage of Public Law 94-

142 was instigated by the AAMR. However,the asso-

ciation quickly embraced the concept of “least restric-

tive environment” and, in one of the most salient

illustrations of a reversal in position based on the pre-

vailing social climate, became anactive advocate of the

shift from institutional to community programs for the

mentally retarded. The association has maintained an

interest in existing institutions and hasplayeda signif-

icant role in the development of standards for resi-

dential facilities. Nevertheless, one of the original

objectives of the association, “[to] lend its influence to

the establishment andfostering of institutions . .. ,” is

missing from more recent mission statements, which

include “promoting high quality services and supports

that enable full community inclusion [of persons with

mental retardation].”

The

1961 Manual on Terminology and Classification in Mental

Retardation was updated and revised in 1973, 1977,

1983, and 1992. The “borderline” classification was

dropped in the 1973 revision. The upper limit of in-

Definitions and Classification Systems.

tellectual functioning still considered to be within the

range of retardation was an IQ of about 70 as de-

termined from a standardized general intelligence

instrument. No substantial change was made in the

definition or classification scheme after 1973 until

the 1992 revision. Both the title of the 1992 version,

Mental Retardation: Definition, Classification, and Systems

of Supports, and the definition it contains reflect the

evolving philosophy of the association. The definition

states that
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Mental retardation refers to substantial limitations in

present functioning. It is characterized by significantly

subaverageintellectual functioning, existing concurrently

with related limitations in two or more of the following

applicable adaptive skill areas: communication,self-care,

homeliving, social skills, community use, self-direction,

health and safety, functional academics, leisure, and

work. Mental retardation manifests before age 18.

Although the initial diagnosis of mental retardation

still relies on measured intelligence, the previous sub-
9 66categories of “mild,” “moderate,” “severe,” and “pro-

found”levels of retardation are no longer used. The

1992 revision emphasizes instead interactions with

the environment in which individuals must function

as well as the support needs they might require for

improved functioning. Because the definition andclas-

sification system advanced by the AAMRhastradi-

tionally been the most widely employed in the United

States, the change in focus from level of disability to

supports, abilities, natural environments, and empow-

erments has broad implications for professionals in the

held as well as for consumers.

CONCLUSION

From an original membership of six physicians in-

terested in the care and treatment of persons with

mental retardation, the AAMRhadbythe early 1990s

evolved into an international organization of over

9,000 members from a wide variety of disciplines. Ac-

tive participation on the part of members has been

encouraged bythe creation of regional, state, and local

chapters.

Positions of the association have often been influ-

enced by prevailing social and cultural conditions.

Perhaps the most pessimistic era in the association’s

history was the period from 1900 to 1930, when

“mental deficiency” was thought to be strongly linked

to criminality and other social ills. During this time,

policies such as compulsorysterilization, sequestration,

and restriction of marriage were promoted to curtail

hereditary transmission of “feeblemindedness.” These

viewslingered until the post-World WarII period and

served to perpetuate negative stereotypes. Since that

time the AAMRhas worked to dispel the stereotypes

and to help create a supportive communal environ-

ment for persons with mental retardation.

Manyindividual membersofthe association have con-

tributed to an understanding of intelligence, though

the role of the association itself has been to use, rather

than produce, theory and knowledge pertaining to in-

tellectual functioning. The developmentof intelligence

tests, for example, provided the foundation for a uni-

versally accepted definition of mental retardation.

Though the association never formally challenged the

theoretical basis of “general” intelligence as reflected

in an IQ score, it did recognize the need to view men-

tal retardation in the context of adaptation. Thus, the

concept of adaptive behavior, included in the defini-

tion of mental retardation, requires that cultural rele-

vance and environmental factors be considered integral

elements of the diagnostic process along with intellec-

tual functioning.

The movement toward deinstitutionalization and

the right to treatment in the least restrictive setting

necessitated the developmentof alternative programs

and placements for persons with mental retardation.

This, in turn, required an assessmentof the interaction

between persons who have mental retardation and the

environmentin which they function. The 1992 AAMR

position reflected these changes by categorizing the

supports needed to facilitate the functioning of per-

sons with mental retardation rather than by categoriz-

ing the people themselves.

Research interests, as reflected in the journals of

the association, include interpretations of intelligence

test scores, the relation between learning and IQ,anal-

yses of behavior excesses, social factors, and early in-

tervention. Attention also has been paid to factors that

predispose mental retardation such as low birth weight

and toxin exposure.
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AMERICAN COLLEGE TEST (ACT) The

original ACT Assessment was first administered na-

tionallyin the fall of 1959. It was designed to measure

the broad academic skills developed through formal

secondary school coursework in English, mathematics,

social studies, and natural science. Scores were re-

ported on a scale of 1 to 36 for English usage, math-

ematics, social studies reading, and natural sciences

reading; a composite score, the arithmetic average of

the four scaled scores rounded to the nearest whole

number, wasalso reported.

By 1988, more than a million high school juniors

and seniors were being tested annually on five national

test dates. ACT scores were being used for admissions,

academic advising, career exploration, and course

placementin over 90 percent of U.S. colleges and uni-

versities.

In 1989, an enhanced edition of the ACT Assess-

ment was introduced, containing four curriculum-

based tests that measure academic achievement in the

areas of English, mathematics, reading, and science

reasoning. The tests are based on and oriented toward

the major areas of secondary and postsecondary in-

structional programs. Performance on these tests has

a direct and obvious relationship to a student’s aca-

demic development. Furthermore, the meaning of that

performance, or score, can be readily grasped and in-

terpreted by both instructional staff and students.

The fundamental idea underlying the development

and use of these four tests is that the best way to

measure a student’s preparedness to benefit from post-

secondary education is to measure as directly as pos-

sible the knowledge and skills students will need in

that setting. The specific knowledge andskills selected

for evaluation were determined through a detailed

analysis of three sources of information. First, the ob-

jectives for instruction for grades seven through twelve

were obtained for all states that had published such

objectives. Second, textbooks on state-approvedlists

for courses in grades seven through twelve were re-

viewed. Third, educators at the secondary and post-

secondary levels were consulted to determine which

knowledge andskills taught in grades seven through

twelve were required for successful performance in

postsecondary courses. These three sources of infor-

mation were analyzed to define a scope and sequence

for each of the areas measured by the ACT Assess-

ment.

The specifications for the ACT Assessmenttests

were developed from this achievement continuum

with the assistance of nationally recognized educa-

tional consultants. The goal was to select for assess-

ment knowledge and skills taught at the secondary

level that are important for success in postsecondary

education.

The tasks presented in the tests are representative

of a broad range of academic skills, comprehensive in

scope, and educationally significant. The four tests are

measures of academic developmentthatrely largely on

the student’s skill in applying to higher-level tasks the

content knowledge and reasoning skills acquired

through coursework. The tasks often require the in-

tegration of proficiencies and skills from various high

school courses. Consequently, the ACT Assessment

tests contain a large proportion of analytical problem-

solving exercises and relatively few measures of nar-

row skills or basic recall.

The materials for the ACT Assessment tests are

produced by item writers who represent a wide variety

of backgrounds. In the construction ofits tests, ACT

conscientiously involves educators of both genders

from educational institutions in all regions of the

country, who reflect a variety of racial and ethnic

backgrounds and represent different educational phi-
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losophies. These item writers work from detailed

guidelines that specify the test content, cognitive skill

level, item format, and fairness criteria used to con-

struct the ACT Assessmenttests.

ACT SUBJECT AREA TESTS

The ACT Assessment includes four tests:

English 75 items, 45 minutes

Mathematics

Reading 40 items, 35 minutes

60 items, 60 minutes

Science Reasoning 40 items, 35 minutes

(Total testing time: 2 hours, 55 minutes)

English.

the student’s understanding and use of written English.

This seventy-five-item test measures

The formatconsists of five prose passages, with series

of test questions related to each passage. The passages

are designedto assess six elements of effective writing

in two broad areas, usage/mechanics (punctuation, ba-

sic grammar and usage, sentence structure), and rhe-

torical skills (strategy, organization, style). The scale

score has a range of 1 to 36; subscores are reported

for usage/mechanics and rhetoricalskills, on a scale of

1 to 18.

Mathematics.

is designed to assess students’ skills at solving practical

The sixty-item mathematics test

mathematics problems. The test content utilizes skills

gained in pre-algebra, elementary algebra, intermedi-

ate algebra, coordinate geometry, plane geometry, and

trigonometry. The mathematics scale score has a range

of 1 to 36; subscores are reported for pre-algebra/el-

ementary algebra, intermediate algebra/coordinate ge-

ometry, and plane geometry/trigonometry, on scale

of 1 to 18.

Reading. This forty-item test is designed to as-

sess the student’s level of reading comprehension. Each

of four prose passages represents the type of text

foundin college freshman courses. The scale score has

a range of 1 to 36; subscores are reported for social

studies/sciences and arts/literature reading skills, on a

scale of 1 to 18.

Science Reasoning. This forty-item test mea-

sures the student’s ability to interpret, analyze, evalu-

ate, reason, and solve problemsin the natural sciences.

Test items are based on information from three types

of format: data representation, research summaries,

and conflicting viewpoints. The scale score has a range

of 1 to 36; there are no subscores.

SCORES

Students receive twelve scores on the ACT Assess-

ment—fourtest scores, seven subscores, and a com-

posite score:

English Scores

Subscores

Usage/Mechanics

Rhetorical Skills

Mathematics Score

Subscores

Pre-Algebra/Elementary Algebra

Intermediate Algebra/Coordinate Geometry

Plane Geometry/Tirigonometry

Reading Score

Subscores

Social Studies/Sciences

Arts/Literature

Science Reasoning Score

Composite Score

The composite score is the arithmetic average of the

four test scores, rounded to the nearest whole num-

ber.

OTHER PARTS OF THE

ACT ASSESSMENT

Student Profile.

wide range of information, including:

This questionnaire collects a

admissions/enrollment information

educational plans, interests, and needs

special educational needs,interests, and goals

college extracurricular plans

need for financial aid; work plans

background information

factors influencing college choice

high school information

high school extracurricularactivities

out-of-class accomplishments

evaluation of high school experience

Interest Inventory. Because many students ex-

plore career optionsas they plan for college, a system-
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atic assessmentof career interests has been part of the

ACT Assessment for more than fifteen years. Items in

the current inventory have been updated through a

series of field studies involving 12,000 ninth-graders,

college-bound students, and adults. The Interest In-

ventory continues to use ACT’s World-of-Work Map

and Career Family List to link students’ interest scores

to educational and career options.

High School Courses and Grades. Whenstu-

dents register for the ACT Assessment, they report the

last grades they earned in thirty specific college-pre-

paratorycourses. This self-reported information about

coursework is used to determine whether a student

has or will have completed “core” or “less than core”

coursework. Core coursework is defined as four or

more years of English, three or more years of mathe-

matics beyond pre-algebra, three or more years of so-

cial studies, and three or more years of science.

NORMS, SERVICES, AND

TECHNICAL INFORMATION

ACT publishes yearly updated normsbased onall

ACT-tested high school graduates. College-bound

normsbased on a 1988 national norming study arealso

available. Currently, about 35 percent of U.S. high

school seniors take the ACT Assessment. The average

ACT composite score for 1992/1993 ACT-tested high

school graduates was 20.7.

Because the tests measure knowledge and skills

deemed necessary for success in college, students who

take a more rigorous high school program tend to earn

higher ACT scores than do those who do not. This

pattern of achievement according to type of high

school program is consistent across ethnic group, gen-

der, and ethnic group within family incomelevels. Stu-

dents who take a core program also tend to be more

successful during the first year of college, as measured

by both ACTscores and college grades. Summary pro-

file information on ACT-tested students is provided

annually to participating high schools, colleges, uni-

versities, andstate agencies. Course placement and re-

cruitment services are available to colleges and

universities.

Because the ACT Assessment is a secure examina-

tion, a numberof formsof the tests are used each year.

The reliability of the composite score for each form is

about .96. Further details about the technical aspects

of the AAP are contained in the documentslisted in

the bibliography.

USES OF THE ACT ASSESSMENT

Since 1959, the ACT Assessment Program has been

an important part of the high school to college tran-

sition. Each year, nearly 1.5 million students take the

ACT Assessment to help them identity and develop

realistic plans for accomplishing their educational and

career goals as they move from secondary to postsec-

ondary education. Students use ACT Assessment in-

formation in planning for college and in presenting

themselves to colleges as persons with unique patterns

of educational development, accomplishments, and

needs.

High school counselors use ACT information in

counseling students about their probability of success

at specific colleges, and in exploring with them possi-

ble majors and career choices. Colleges use ACT data

in recruitment and in making decisions about admis-

sions, course placement decisions, and scholarships.

College advisers use ACT information to help students

select majors and courses.
All but about thirty U.S. postsecondary institutions

require, recommend, or accept ACT scores. Concor-

dance studies have been conducted over the years to

determine the association of ACT scores with scores

from the SCHOLASTIC ASSESSMENT TESTS (SAT), which

has different specifications. Typically, the correlation

between the ACT composite score and SATtotal(e.g.,

verbal plus quantitative) is about .89. A reference for

the most recent comprehensive study of concordance

between ACT and SAT scores appears in the bibliog-

raphy.
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JAMES MAXEY

ANALYTICAL ABILITY —See REASONING, DEDUC-

TIVE; REASONING, INDUCTIVE.

ANASTASI, ANNE (1908—_) AnneAnastasi

was born in 1908 in New York City to Anthony and

Theresa Gaudiosi Anastasi. Her father, who worked for

the New York City Board of Education, died when she

was | year old. Anne was raised by her mother, her

maternal grandmother, and her uncle.

Anne Anastasi was educated at home underthe tu-

telage of her grandmotheruntil the age of 9. Following

elementary school, Anastasi was enrolled for two years

in the Rhodes Preparatory School in Manhattan. She

was admitted to Barnard College in 1924 at the age of

15, and graduated four years later with a bachelor’s

degree in psychology. She received the Caroline Duror

Graduate Fellowship, awarded “to that memberof the

graduating class who shows greatest promise of dis-

tinction in her chosenline of work” (Sexton & Hogan,

1990, p. 15). She received her doctoral degree in ex-

perimental psychology in 1929 at the age of 21 from

Columbia University, where she studied under Harry

Hollingworth, Robert Woodworth, Clark Hull, and

H. E. Garrett, who was her dissertation mentor. Dur-

ing her doctoral training, she served as research as-

sistant to Charles B. Davenport, working on the

development of culture-free tests. She was influenced

by the work of Otto Klineberg on racial differences

and intelligence testing. An article by Charles sPEAR-

MAN about correlation coefficients convinced her to

combine her interests in mathematics and psychology.

In 1930, Anastasi was made an instructor of psy-

chology at Barnard. She stayed at Barnard until 1939

when she becameassistant professor and chair of the

new department of psychology at Queens College of

the City University of New York. She remained at

Queens College until 1946. In 1947 Anastasi was ap-

pointed associate professor of psychology at Fordham

University where she ultimately attained the rank of

professor. She remained at Fordham until her retire-

ment in 1979. She was then given professor emeritus

status and was awarded an honorary Doctor of Science

degree. Additional honorary doctorates were bestowed

on her from Cedar Crest College, LaSalle College, Vil-

lanova University, and the University of Windsor in

Canada.

Anastasi’s accomplishments have earned her a

worldwide reputation as a prominent psychologist and

researcher. She is considered by manyto beone ofthe

leading psychologists in the English-speaking world,

having devoted her life to this discipline. She is a

researcher, a teacher, an organizational leader, and

a textbook writer. Her books are used extensively

throughout the world. Her most famoustext, Psycho-

logical Testing, is so popular andis so concisely written

and understandable that it alone would have given her

acclaim. This text was first published in 1954 andis

now in its sixth edition. She also wrote other major

texts, including Differential Psychology and Fields of Ap-

plied Psychology. These three works werecited as being

“models of clarity, comprehensiveness, and synthesis”

whenshe won the 1984 American Psychological Foun-

dation Gold Medal Award for lifetime achievement.

Anastasi also edited Testing Problems in Perspective, a col-

lection of papers presented over a twenty-five-year

span at the Annual Invitational Conference on Testing

Problems, sponsored by Educational Testing Service.

In addition to her textbook writing and editing, An-

astasi has contributed many reviews to the Mental Mea-

surements Yearbook (MMY). With the publication of the

eighth MMY yearbook in 1978, Anastasi became the

only contributor to have written reviews in all MMY

volumes to that date from its inception in 1938, and

she considered it her “privilege to have been among

_ the many psychologists participating in this monumen-

tal project” (Anastasi, 1972, p. 12).
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As a researcher, Anastasi has investigated a variety

of themes. Her primary work has focused on intelli-

gence and ability testing, its evaluation and interpre-

tation. She has investigated the misconceptions about

“culture free” or “culture fair” assessment. She has

written and spoken extensively on the methodological

problemsof test bias, speeded tests, coaching, and in-

telligence-test item selection. As such, Anastasi has es-

tablished herself as an authority on the subject of psy-

chological testing. This reputation led to her in-

vitation to serve as an individual consultant for the

College Entrance Examination Board, the American

College Testing Service, and the Educational Testing

Service.

Anastasi had a long-standing interest in the study of

individual differences and the formation of trait char-

acteristics, beginning with her dissertation in 1930. To

this end, she advanced the development of psychology

as a quantitative behavioral science. Her investigation

of language development in black and Puerto Rican

children considered the role of experience. She also

incorporated experiential factors in investigations of

family size and intelligence, age changes in adult test

performance, and gender differences in psychological

traits. The role of experience was also examined in her

investigation of creativity in children and adolescents.

In 1972, Anastasi was the third woman to be

elected as president of the American Psychological

Association. She served as president of the Eastern

Psychological Association (1946-1947), as well as

president of the APA Divisions of General Psychology

(1956-1957), and Evaluation and Measurement (1965—

1966). In 1984 Anastasi was honored by the American

Psychological Foundation. She was granted that year’s

Gold Medal Awardin recognition of her long and con-

tinued record of scientific and scholarly accomplish-

ments. In 1987, she was presented the National Medal

of Science by President Ronald Reagan.

Much of what wecurrently know concerning psy-

chological traits, the construction and interpretation

of psychological tests, and the experiential and envi-

ronmental influences on development have been di-

rectly influenced by the writing and research of Anne

Anastasi. Her long and impressive record of accom-

plishments demonstrates relentless diligence and ded-

ication.
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FLORENCE DENMARK

ANIMAL INTELLIGENCE: HISTORICAL

PERSPECTIVES AND CONTEMPORARY

APPROACHES Interest in animalintelligence has

a long history, traceable to at least the ancient Greek

civilizations (Dewsbury, 1984). This history is largely

a struggle between discrepant views of the relations

between humans and nature, and animals and hu-

mans. Many Greek philosophers espoused a continuity

within all nature. For example, Anaxagoras believed

that all animals have intelligence, but he underscored

the superiority of humanintellect. Similarly, Aristotle

arranged the animal species in a hierarchy (Scala na-

turae) according to their complexity. Man, with the

most complex development of mental traits, was at the

top.
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During the Middle Ages (sixth to sixteenth centu-

ries C.E.), Christian theology dominated thinking in

Europe. The doctrine of special creation replaced the

view of continuity in nature. This doctrine held that

humans werea special productof divine creation, not

part of nature, and therefore inappropriate for scien-

tific study. Furthermore, the doctrine inexorably sep-

arated animals and humansbythe presence ofa soul

in humansand by the human’s capability for reason.

In the seventeenth century, René Descartes cham-
9pioned the doctrine of “dualism,” that the universe

consisted of two independent, noninteracting entities:

mind and matter or, for the human, mind and body.

As an extension of this view, he separated human be-

havior into actions that were voluntary (a product of

the mind) and actions that were involuntary (a prod-

uct of “animal spirits” acting strictly within the do-

main of the body, and mechanical or reflex-oriented in

nature). Descartes upheld many of the views from the

Middle Ages concerning what distinguished humans

from animals, including the idea thatall “intelligent”

behavior was voluntary, a product of the soul found

only in humans. Because involuntary behavior had

nothing to do with the soul, however, it could be stud-

ied equally well in humansor animals.

In the late nineteenth century, Charles Darwin pro-

posed the theory of the evolution ofall living things,

including humans. The keys to the theory were the

ideas that heritable traits are subject to genetic varia-

tion; that those species whose members possess vari-

ations most adaptive to their environmental niche will

survive and proliferate, passing on these variations to

other generations; that humans are not products of

special creation, but rather are a part of nature and

subject to the same evolutionary laws as other species;

that the mind and bodyare not, as Descartes had pro-

posed, completely separate from each other; and that

continuities with human traits can be found in other

animals. As a logical extension of his findings on phy-

logenetic and structural continuities, Darwin proposed

that behaviors, mental abilities, and mental states for-

merly attributed to humans only also existed in the

animal kingdom, in species that either shared a com-

mon ancestry with humansor that had been subject

to similar environmental and social pressures. Darwin

stated that the difference between the mind of a hu-

man andthat of the highest animal was one of degree

and not of kind. This consequently openedall behavior

of humans and animals to scientific investigation, in-

cluding mental traits andskills.

Darwin’s theories aided in the developmentof the

held of comparative psychology—thescientific inves-

tigation of the behaviors and mental abilities of differ-

ent animals. His views inspired others to search for

mental continuities in such advanced cognitive abilities

as reasoning, abstraction, and problem solving, and to

attempt to trace the developmentof these abilities in

different animal species. Some proponents of Darwin’s

theory postulated continuities in a wide variety of

mental traits among most vertebrates. These “vital-

ists,” as they were termed,believed in the existence of

a “vital” force peculiar to living organisms. They at-

tempted to reveal the mental continuity of humans

and animals by collecting large bodies of anecdotal

evidence. George Romanes’s book Animal Intelligence

(1882), for example, is replete with anecdotes of be-

haviors of animals that he attributed to conscious

thinking. Vitalists also used the method of introspec-

tion to reveal mental events in others(i.e., determining

another’s mentalstate by observing their behavior and

inferring one’s own mental state when engaging in

similar behavior).

Because the methods employed by thevitalists re-

lied on introspection, their views on the broad conti-

nuity of mental characteristics came under criticism

from a more conservative group of scientists and phi-

losophers—the “mechanists.” Mechanists adopted a

Cartesian attitude, preferring to view most animals as

automatonsdriven by instinct andreflex. Jacques Loeb

contended that mental traits such as consciousness,

thinking, or abstraction were beyond the capabilities

of nearly all animals. Furthermore, Loeb contended

that much of animal behavior, which on the surface

appears to be the result of conscious thought, is in

reality a product of simple reflex actions emitted in

response to environmental stimuli.

Partially as a reaction against the vitalist approach

to the study of “mind” in animals and the broad in-

ferences deriving from this approach,C. Lloyd Morgan

wrote in his 1894 book An Introduction to Comparative

Psychology that “in no case may weinterpret an out-

comeas the exercise of a higher psychical faculty, if it
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can be interpreted as the outcome of the exercise of

one which stands lower in the psychological scale.”

This caveat, referred to in later years as “Morgan’s

Canon,” provided an important “check” on the inter-

pretation of observed animal behavior that on the sur-

face mayappear to betheresult of higher intellectual

mechanisms but can beattributed also to simpler ele-

mentary processes.

Edward THORNDIKE, in his book Animal Intelligence

(1898), also railed against subjective methods for in-

terpreting animal behavior. Thorndike proceeded to

demonstrate through careful experimentation the way

in which animals learn throughtrial and error and the

influence of the outcomes of a response on the prob-

abilitv of repeating that response. He proposed that

those responses closely followed bysatisfaction to the

animal would be morelikely to recur and that those

followed by discomfort would beless likely to recur.

This “lawof effect” set the stage for a subsequent em-

phasis on experiments on learning processes and learn-

ing theory that was to continue well into the twentieth

century.

From the early to mid-twentieth century, the study

of mental processes and mental events in animals fell

~ into disrepute among most American psychologists. In

1913 John Watson published a landmark papercalled

“Psychology as the Behaviorist ViewsIt.” In this paper

and in later writings Watson championed the view

that although mental states and mental processes may

be presentin animals, they are unobservable. He urged

that the scientist should study only observable events,

and for the psychologist, this meant observable behav-

ior. Watson’s views, as well as Thorndike’s methods,

inspired a large following among psychologists inter-

ested in animal behavior. Mental terms, such as memory

or thinking, became unacceptable within the behavior-

istic literature. Psychologists instead sought to uncover

the universal laws of learning, which they believed

characterized all animal species. One of the best

known and mostinfluential proponentsof this “behav-

iorist” approach wasB.F. Skinner. Skinner was largely

responsible for the development of what has been

termedradical behaviorism. Some of the tenets of radical

behaviorism are:

1. The appropriate task of psychology should be the

study of behavior.

2. The purpose of such study should be to discover

lawful relations or associations between environ-

mental stimuli (S) and resultant behavioral re-

sponses in an organism (R).

3. All behaviors can be described in S—R terms.

4. Reinforcers control the formation of S—R associa-

tions and are universal in their applicability.

5. Given an adequate environmental description and

the lawful relations between environmental vari-

ables and behavior,all behaviors are predictable.

6. All behaviors, no matter how complex, follow the

same principles of learning regardless of the species

under study or the task being conducted.

7. The development ofa full account of behavior does

not require the understanding of mental events.

8. Mental events, if they do exist, are simply “way

stations” between environmental stimuli and overt

behaviors, and therefore can be ignored.

Notall psychologists in the early to mid-twentieth

century followed the strict path of behaviorism. Wolf-

gang Kohler in Germany carried out studies of prob-

lem solving in chimpanzees. His findings appeared in

the volume The Mentality of Apes in 1925. Kohler re-

jected the view that learning necessarily proceeded

gradually or in a purely mechanical way through trial

and error, as proposed by Thorndike. Instead, Kohler

noted that his animals, after some unsuccessful at-

tempts at solving a problem, might suddenly grasp the

solution, displaying what he and others called insight.

Furthermore, Kohler argued that animals can learn

about the relations among stimuli, not just about the

relations between stimulus and response.

N. R. F. Maier carried out studies of maze learning

in rats during the late 1920s. The task required that

the rats find food regardless of their starting point in

the maze. The success of the rats prompted Maier to

credit them with forming “spatial maps” of the maze

that enabled them to find the shortest routes to food,

rather than relying on previously learned associations

between specific maze cues and reward. Maier de-

scribed this process as “reasoning” in the rat. Kohler’s

and Maier’s experiments are but two of many exam-

ples of the early resistance to the complete dismissal

of the animal mind.

Along with this resistance came new research find-

ings regarding animal behavior that could noteasily be
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explained within the confines of behaviorism. One of
these challenges came from within the behaviorist
campitself. E. C. Tolman’s studies of latent learning of
mazesbyrats led him to propose that animal behavior
is largely purposive and goal directed, that animals
form expectancies of outcomes of their behavior, and
that they can learn about relations between stimuli
without overt reinforcement. Tolman found that rats
who had previous exposure to a maze without rein-
forcement performed better on that maze at a later
time when reinforcement was available, than did rats
who had never been exposed to the maze previously.
His studies showed that rats could learn about the re-
lations between stimuli without immediately demon-
strating that knowledge through performance and
without being overtly reinforced. These findings
largely challenged the notion that all behavior could
be explained using strict SR associationism. They also
demonstrated that overt reinforcement was not always

necessary for learning to take place.

Other researchers challenged the behavioristic idea
of the universality of the principles of reinforcement
within S-R learning. Breland and Breland (1961)
showed that the “laws of learning” were not indiffer-
ent to the particular species or task chosen for study.

They found that some animals tended toward “instinc-

tive drift” of trained behavior rather than remaining

bound to either the law of effect or the principles of

reinforcement. During early training of a specific be-

havior with food reward, the animal followed the prin-

ciples of reinforcement quite readily, and the trained

response remained stable and predictable. With more

extended training, which should have stabilized behav-

ior even further, however, the animals in fact exhibited

less stable behavior. Their responses shifted from those

that resulted in obtaining food to those that resembled

the manipulation of food. For example, pigs trained to

accept a coin and deposit it in a “piggy bank,” began

to toss the coins about and “root” them in the ground.

These behaviors resembled their natural tendencies

when searching for or obtaining food. Such changesin

behavior had no easy explanation by the lawsofrein-
forcement, which suggest that behavior should become

moreefhcient with repeated reinforced practice.

The growing dissatisfaction with behaviorism as a
basis for explaining complex animal behavior in the

laboratory, coupled with observations from the wild of

animal behaviors that had previously been attributed
only to humans(e.g., tool use by chimpanzees as de-
scribed by Goodall, 1986), led to a revitalized interest
among many psychologists in the mental activities of
animals, including animal intelligence and the evolu-
tion ofintelligence.

Several psychologists sought to develop tests that
ranked the intelligence of different animal species.
Harry Harlow was noted for his studies of “learning
sets,” or “learning how to learn.” In studies published
in 1949 and later, Harlow comparedtheability of sev-
eral species of monkeyto increase their ethciency in
learning to solve a class of problem. Harlow showed
that as the number of problems of a particular type
solved by the monkey increased, there was an im-
provementin the efficiency with which each new in-
stance of the problem was solved. In some cases, new
instances were solved after a single learning trial.
He termed such improvement the development of a
learning set. Other workers, following Harlow’s lead,
compared learning-set performance of primate and
nonprimate species. The results were generally in
keeping with expectations based on brain complexity
or size: Monkeys showed more rapid attainment of
learning efficiency than did cats, which in turn were
superior to rats or to squirrels. Although the learning-
set approach wasseized upon by some as a way to

measure comparative intelligence, later investigators

showed that many extraneous variables, other than

learning ability, could influence performance in such

tasks, including thevisualabilities of the species under

study and the type of response used. Also, there was

great variation of individuals within and between spe-

cies. Someindividual cats performed as well as or bet-

ter than someindividual monkeys.

A different approach to the study of the evolution

of intelligence searched for discrete discontinuities in

the learningabilities of selected species. In the 1960s

M. E. Bitterman andcolleagues begana series of stud-

ies comparing the performances of one representative

species from each of four different classes of verte-

brates: fish (goldfish), reptiles (turtle), birds (pigeon),
and mammals(rat). The initial results showed discon-
tinuities across these species in such tasks as “serial

” (79reversal learning, probability learning,” and “re-
sponses to shifts in reward values.” For example,rats

could learn to switch from one spatial stimulus to an-
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other after a single nonreinforcedtrial, but the goldfish

could not. Later work showed, however, that notall

species within a given class performed the same way.

Observed differences often resulted from differences

in contextual variables. When rats that had been rein-

forced for running through a mazefora large number

of pellets were suddenly switched to a much smaller

reward, their running speeds decreased dramatically,

even below that of rats that wereoriginally trained on

the small amount (Crespi, 1942). This phenomenon

did not appear at all when different concentrations of

a sucrose solution were used instead of food pellets

(Flaherty, 1982). Furthermore, postulated discontinu-

ities in learning mechanisms betweendifferent species

(e.g., that rats can form S-S associations, but fish can

only form S—Rassociations; Lowes & Bitterman, 1967,

Bitterman, 1975), were often shown to be untenable

in later studies using different methods (Bitterman,

1984b). The fact that observed differences between

species performing similar tasks could often be ex-

plained largely in terms of differences in motivation,

context, and perceptual mechanisms,led a numberof

researchers to suggest abandoning comparisons be-

tween diverse species in terms oftheir intelligence. In

a seminal article, W. Hodos and C. Campbell (1969)

argued that no theory of mental evolution could de-

velop from studies of the species selected by Bitter-

man, as none of these species was ever an ancestor to

another of the species. These authors described Bitter-

man’s approachasreflecting the outdated Scala naturae

or hierarchical viewof Aristotle. The proper study of

the evolution of intelligence, these authors stressed,

requires the examination of species falling along the

same branchesof the evolutionarytree.

An even more extreme view suggests that, in gen-

eral, comparisons of the intelligence of different spe-

cies are really meaningless because all animals are the

most intelligent for their ecological niche (e.g., Bailey

& Bailey, 1986). Here intelligence is viewed as an ad-

aptation carefully geared to the pressures of the niche

occupied by the species. As a result, animals may man-

ifest a composite of specialized intellectual abilities

(Lockard, 1971). This “special abilities” view stands in

contrast to the “general processes” view that all spe-

cies share certain basic learning mechanisms, even

from diverse phyla (Bitterman, 1984a; see also Mac-

phail, 1982, 1987, for the extreme view that no dif-

ferences exist in intellect or learning mechanisms

between different animal species). Both of these views

may have merit. The universality of classical condi-

tioning, for example, suggests that animal behavior

may have roots in similar basic learning mechanisms

and may then diverge into capabilities geared toward

survival andproliferation in specific environmental and

social niches. Additionally, those species that do not

share a recent common ancestor but nevertheless

share similar social systems or have experienced simi-

lar environmental pressures over the course of evolu-

tion may exhibit similar cognitive capabilities.

A further approachto the study of the evolution of

intelligence sought to discover a neurological correlate

of intelligence by examining the relative size (Jerison,

1973), structure (e.g., Morgane & Jacobs, 1972), and

developmentof the brains of various species from dif-

ferent taxonomic groups. Traditionally, large brains

have been associated with greater intelligence. How-

ever, a more accurate neurological estimate of behav-

ioral capacity or intelligence relies on the ratio of brain

size to body size (usually, volume is the measureofsize

used). H. Jerison (1973) uses the term encephalization

quotient (EQ) to refer to this ratio. In general, within

taxonomic groups, larger bodies require larger brains

to control the increased number of somatic cells. “Ex-

cess” brain tissue beyond that required for basic so-

matic functions is presumably available for increased

and advanced information processing (Jerison, 1985).

Therefore, for a given species in a taxonomic group,

the higher the ratio of brain to body size, the more

excess cortical brain tissue and, presumably, the more

information processing poweravailable for intellectual

tasks. Interestingly, when the EQ ratios are calculated

for various species, the results seem to correlate

roughly with humanintuitions regarding the intelli-

gence of different animal species. However, body vol-

ume estimates can vary widely for very large animals,

especially for animals such as whales, which mayfeast

for part of a year and fast during the remainder. Fur-

thermore, as emphasized by L. M. Herman (1980), al-

though EQs may accurately describe the evolution of

encephalization and suggest cognitive potential, it is

behavior, not structure, that must ultimately be the

measure of the intellectual characteristics of a species.

 

90



ANIMAL INTELLIGENCE: HISTORICAL PERSPECTIVES AND CONTEMPORARY APPROACHES
 

CONTEMPORARY VIEWS

OF ANIMAL INTELLIGENCE

Following the near demise of radical behaviorism

for explaining complex animal behavior (or human be-

havior) and the unsuccessful attempts to scale the

intelligence of various nonhumanspecies, the study of

animal intelligence shifted largely to the study of ani-

mal “cognition.” This shift followed on the heels of

the general cognitive revolution occurring in many

branches of the information sciences in the mid-1970s

and the resultant great growth in the number and

types of studies of human cognition. Some examples

of studies of animal cognition are:

1. Memory: Pigeons (Santiago & Wright, 1984)

and monkeys (Wright, Santiago, & Sands, 1984) may

under certain conditions display both primacy andre-

cency phenomena when rememberingseriallists of ob-

jects. This situation is similar to results found for

humansin whichitemsearly in thelist (primacyeffect)

and late in the list (recency effect) are remembered

better than items in the middle of the list. In other

studies using serial lists of sounds, bottlenosed dol-

phins display strong recency effects (Thompson &

Herman, 1977).

2. Categorization: Pigeonscanreliably place classes

of objects in different perceptual categories. For ex-

ample, they can be taught to peck only at photographs

containing personsorportionsof a person (Herrnstein

& Loveland, 1964). Also, chimpanzees have demon-

strated that they can acquire conceptual categories.

Savage-Rumbaughandassociates (1980) showed that

common chimpanzees can sort items into “food” and

“nonfood” categories where the categories are repre-

sented by abstract symbols.

3. Reference: In the laboratory setting chimpan-

zees can learn to use arbitrary symbols as references

to real-world objects (Savage-Rumbaugh, 1986). Dol-

phins can understand a symbolic reference to absent

objects (Herman & Forestell, 1985). In the wild, vervet

monkeys use different vocalizations to refer to four

different types of predators (Seyfarth & Cheney, 1993).

4. Language: Dolphins (Herman, Richards, & Wolz,

1984) can learn to understand commands given through

either sequences of gestures or arbitrary computer-

generated sounds, where understanding depends on

the meaning of words and word order. Similar findings

have been noted for pygmy chimpanzees (bonobos)

where the medium of communication is human speech

(Savage-Rumbaughetal., 1993).

5. Counting: A variety of different species includ-

ing rats (Capaldi & Miller, 1988), pigeons (Honig &

Stewart, 1989), parrots (Pepperberg, 1987); macaque

monkeys (Washburn & Rumbaugh, 1991); and chim-

panzees, (Boysen & Berntson, 1989; Rumbaugh, Sav-

age-Rumbaugh, & Hegel, 1987) can learn various

numerical concepts, which range from simple nume-

rosity judgments to counting and addition.

6. Pedagogy: Some wild chimpanzees have shown

a natural ability to “tutor” their young in the art of

nutcracking (Boesch, 1991), including the skills nec-

essary for selecting the proper tools and the method

for successfully splitting the shells.

7. Deceit: Chimpanzees can learn to lie about the

location of food whenthe individual human given the

information will not share the food. If the human does

share, then the correct location will be indicated by

the chimpanzee (Woodruff & Premack, 1979). Fur-

thermore, in the wild certain species ofbirds will feign

injury (e.g., a broken wing) in order to lure predators

away from the bird’s eggs or young (Ristau, 1991).

In contrast to the way in which animals were

viewed in the 1950s and 1960s by radical behaviorists,

later cognitive psychologists, who primarily study an-

imal behavior in the laboratory, and cognitive etholo-

gists, who primarily study animal behaviorin the wild,

have viewed animals as active processors of informa-

tion. This information comes both from the environ-

mentin the form of sensory stimulation and from the

animalin the form of mental representations (Roitblat,

1982) stored in short- and long-term memory. Mental

activity in animals is viewed as it is with humans, as a

combination of bottom-up and top-down processing

in which an animal’s expectancies and previous knowl-

edge are taken into account when new informationis

acquired through the senses (i.e., mental events are not

simply way stations between stimuli and responses).

Furthermore, mental events that intervene between

stimulus and response can be studied through careful

experimentation. Thus, memory, representation, ca-

tegorization, language, reference, intentionality, strat-

egies, planning, and deceit in animals, which were
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once viewed as “taboo” among the “serious” animal

behaviorists, have proliferated as topics in more recent

scientific literature (e.g., Griffin, 1992; Roitblat, Her-

man, & Nachtigall, 1993).

Howthese various cognitive processes in animals

relate to the concept ofintelligenceis still problem-

atical. In the volume Animal Intelligence edited by Weis-

krantz (1985), the one point of apparent agreement

among the authors was that there are multiple defini-

tions for this elusive concept. Similar controversy sur-

rounding the definition of animalintelligence as well

as its measurement appears in many of the commen-

taries (e.g., Hodos, 1987, Fischler, 1987) on a recent

article by Macphail (1987). A closer examination of the

various attempts to define animal intelligence, how-

ever, reveals several points of agreement between au-

thors. First, flexibility or versatility of behavior is

regarded as a mark of intelligence (Barlow, 1987;

Griffin, 1987, 1992; Macphail, 1982). Examinations

of animal intelligence should, therefore, include an

exploration of the variability of behavioral strategies

and performances that different species employ when

faced with the diverse challenges of their world

(whether that world is in nature or in the laboratory).

From these data researchers can draw inferencesas to

the nature and characteristics of underlying cognitive

processes. A useful behavioral index offlexibility is the

degree to which an animal can move beyond the

boundaries of what it has specifically acquired through

learning or beyond the boundaries of the typical be-

havior for its species, perhaps even into arbitrary or

symbolic realms of response.

A second point of agreement is that intelligence

cannot be reduced to a single general factor but is best

defined asor at least revealed by the collection of cog-

nitive skills a species possesses. A logical extension of

this view is that animalintelligence is best examined

by a matrix of behavioral observations and studies to

describe the “cognitive characteristics” of the species,

that is, its cognitive capabilities, specializations, and

limitations (Herman, 1980). This species-oriented ap-

proach hasyielded newinsights into the flexibility and

versatility of the behaviors of several diverse animal

groups: common chimpanzees, old world monkeys,

particularly macaque and cercopithecus monkeys, and

bottlenosed dolphins.

Taking both points of agreement together provides

a method for examining intelligence within a species.

This method examines behavior and cognition in both

the natural and laboratory settings to provide a more

complete mapping of the cognitive characteristics of

the species under consideration. In the natural world,

this process means documenting the types and com-

plexities of environmental and social challenges faced

by the animal, and the diversity and flexibility of re-

sponses exhibited to meet these challenges. In the lab-

oratory setting, it often means providing the animal

with novel situations involving arbitrary stimuli that

test its ability to extend the boundaries of what it has

been explicitly taught or that involve stimuli and be-

haviors that go beyond those typically found in the

animal’s natural world. In the latter case, the goal is

to examine for cognitive traits not easily uncovered

through observationsin the natural world. Thesetraits

may reveal the degree of inherentflexibility of mental

processes of the species. Together, the naturalistic ob-

servations and field experiments and the diversity of

behavioral experimentsavailable in the laboratory pro-

vide a richer view of mental capabilities and processes

than is available through either venue alone. We can

briefly illustrate this synergistic approach between field

observations and laboratory experimentation through

some examples of studies of the flexibility in perceiv-

ing relationships and in forming abstract conceptsof a

particular species, the bottlenosed dolphin (Tursiops

truncatus).

Investigations of wild dolphin populations reveal a

complex society. Individual animals form a network of

social affiliations ranging from the close, long-term

bonding of a mother and her calf, to the relatively

favored associations between peers of similar gender

and age, to the more casual short-term interactions

with a variety of other herd members (Leatherwood &

Reeves, 1990; Wells, 1991). The dynamic, changing

pattern of associations has led some researchers to de-

scribe these populations as fission—fusion societies, in

which subgroups form temporarily and then break

apart, only to form again at a later time. In such so-

cieties individual animals must learn to recognize the

different herd membersand the social roles they play.

Individuals must also learn about the social conven-

tions of the herd, and the types of social information
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exchanged among herd members. In western Australia,

for example,pairs or triplets of male bottlenosed dol-

phins have been observed to develop close, long-term

associations called coalitions (Conner, Smolker, &

Richards, 1992). First-order coalitions may “capture”

and herd a female for breeding purposes. However,

male coalitions will sometimes ally with other such

male coalitions (who are presumably at other times

normally rivals) to overpower a third coalition and

capture its female. These “second-order”coalitions are

transient, but their formation reflects consideration of

who has helped whom in the past, what other coali-

tions are or are not present at the time, and several

other contextual variables that collectively govern the

eventual decisions and strategies adopted bythefirst-

order coalition.

Another example of the versatility of behavior is

feeding. Bottlenosed dolphins have an exceptionally

varied repertoire of feeding strategies, many of them

opportunistic in nature: for example, following shrimp

boats trawling in the Gulf of Mexico, stealing fish from

baited hooks in Hawaii, and herding and driving fish

onto mud banks in South Carolina. Wild bottlenosed

dolphins have also cooperatedin fishing activities with

humans, helping to herd and concentrate schools of

fish, resulting in an increased catch for both dolphin

and human (Busnel, 1973). Pryor and colleagues

(1990), who studied a cooperative fishery in Brazil,

report that unlike other such accounts, the dolphins,

not the fishermen,initiate a bout of cooperative fishing

by signaling that a school offish is present. Also, only

certain dolphinsparticipate in the fishery and appar-

ently convey to their offspring the cooperative tech-

niques they have developed. Such complex social

relationships, dynamic in nature and highly versatile,

hint at a flexible intelligence driven at least in part by

recognition of different levels of relationships.

In the laboratory, several tasks have been used to

examine the ability of dolphins to recognize andclas-

sify relationships, particularly arbitrary, nonsocial re-

lationships. Studies have examined the dolphin’s ability

to recognize identity relationships—that objects simi-

lar in appearance belong together. In one suchtask,

the dolphin sees a sample stimulus and then must find

that same stimulus from among two or morealterna-

tive stimuli. Typically, a limited set of stimuli trains

the animal in the task, and then researcherstest gen-

eralizations about the underlying identity rule by pre-

senting new stimuli not used during training. If the

animal is capable of matching these new stimuli im-

mediately, or nearly so, it has acquired a general so-

lution for the task that is independentof the particular

objects used. Dolphins can develop such general so-

lutions whether the stimuli presented are arbitrary ob-

jects presented to the visual sense (Herman etal.,

1989), nonbiologic sounds presented to the passive

hearing sense (Herman & Gordon, 1974) or arbitrary

objects presented to the active echoic sense (Herman

& Pack, 1992; also see Au, 1993 for a general review

of dolphin echolocation). An important fact is that

dolphins can infer the general solution after only a

relatively small number of training trials using only a

limited number of exemplars of the rule. In at least

one case (Herman, Pack & Morrel-Samuels, 1993), a

dolphin developed the general solution after the very

first exemplar. This stands in contrast to some other

nonprimates, for example, pigeons, which also can ac-

quire a general solution but only after thousands of

trials with hundreds of exemplars (Wright et al.,

1988).
Moreabstract tasks can test for the understanding

of semantic relationships among symbols. For this type

of study, a dolphin received instructions through an

_ artificial language in which unique gestures were sym-

bols standing for particular objects in the dolphin’s

laboratory world, for specific actions that might be

taken to those objects, or for constructions that could

be created between two objects, such as taking one

object to another (Herman, Richards, & Wolz, 1984).

Which object is to be transported was governed by a

syntactic rule in which thefirst-stated object was the

destination and the second-stated object was the one

to be transported. That the dolphin clearly under-

stood the semantic relationship governed by gesture

order (“To B, A take” or “To A, B take”) was shown

through the appropriate reversal ofits response when

the sequence of object gestures was reversed, no

matter what objects were referred to symbolically.

Moreover, a deeper understanding of the semantic

properties of objects became clear by the dolphin’s re-

fusal to initiate a response whenthe object specified

to be transported was in fact not transportable (for
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example, it might have been an immovable object,

such as a windowin the dolphin’s tank).

These situations are but a few examples of obser-

vations and experimentation in the field or in the lab-

oratory. The resulting findings, together with many

other findings not discussed here, extend our knowl-

edge of the cognitive characteristics of bottlenosed

dolphins and reveal the considerable degree of flexi-

bility and versatility of behavioral responses attainable

by this species. In termsofintelligence, it appears that

when faced with a problem in which there is a choice

between a response based on stimulus-specific learned

associations and one based on a more generalabstrac-

tion or global concept, the dolphin in many cases

chooses the latter, more versatile strategy.

CONCLUSION

Historically, there has been a long-standinginterest

in animalintelligence. Intelligence in animals, like in-

telligence in humans,is neither easily measurable nor

uncontroversial in its definition. With careful study,

the intellectual traits of a species may be revealed as

a complexof abilities. An apparent key trait for intel-

ligent behavior is flexibility or versatility. In general,

intelligent behavior occurs when an animalreachesbe-

yond the boundaries of what it has explicitly learned,

or beyond the typical behavior of its species into var-

ied, arbitrary, or even symbolic realms of response.

(Preparation of this chapter was supported by

Grant IBN—9121331 from the National Science Foun-

dation and by a grant from Earthwatch.)
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ANIMAL INTELLIGENCE: PRIMATE Al-

though intelligence is one of the oldest issues in psy-

chology and is among the most commonly discussed

and researched notions in the field, it remains char-

acterized by the most basic of questions: What is it

and how can one best measure it? These issues remain

problematic for comparison of intelligence between

humansof different ages, races, genders, classes, and

so forth, but they are even more problematic in dis-

cussing the intelligence of organisms from different

species.

Intelligence is clearly related to, but not synony-

mous with, learning, memory,the speed of information

processing, problem solving, and language. Wewill de-

fine intelligence as the potential to acquire and to use

knowledge. It is marked, whether between species or

between representatives of a single species, by differ-

ences that are quantitative (i.e., amount of potential)

and qualitative (i-e., kind of potential). Given this def-

inition, it is clear thatall primates can be characterized

by some degree ofintelligence. Indeed, organisms of

all species can learn and master basic challenges, and

thus they can besaid to beintelligent to some degree.

From the simplest prosimian to the most intelligent

human, however, there exist differences in the speed

and ease of learning, the amount that can be remem-

bered, and the types of problems that can be solved.

Assessing these differences is the crux of addressing

intelligence across species.

INTELLIGENCE AND BRAIN SIZE

Before considering the strategies for assessing in-

telligence across species, some groundwork must be

set. One means of comparing intelligence across ani-

mals involves the comparison of brain size between

different species, because intelligence certainly has

muchto to with the brain. Indeed, there is a vast range

of brain sizes across species, even if we are considering

only primate species. Brain size typically varies in ac-

cordance with body size. Large-bodied species usually

have larger brains than small-bodied species, and large

individuals usually have larger brains than smaller in-

dividuals even within the same species. Male humans

are typically larger than female humans, and males

have larger brains; however, we know that, on average,
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no differences exist between males and femalesin per-

formance on IQ tests (Gould, 1978).

One consideration is the size of the brain relative

to the size of the body as a measure. That is, one can

determine for each species whetherthe brainis bigger

or smaller than what would be predicted on the basis

of body size. The most common such measure is the

encephalization quotient (Jerison, 1976). The enceph-

alization quotient (named for the tendency for rel-

atively advanced behaviors and processes to be local-

ized in the cerebral cortex) is the average brain size

for a particular species compared to the average brain

size for other species of the same bodysize. Using this

measure, one can tell, for instance, that humans have

disproportionately large brains, given the average

height, weight, and surface skin area of our species,

and that gorillas (a larger-bodied animal) are somewhat

less encephalized, thus presumably less intelligent.

However, this solution takes us only partway into

the issue ofintelligence across species. The presumed

relation between encephalization quotient (or other

measure of brain size) and intelligence still requires

some independent, psychological measure of intelli-

gence. Although undeniably related, intelligence is not

just brain size any more than the quality of a bookis

determined by the number of pages. However, few

would argue that intelligence is inversely related to

brain size; consequently, encephalization provides one

of several meansfor validating other proposedintelli-

gence measures.

INTELLIGENCE AND ENVIRONMENT

Scholars have waged great arguments about

whether human intelligence is an entity fixed by he-

redity or a product of learning and interaction with

the environment. Psychologists today believe that in-

telligence is the product of interactions between he-

redity and experience(i.e., environment). Intelligence

is neither fixed nor ofa finite quantity and varies in

its scope and efficiency across thelifespan of an indi-

vidual. ~

In particular, early environment and methods of

rearing also can have profound. effects upon intelli-

gence. Chimpanzees reared for thefirst year oflife in

impoverished environments remained cognitively in-

ferior as adults when compared to other chimpanzees

that had been group-reared during their first year of

life. Chimpanzees’ global learning ability (learning on

a wide variety of tasks) appears to be much morevul-

nerable to the effects of impoverished rearing than is

the ability of rhesus monkeys. This observation sug-

gests that the intelligence of adults whose species are

noted for having very complex brains, such as our

own, is particularly dependent on good rearing and

ample stimulation from birth.

INTELLIGENCE AND THE ANECDOTE

Early discussions aboutintelligence in nonhumans

(dating to Romanes in 1882) relied on the anecdotal

method for evidence. Anecdotes are essentially single

reports of fortuitous observations. People enjoy re-

counting the clever actions of their pets—little prob-

lems they solve, sounds they make, and so forth. Even

though some anecdoteshave significantgrainsof truth,

they are of minimal value to us because, by their very

nature, they are not subject to replication or control,

hence, are not scientific. Anecdotes may be useful for

identifying interesting phenomenathat can be studied

empirically.

INTELLIGENCE AND

PROBLEM SOLVING

Oneearly attempt to examine clever behaviors by

nonhuman primates in a scientific context was the

classic series of experiments by Kohler (1925). In some

of his best known studies, Kohler suspended a prized

incentive, such as a banana, from a string so that chim-

panzees could see but not reach it. Available to the

chimpanzees wasa variety of items—sticks, boxes, and

so forth—with which the animal was familiar but

which had never been used to retrieve an incentive in

such a context. Would the chimpanzees’ perception of

the components of the problem permit them to reor-

ganize those components so that they could stack

boxes to build a tower and reach the incentive? Would

they use the stick to strike it and makeit fall? What

kindsof ineffective tactics would be attempted? Ques-

tions of these kinds were reflections of the Gestalt

psychologists, who wereinterested in insightful learn-
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Figure 1

Kanzi, a juvenile male bonobo chimpanzee (Pan paniscus),

was the first offour to manifest language developmentin a

pattern that is very similar to that of the human child—

first, to comprehend and then “talk.” Kanzi talked through

use of computerized keyboards, because chimpanzees cannc

speak.

ing rather than learning based on the gradua

and-failure method, as in the learning of mazes.

chimpanzees were typically able to view the objects as

relevant to the problem, to stack the boxes and use

the stick to obtain the banana, without repeatedtrials

and failures.

Kohler’s, and later Yerkes’s (1929), apes were be-

lieved to have solved problemsof this kind on the basis

of insight into the essence of a problem and how it

might be solved. It was the perceptual organizational

processes of the chimpanzees, according to the Gestalt

perspective, that defined new relationships between

the use of these objects and the solution of the prob-

lems. Although no specific amount of intelligence was

assigned to such achievements by the apes, probably

everyoneis inclined to accept them as manifestations

of relatively advanced intelligence—adaptations af-

forded not by gradual trial-and-error learning, but

rather by the calculations of an active, problem-ori-

ented chimpanzee. |

Kohler’s view sharply contrasted with that of ardent

behaviorists, whose emphasis was only on observable

behavior and not mental operations. Behaviorists ob-

jected to references to “bright” animals and“insight,”

and argued, for instance, that for every lost dog that

found its way home from a distance, there were large

numbers that never did. Thus, only by chance circum-

stances did animals ever appear smart.

The contrasting perspectives of the Gestaltists, rep-

resented by Kohler, and the behaviorists in the early

part of the twentieth century can be amalgamated by

more recent research. The learning of specific re-

sponses to specific stimuli, in the style of the behav-

iorists, here will be abbreviated as stimulus-response

associative learning. The problem-solving achieve-

ments of Kohler’s apes will be termedrelational learn-

ing, because a subject learns about the relations

between stimuli, objects, and the consequences of

responding to them in various ways. For both forms

of learning, experience is necessary. For stimulus-

response associative learning to occur, there must be

repeated opportunities (i.e., trials) to learn and, char-

acteristically, the gradual elimination of errors. Por

Kohler’s relational learning, the chimpanzees only had

have prior experience with boxes andsticks to learn

their attributes before they might be perceived as

als with which to obtain an otherwise inaccessible

cacentive.

INTELLIGENCE AND LEARNING

Harlow (1949) also set out to quantify learning,

with the goal of undermining the notion of insight and

demonstrating the importance of associative learning

in problem solving. Instead, he discovered one of the

important principles of relational learning and_pi-

oneered the most popular method to date for assessing

intelligence in nonhumananimals. The importantprin-

ciple he discovered was termed learning set or learn-

ing-to-learn, and it was based on the observation that

monkeys, given repeated opportunities to learn, not

only learn what they are being taught but also learn

to learn more efficiently. The pioneering method used

to study learning set was the discrimination learning

paradigm, in which subjects had to learn which of two

novel stimuli was the correct one (the one associated

with reward) given only six trials of experience with

the material to be discriminated. Harlow observed
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that, with experience, monkeys could identify the cor-

rect stimulus in fewer and fewertrials, and he rea-

soned that performance on the secondtrial of each

problem (i.e., Trial 2 with each novel pair of stimuli)

would constitute a good measureofintelligence.

Trial 2 learning set measures have been obtainedfor

a variety of species, and generally correlate with mea-

sures of brain size. Unfortunately, learning set perfor-

mance has since been found to be confounded with

species-specific sensory-motor variables. That is, how

different species perform ontests of learning set will

differ as a function of visual ability, motor coordina-

tion, and a variety of other variables, as well as intel-

ligence. Thus, discrimination learning set has generally

been invalidated as a general animal intelligencetest.

A variety of other learning measures have also been

proposed (see Fobes & King, 1984). Most successful

among these efforts has been the use of the transfer

index (TI) and its derivatives (Rumbaugh & Pate,

1984). Transfer index is an extension of the two-choice

discrimination learning model already discussed. In

this procedure, a discrimination problem is presented

to a subject until performance reaches somecriterion,

at which time the cue values of the materials to be

discriminated are reversed for eleven trials. Rather

than examining initial learning of the discrimination

(as in learning set), which is biased by numerousstim-

ulus, response, experiential, and species character-

istics, the TI focuses on the transfer of training

demanded by these reversal trials (i.e, how does the

subject apply what it has previously learned to its per-

formance on reversal trials?). The measure itself is a

within-subject ratio of performance on reversaltrials

to performance on initial acquisition; by examining a

subject’s reversal performancerelative to prereversal

accuracy, the measureis relatively immune to sources

of bias.

Average TI values have been reported for a variety

of species. Across the primate order, TI values corre-

late significantly with brain development. Further, the

direction (positive versus negative) and degree of

transfer when acquisition criterion is changedhas also

been shownto vary with taxonomicstatus. The Spear-

man rank-order correlation between brain complexity

and direction and degree of transfer for seven primate
categories ranging from prosimian to human has been

reported to be as high as 0.93 (p < 0.01; Rumbaugh

& Pate, 1984, p. 580). Thus species with relatively

large brain-to-bodysize such as the great apes and hu-

mansare morelikely to show generalized benefits from

learning (i.e., the rule-like relational learning already

discussed). In contrast, small monkeys and prosimians,

whose brains tend to be small and withrelatively un-

complicated cortices, are noted for a lack of transfer

of learning and for stimulus-response associative,

rather than relational, learning styles. Additionally, be-

cause no other learning measurement correlates more

highly with achievementlevels on a battery of eighteen

psychological tasks than does rhesus monkeys’ trans-

fer-of-learning skills, it is suggested that there is, in-

deed, a global or general factor in nonhuman primate

intelligence, as has been argued for human intelligence.

This does not deny the additional existence of speci-

fic areas or types of intelligence (see Gardner, 1983;

Sternberg & Wagner, 1986).

INTELLIGENCE AND MEMORY

Memoryis implicit in all investigations of intel-

ligence. Additionally, the duration, capacity, modal-

ity, maintenance, and other characteristics of working

memory have been examined across primate species.

Although individual and species differencesin working

memory do not alone account for variations in intel-

ligence, it is clear that memoryinfluences both its

manifestation and its assessment across species.

INTELLIGENCE AND

PROCESSING SPEED

In an attempt to measure this general intelligence

factor in humans in such a way as to avoid sociocul-

tural or other environmental sources of bias, Jensen

(1982), Hunt (1983), and others have turned to the

measurement of mental-processing speed as a measure

ofintelligence. They have reported that scoring highly

on standardized assessments of intelligence is associ-

ated with relatively fast mental processing of an event
(i.e., discriminating a stimulus, making a decision, and
initiating a response). Thus, there is substantial sup-
port for the validity and utility of speed-of-processing

assessments of general intelligence, although the mat-
ter is not without contention.
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Similar correlations have been found for rhesus

monkeys between intelligence, as determined in the

transfer index model and speed-of-processing, mea-

sured with a choice reaction-time task. In fact, sig-

nificant negative correlations (i.e., higher intelligence

scores were associated with faster processing times)

were most pronounced between speed-of-processing

and degree of relational (versus associative) learning.

Again, these data support a continuum of general in-

telligence across species, as well as an important qual-

itative difference between associative and relational

learning capacity.

INTELLIGENCE AND LANGUAGE

In the past it was widely held that the key dimen-

sions of intelligence—theability to think and reason,

the ability to use symbols to assist problem solving,

and the capacity for a species to enculturate—are con-

tingent upon language. Language was thought to be

dependent upon speech, which was enabled by a mu-

tation unique to humans. Thus, given this perspective,

it was concluded that nonhuman animals had noin-

telligence because they had no language.

In the 1950s, there was a renewedinterest in the

question, Do apes have any capacity for language? Lan-

guage, as used here, excludes a variety of communi-

cative behaviors observed in nature, but rather refers

to the ability to become competentin the use of even

an arbitrary set of symbols (i-e., words, signs, geomet-

ric patterns, and so forth) that serve to represent

things not necessarily present in time and space that

could be used for the purpose of social discourse and

commerce. Savage-Rumbaugh and her colleagues ob-

served that Kanzi, then a 22-year-old bonobo (Pan

paniscus), learned a keyboard-based language by obser-

vation, by being reared in a language-enriched envi-

ronment where he saw people and other chimpan-

zees use language andits effects. Several years later,

and employing rigorously controlled tests, Savage-

Rumbaugh and her colleagues (1993) reported that

Kanzi could comprehend the syntax of newly spoken

requests commensurate with the ability of a 2%-year-

old child, and he could structure grammatical com-

munications through use of keyboard symbols and

gestures at the level of a 1%-year-old child. Their

report, based on comprehension, serves effectively

to counter an earlier conclusion drawn by Terrace

(1979), which stated that apes’ skills of language pro-

duction (i.e., manual signs) were due primarily to im-

itation and not competence.

To determine whether these revolutionary language

skills were the result of a species-specific intelligence

or a general primate intelligence coupled with rich,

language-steeped environment, a bonobo and a com-

mon chimpanzee were coreared from six weeksof age.

By the age of 3 years, both evidenced comprehension

of single spoken words and competent use of their

word-lexigrams(e.g., geometric symbols on computer-

controlled keyboards) in controlled tests. The bonobo

was about three times more competent than was the

common chimpanzee, however, and at age 6 could

comprehend new sentences of request. These and

other observations suggest an interaction between spe-

cies of chimpanzee and the readiness to acquire lan-

guage during infancy.

The most basic question of apes’ potential for lan-

guage can now be answeredin the affirmative. Re-

search with apes has served to redefine language in a

substantive way, with the emphasis placed on compre-

hension and not speech. Although the speech and

hearing systems of our species uniquely afford spec-

tacularly efficient, distal, linguistic communication,

speech should not be equated with language (or vice

versa). Speech mechanisms serve only to disturb the

air molecules and to send vibrations (i.e., sound

waves) to potential listeners. There is nothing, how-

ever, inherently intelligent in those waves of sound.

The intelligence of speechis interpreted or inferred by

the listener. Hence, language is first and foremost

comprehension, and not speech production. Children

come to comprehendspeech before beginning to talk.

We have learned that if a chimpanzee is reared like a

humanchild, it, too, will come to comprehend human

speech and spontaneously cometouse symbols for so-

cial communication, albeit at an early developmental

level.

It is clear that language affords a remarkable econ-

omy forintelligence, permitting knowledge to be rep-

resented, encoded,stored, retrieved, transformed, and

transmitted efficiently. It is also clear that relational

intelligence more than species membership is prereq-
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uisite for language. To hold that language is due pri-

marily to a mutation that is unique to humansis no

longer tenable. Rather, language appears to be primar-

ily dependent ontheinteraction between relational in-

telligence and upon learning and the experiences of

infancy.

BIOLOGICAL SMARTNESS AND

PSYCHOLOGICAL SMARTNESS

These findings suggest two major vectors of smart-

ness—onebiological and the other psychological—

that afford behavioral adaptation among animals. Bi-

ology always both enables and limits behavior, and it

is recognized that many behavioral adaptationsare pri-

marily determined by heredity. Fish, birds, and insects

in particular are noted for unlearned, species-specific

behaviors. Their reproductive, migratory, shelter-seek-

ing, and nest-building behaviors, for example, are

highly predictable if we know enough about an ani-

mal’s taxonomicclassification, its age, hormonalstatus,

the environment, and time of year. These behaviors are

frequently called instinctive, and although experience

can becritical to their timely appearance, they are not

obviously dependent upon learning. They are geneti-

cally dictated expressions of “biological smartness,”

and can serve the interests of adaptation and repro-

duction quite well. Animals whose adaptation depends

heavily upon such mechanisms have quite predict-

able—andtypically successful—stylesoflife.

By contrast, “psychological smartness” provides for

greater opportunity for the species both to excelin its

natural habitat and also to depart from its normative

life-style as well. Psychological smartness is made pos-

sible by an extraordinary elaboration of the cerebral

cortex and by the organizing effects that patterns of

early experiences have upon the brain. Althoughstill

both enabled by and constrained by biology, intelli-

gence enables our species to live in its natural niche,

in the world of the chimpanzee, or even in space. Sim-

ilarly, psychological smartness allows the great ape

either to succeed in the wild or, given sufficient early

experiences, to measure up even to our anthropo-

morphic standardsfor intelligence.

[Muchofthe research reported here was supported

by a National Institutes of Health grant (NICHD-

06016) and NASA grant NAG2-438 to Georgia State

University.]

(See also: EVOLUTION OF HUMAN INTELLIGENCE.)
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ANXIETY The relationship between anxiety

and intelligence has been of majorinterest to psychol-

ogists for many years. This can be seen in the work of

both Lewis TERMAN and David WECHSLER, pioneers in

the development of the most widely used measures of

intelligence for children andadults. Although Terman’s

(1925) studies of genius were centrally concerned with

the genetic determinants of intelligence, he recognized

the potential impact of “nervousness” on intellectual

functioning. On the basis of his longitudinal studies,

Terman concluded that intellectually gifted children

were superior in emotional stability, typically experi-

encing fewer nervous symptoms. (See TERMAN’S GIFT-

EDNESS STUDY.)

While Terman’s main interest was in the emotional

stability of gifted children, Wechsler (1943, 1950) fo-

cused directly on how anxiety influenced different as-

pects of intellectual functioning. Indeed, in his early

writings, Wechsler devoted an entire chapter to the

clinical measurementof anxiety (Wechsler & Hartogs,

1945). According to Wechsler (1958, pp. 175-176),

anxiety was “generally disruptive or disabling” in

termsofits effects on attention, concentration and im-

mediate memory under the time pressures associated

with scales he developed to measure different aspects

of intelligence (Wechsler, 1939).

Thestress of being tested and evaluatedis especially

debilitating for anxiety-prone individuals. For exam-

ple, Wechsler noted that “when the neurotic does

poorly on the Digit Span Test, it is not because of

defective memory, but generally because of a basic

anxiety mobilized by the test” (1950, p. 45). Thus

Wechsler recognized the importance of distinguishing

between anxiety as an emotional state and neuroticism

asa personality trait. Neurotic persons are more prone

to respondto stressful circumstances with intense anx-

iety (Spielberger, 1966).

Research has demonstrated that anxiety as an emo-

tional state as well as individual differences in anxiety

as a personality trait may influence performance on
intelligence tests (e.g., Matarazzo, 1972, Spielberger,
1958; Spielberger & Katzenmeyer, 1959). We will first
review the findingsof investigations ofthe relation be-
tween anxiety and general measures of intelligence,
and will then evaluate research on the effects of anx-
iety on different aspects of intelligence, taking into ac-
countthe conditions under which the intelligence tests
are given.

THE RELATION BETWEEN ANXIETY

AND INTELLIGENCE

In most of the early studies of anxiety andintelli-

gence, the relationship between general or global mea-

sures of these constructs was examined. Since many

different and varied measures of both anxiety and in-

telligence were employed in this research,it is not sur-

prising that the results are inconsistent and difficult to

interpret. In a numberofearly studies (e.g., Calvin et

al., 1955; Milgram & Milgram, 1977), negative rela-

tions were reported between measures of general anx-

iety, such as the Taylor (1953) Manifest Anxiety Scale

(TMAS), andintelligence as assessed by the academic

aptitude measures that are routinely administered to

college freshmen. However, other researchers using

similar measures failed to find any relationship be-

tween anxiety and intelligence (e.g., Klugh & Bendig,

1955; Sarason, 1956).

Schulz and Calvin (1955) found norelation between

anxiety andintelligence and concluded that the incon-

sistent results across studies resulted from variations

in selecting subjects and in the populations tested. To

evaluate the possibility that the inconsistencies in these

studies resulted from sampling differences, Spielberger

(1958) examinedthe relationship between anxiety and

intelligence scores for university students enrolled in

introductory psychology courses during six consecu-

tive semesters. Although the overall correlation for his

total sample of more than 1,100 students was essen-

tially zero, significant negative correlations between

anxiety and intelligence were found for those semester

samples in which average intelligence scores wererel-

atively low. In other words, high anxiety adversely af-

fected the intelligence test scores of low-ability

students while actually facilitating the performance of

some of the brightest students.
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The effects of stressful situational factors on the

relationship between anxiety and intelligence can be

seen in a study by Lewis and Adank (1975). These

investigators found a negative correlation between

anxiety and intelligence for fourth-, fifth-, and sixth-

grade elementary schoolchildren in a traditional class-

room setting, but no relationship was found for

children given individualized instruction. Traditional

instruction was apparently more stressful than individ-

ualized instruction, and thus aroused more anxiety,

which interfered with intellectual processes.

ANXIETY AND PERFORMANCE

ON THE WECHSLER INTELLIGENCE

TEST SUBSCALES

A numberofinvestigators have examined the rela-

tionship between anxiety and different components of

intelligence, such as those assessed by the subscales of

the Wechsler intelligence tests. This research may be

divided into two general types: (1) studies of the re-

lationship between measures of general(trait) anxiety

and the Wechsler subtest scores, and (2) studies de-

signed to test the effects of experimentally or situa-

tionally induced anxiety on intelligence test scores.

While the results of studies of the relation between

trait anxiety and intelligence have been inconsistent

and often contradictory (e.g., Dana, 1957; Kraus,

1965; Matarazzo, 1955), persons high in trait anxiety

tend to do more poorly on certain Wechsler subtests

whentaking the tests under stressful conditions.

Extensive research has been devoted to evaluating

Wechsler’s (1958) original hypothesis that anxiety dis-

rupts memory andattention, as reflected in scores on

the Wechsler Digit Span subtest. Although norelation-

ship was found betweentrait anxiety and digit span in

a numberofstudies (e.g., Lewinski, 1945; Steyaert &

Snyder, 1985), Moldawsky and Moldawsky (1952)

observed that digit span was especially sensitive to

situational stress, whereas the Wechsler Vocabulary

subtest was not. Hodges and Spielberger (1969) found

a significant inverse relationship between digit span

and level of state anxiety experienced while taking the

test, but no relation between digit span and the TMAS,

which measures trait anxiety. It would seem that sit-

uational stress adversely affects the performance of

students with high trait anxiety during intelligence

tests by evoking high levels of state anxiety that inter-

fere with memory andattention,as has been noted by

Matarazzo (1972).

In studies where anxiety was experimentally in-

duced, elevations in state anxiety are consistently as-

sociated with poorer performance on those aspects of

intelligence that involve attention, concentration, and

memory. For example, Walker and Spence (1965)

found decrements in digit span for subjects who re-

ported feeling anxious (“distressed”) when they were

told they were selected for the experiment because of

questionable academic performance, but no decre-

ments for students given the same instructions who

did not report feeling distressed. Additional support

for the hypothesis that situationally induced anxiety

disrupts performance on the Wechsler subtests has

been reported in a numberofstudies.

Morris and Liebert (1969) administered the TMAS

and the timed subtests of the Wechsler Adult Intelli-

gence Scale (WAIS)to university students. Half of the

subjects were informed that they were being timed

(situational stress), while the remaining half were

timed without their knowledge. Students with high

scores on items judged to measure chronic worry per-

formed more poorly under the “timed” than under the

“untimed” condition. In contrast, students with low

scores on worry itemsactually performed better when

they were timed than did low-worry subjects who

were not timed. Thus the worry componentoftrait

anxiety appears to have a debilitating influence on in-

tellectual functioning, but only for high-worry—prone

students under stressful circumstances.

THE RELATION BETWEEN STATE AND

TRAIT ANXIETY AND INTELLIGENCE

Inconsistent findings in studies of the relationship

between anxiety and intelligence appear to be due, in

part, to the failure to distinguish between anxiety as

an emotional state (S-Anxiety) and individual differ-

ences in anxiety proneness as relatively stable per-

sonality trait (I-Anxiety) or disposition (Cattell &

Scheier, 1963, Spielberger, 1966, 1972). T-Anxiety

scores provide an index of the potential to experience

elevations in S-Anxiety understressful circumstances.

There is no assurance that a particular situation will

be perceived as personally threatening, but the inten-
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sity and duration of S-Anxiety can be reliably assessed

with self-report measures (Spielberger, 1983).

In one of the earliest clinical studies of the effects
of anxiety on different aspects ofintelligence as mea-
sured by the Wechsler subtests, Schafer (1948) ob-
served that “the most conspicuous features of an
anxiety state were impaired attention (Digit Span), a
less markedly butstill noticeable impaired concentra-
tion (Arithmetic) ... and the impaired ability to plan
and later check for accuracy on Block Designs and

Object Assemblies” (p. 43). Martinez-Urrutia and

Spielberger (1973) tested the validity of these clinical

observationsin a study of Spanish-speaking Puerto Ri-

can psychiatric patients who were informed they

would be given an intelligence test. Spanish adapta-

tions of the WAIS and the State-Trait Anxiety Inventory |

(STAI; Spielberger, 1983) were then individually ad-

ministered.

The STAI S-Anxiety and T-Anxiety scales were

given immediately prior to the WAIS. Following each

WAISsubtest, a five-item S-Anxiety scale was admin-

istered, with instructions for the patients to report

“howthey felt during the particular subtest they had

just finished” (Martinez-Urrutia & Spielberger, 1973,

p. 203). After completion of the WAIS, the S-Anxiety

scale was readministered.

The pre-WAIS T-Anxiety scale was a reasonably

good predictor of the level of state anxiety experi-

enced during testing, as well as performance on most

of the WAIS subtests. In contrast, the pre-WAIS

S-Anxiety scores did not correlate with any of the

WAISscores. Perhaps the most important finding in

this study was that the S-Anxiety scales given imme-

diately after each WAISsubtest correlated more highly

with scores on that subtest than did T-Anxiety or the

other S-Anyiety measures. Thus performance on a

particular V AIS subtest was best predicted by the

level of statc anxiety experienced by the student while

working on -hat subtest.

CONCLUSIONS

Psychologists and educators have beeninterested in

the effect of anxiety on intelligence test performance

since the beginning of the twentieth century. In Ter-

man’s pioneering studies, intellectually gifted children

were observed to be emotionally more stable and to

experience fewer nervous symptoms than other chil-

dren. Even before Wechsler developedhis widely used

intelligence measures, he called attention to the dis-

ruptive effects of anxiety on intellectual functioning.

The development of self-report measures of anxiety

in the early 1950s greatly stimulated research on anx-

iety and intelligence. Contradictory findings in this re-

search resulted from a failure to distinguish between

the intensity of anxiety as an emotional state (S-Anx-

iety) and individual differences in anxiety-pronenessas

a personality trait (I-Anxiety). In more recent re-

search, significant negative relations have been re-

ported when intelligence tests were administered

understressful circumstances, and when a wide range

of intellectual ability was sampled and the average level

of intelligence was relatively low.

In general, performance on intelligence tests ap-

pears to be adversely affected by elevations in S-Anx-

iety induced by a variety of stressors such as timed

tests, stressful instructions, and feedback indicating a

negative evaluation of the individual. High levels of

state anxiety experienced during tests have the most

debilitating effects on worry-pronepersons, and inter-

fere with performance on those components ofintel-

ligence requiring attention, concentration, memory,

and cognitive processing of complex information.
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Theloss of language affects all as-
pects of a person’s life (Sarno, 1991). When one has
had an intact language system, and neurological dam-
age to the language system occurs, the resultant dis-
order is aphasia (Darley, 1982; Goodglass & Kaplan,
1983). Most often, the cause of this brain damageis
one of several types of stroke (cerebrovascular acci-
dent, or CVA). Further, when aphasia occurs,it is gen-
erally assumed that the insult is to the left side of the
brain, since this is where the majority of language pro-
cessing and production abilities are located. Specifi-
cally, the location of the lesion (damage) within the
left hemisphere will affect the characteristics of the
resulting language deficits. Because of this, there is
variability in the language profiles of individuals with
aphasia. Based on groupings of these language behav-
lors, seven categories of aphasia have been identified,
representing profiles of dimensions of both verbal out-
put and of comprehension.

Our understanding of the neural bases of language
disorders has a long history. Until the early 1860s, a
number of researchers, such as Alexander Crichton,
Jean-Baptiste Bouillaud, Franz-Joseph Gall, and Ga-
briel Andral, contributed to the discussion related to
the nature of neural processes and possible brain-lan-
guage relationships; however, it was the work of Paul
Broca that gave initial specificity to the study of

aphasia. Through postmortem examinationof a patient

whohadlimited ability to recall words, Broca was able

to identify an underlying lesion in the left inferior

frontal lobe of the brain. Broca referred to this lan-

guage disorder as aphemia; today it is knownas Broca’s

aphasia, and it continues to be characterized by a non-

fluent expressive deficit. Thus, 1865 marked the be-

ginning of the notion that language was housed within

the left hemisphere. Not long after, in 1874, Carl

Wernickeidentified a language disorder dueto alesion

in the left superior temporal lobe. This aphasia, char-

acterized by fluency and limited comprehension, is

often termed sensory aphasia, or Wernicke’s aphasia.

Researchers have elaborated on earlier, more sim-

plistic localizationist. theories of aphasia to include

broader network models (Mesulam, 1990) and have

begun to appreciate the effects of more generalized

brain damage, such as memoryandattentionaldeficits,

on the behavior of aphasics (McNeil, 1982). This arti-

cle provides a description of behaviors associated with
aphasia, general categorizations of aphasia, classifica-
tion of subtypes of aphasia, and possible concerns in
the study of aphasia.

APHASIC BEHAVIORS

Agrammatism. A nonfluent speech pattern ex-
hibited in certain subtypes of aphasia. The sound of
agrammatic speech is muchlike the sound ofa tele-
gram; the small words in the sentence (or function
words)are left out.

Anomia. Difficulty in finding words. This is a
behavior that is often present in aphasia. People with
anomia know the concept behind a word; however,
they may be unable to retrieve the name. When pa-
tients have difficulty with a particular word, they may
circumlocute by giving a description of the item or by
describing its function. This technique mayhelp a pa-
tient to get the message across without recalling the
word, or may actually serve as a cue to retrieve the
word. There are times when anomia is the primary
language deficit. In such an instance, the diagnosis of

anomic aphasia may be made.

Jargon. Jargon is jumbled-up speech.It is fluent
and well inflected, so from a distance the person with
aphasia may soundlike heor sheis speaking normally;
however, the speech output is primarily made up of
various types of paraphasia (see next paragraph) and is
generally incomprehensible. There are persons with

aphasia whose entire verbal output is made up of

Jargon.

Paraphasia. All types of paraphasia involve er-

rors in the production of words that are not due to

deficits in articulation (Goodglass & Kaplan, 1983).

The incorrectly produced words mayoccurinrelative

isolation in otherwise fluent speech, or, in the case of

jargon, they may dominate the verbal output of the

person with aphasia. There are three types.

Verbal paraphasias (semantic paraphasias) include er-

rors in which one word is substituted for another.

These word substitutions maybeeither related or un-

related to the correct word. For example, the individ-

ual with aphasia may say the semantically related word

“table” instead of “chair” or “fork” instead of “spoon”
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in a related verbal aphasia. The substitution of “car”

for “apple” would exemplify an unrelated verbal par-

aphasia.

A second classification of paraphasia involves errors

in the sounds of a word. Theseliteral paraphasias (pho-

nemic paraphasias) may take the form of sound omis-

sions (“kip” for “clip”), sound substitutions (“boon”

for “book”), or a rearrangement of the sounds in the

word (“umrebla” instead of “umbrella”).

In the most extreme form of paraphasia, over half

the sounds in the intended word are incorrect, yield-

ing a new word. These neologistic paraphasias, or neolo-

gisms, do not appear to be words in the language of

the speaker. Examples of neologisms would include

“clagna” for “pencil” or “bodel” for “hat.” Neologisms

are pronounced andstressedjust as if they were actual

words and may not be perceived as errors by the

aphasic speaker.

Stereotypes. In essence, stereotypes (speech au-

tomatisms) are verbal utterances used over and over

again by an aphasic. In the case of a severe aphasia,

one or two stereotypes may be the entire range of the

person’s verbal output. Stereotypes have been de-

scribed as being either nondictionary verbal forms (for

example, “daloo daloo”) or dictionary forms (for ex-

ample, “fine fine” or “that’s the way”) (Alajouanine,

1956). Blanken, Wallesch, and Papagno (1990) pro-

posed that these speech automatismsrelate to speech

output alone and do not necessarily indicate the pres-

ence of severe comprehension deficits.

GENERAL CLASSIFICATIONS

OF APHASIA

Fluent Aphasia Versus Nonfluent Aphasia.

The distinction between fluent and nonfluent aphasia

is based on the verbal output of the aphasic individual.

Fluent aphasics demonstrate normal prosodic patterns

in their speech. In other words, the melodic line of

speech remains intact. Nonfluent aphasics’ speech

lacks normal stress and intonational patterns (Brook-

shire, 1992). All of the subcategories of aphasia can be

described as either fluent or nonfluent. Thus the de-

cision as to whethera patient exhibits a fluent aphasia

or a nonfluent one is the first step in classifying an

aphasia. The major fluent aphasias include Wernicke’s,

transcortical sensory, conduction, and anomic. Pri-

mary nonfluent aphasia types include Broca’s, trans~

cortical motor, andglobal.

With

neurophysiology and lesion site in mind, some speak

Posterior Versus Anterior Aphasia.

of aphasia as being of either an anterior type or a pos-

terior type (Davis, 1993). This description reflects the

fact that in most cases an anterior lesion (in the infe-

rior posterior frontal lobe) results in a nonfluent type

of aphasia and a posterior lesion (superior temporal

lobe) results in a fluent aphasia. Thus, by using the

termsanterior orposterior, there is a broad reference to

the lesion area and the most commontypeofresulting

aphasia.

TYPES OF APHASIA

Due to the great variability in aphasic behaviors,

general terms, such as those represented by the di-

mensions of fluency or location, are very limited in

providing a description of the aphasic’s language char-

acteristics. However, through testing, behaviors can be

isolated and a type of aphasia diagnosed that reflects

some greater specificity of language behaviors. Diag-

nosis, however, is often approached with caution,since

nosological terminology is meant only to provide a de-

scriptor of relative areas of strength and weakness.

Following initial classification, each patient should be

viewed as an individual with a unique communicative

deficit, then treated based on his or her own needs.

The following classification system, based on the work

of Goodglass and Kaplan (1983), is commonly used by

those working in the field of aphasia. It is not pre-

sented as a sole system or complete description. For

further investigation into issues surrounding classifi-

cation of aphasia, the reader is referred to the works

of Darley (1982), Kertesz (1979), LaPointe (1990),

McNeil (1982), and Sarno (1991).

Thefirst two types of aphasia to be described, Bro-

ca’s and Wernicke’s, have been referred to as central

aphasias (Benton, 1991). These aphasias arise due to

damage in the central portions of two primary lan-

guage areas and directly affect the production and

comprehension of language. Other types of aphasia are

paracentral and may be caused by interference in the

transmission of language impulses between the lan-
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guage centers themselves or between language centers
and other neural centers.

Broca’s Aphasia (Motor Aphasia, Expressive
Aphasia). _Broca’s aphasia is a primary nonfluent
aphasia. Verbal output is characterized by halting, ef-
fortful, agrammatic utterances. Repetition of utter-
ances maybe in a range from poorto mildly deficient.
Naming abilities also may fall into a range of ability
from marked to mildly deficient. A key to diagnosisis
poor verbal output despite fairly well-preserved audi-
tory comprehension. Patients may appear quite disor-
dered when they speak; they will understand much of
whatis said to them, however. They tend to be aware
of their disorder and often become extremely frus-
trated by their communication deficit. Typically, the
brain damage that results in this form of aphasia is
located in the inferior posterior frontal lobe of the left
hemisphere (Broca’s area).

Wernicke’s Aphasia (Sensory Aphasia, Re-
ceptive Aphasia).

|

Wernicke’s aphasia can be
viewed as the opposite of Broca’s aphasia. The Wer-
nicke’s aphasic patient speaks fluently; however, audi-
tory comprehensionis markedly impaired. This is not

to suggest that verbal output is functional. Wernicke’s

aphasics may exhibit behaviors such as semantic and

literal pharaphasias, neologisms, and jargon. The re-

sulting speech is often inadequate in contentfor effec-

tive communication. The patient with Wernicke’s

aphasia may be relatively unaware of his or her lan-

guage deficit and may be quite verbose. The brain

damage that producesthis type of aphasia is commonly

centered in the superior part of theleft temporal lobe

(Wernicke’s area), just posterior to the primary area

for hearing.

Global Aphasia.

ing form is global aphasia. Patients may not be able to

Aphasia in its most devastat-

produce meaningful speech or understand whatis

said to them. Stereotypes are most commonin this

population, with verbal utterances limited to the re-

iteration of a few words or sounds. Communication

maybe facilitated when it centers on topics that are

of immediate relevance to the patient and when

only yes-or-no responses are required. Brain damage

in these cases may be extensive, involving both ante-

rior and posterior language areas of the left hemi-

sphere.

Transcortical Motor Aphasia (Dynamic Apha-
sia). This typeis similar to Broca’s aphasia. One of
the majordifferences is that patients with transcortical
motoraphasia are able to repeat phrases muchbetter
than those with Broca’s aphasia. They may beable to
repeat multiword utterances fluently, even though
their self-initiated utterances may be halting and la-
bored. The lesion that has been associated with trans-
cortical motor aphasia is most likely in the area around
Broca’s area. Further, the lesion is typically smaller
than that associated with Broca’s aphasia.

Transcortical Sensory Aphasia (Amnesic
Aphasia). Like the Wernicke’s aphasic, those with
transcortical sensory aphasia have difficulty compre-
hending the speech ofothers. They usually also have
fluent spontaneous speech that contains paraphasias
and neologisms. There is a general lack of information
conveyed in verbal output. A key diagnostic variable,
however, is the superior repetition skill of this group.
A patient with transcortical sensory aphasia may be
able to repeat long utterances and may correctly pro-
duce learned materials such as prayers or rhymes. Such
lengthy coherent output may be deceiving, suggesting
an intact verbal output mode. The brain damage that
producesa transcortical sensory aphasiais thought to
be one that isolates the language areas from the areas
of the brain that interpret and integrate the language
information. Thus, the language system is able to re-

ceive speech, processit, and produce a repetition, with

no real “understanding” ofthe message.

Conduction Aphasia (Central Aphasia, Af-

ferent Motor Aphasia). Conduction aphasia may

be viewed as a breakdown in the transmission of infor-

mation from the language comprehension and language

formulation area (Wernicke’s area) to the language out-

put center (Broca’s area). These patients may be fluent

in their speech, often demonstrating well-formed lengthy

utterances; however, there does appear to be a deficit

related to the sequencing of the sounds of speech

(phoneme sequencing). Some patients may demon-

strate literal paraphasias as a result of this production

deficit. When asked to repeat utterances, these pa-

tients may appear more like a patient with Broca’s

aphasia, exhibiting significant problems. Otherwise,

they often have relatively preserved auditory compre-

hension and at least moderate verbal outputabilities.
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Anomic Aphasia (Nominal Aphasia). Anomia

refers to difficulty finding words. In the case of anomic.

aphasia, the primary deficit is the retrieval of words.

This type is considered the least severe of the fluent

aphasias. Though a specific word may not be recalled,

anomic aphasics may talk around the problem word

(or use circumlocution) and even describe the object

or event. Though these patients may have good un-

derstanding of the speech of others, they may fail to

comprehend the words that are difficult for them to

recall. The location of the lesion that produces an ano-

mia is not well defined. This may be due to the oc-

currence of anomia in a variety of aphasia categories

and in more generalized brain disorders, such as de-

mentia.

FUTURE DIRECTIONS IN APHASIA

There is a great deal of interpersonal variability in

the manifestation of the aphasic condition. This vari-

ability may be due,in part,to differences in the neural

representation of language between individuals. Pre-

diction of behaviors based on site of lesion must,

therefore, be madetentatively. Thereis also variability

within the behaviors exhibited by an individual aphasia

patient (McNeil, 1982). Such intrapersonal variability

makesisolation of an individual’s true level of ability

quite difficult. Currently, researchers are attempting to

describe further the neural basis of language behaviors.

Also, the roles of memory and attention in aphasia are

being examined. With the knowledge gained from

continued research, the variability both between and

within aphasic patients may be better understood and

addressedclinically.

Modern neuro-imaging techniques have been help-

ful tools in this investigation of language behaviors.

Electrical stimulation of cortical tissue has helped to

documentindividual variability of the neural repre-

sentation of language (Ojemann, 1983). Computerized

tomography (CT) and magnetic resonance imaging

(MRI) have allowed direct observation of aphasia-pro-

ducing lesions, thereby providing knowledge about the

language role of specific neural regions (Basso et al.,

1985; Lefkowitz & Netsell, 1993). Event-related po-

tentials (ERPs) have been used to investigate the na-

ture of language processing (Fischler, 1990; Hillyard &

Picton, 1987). Further, ERPs have been used directly

to measure hemispheric activation following aphasia

(Selinger & Prescott, 1993) and aphasics’ attentional

abilities (Peach, Newhoff, & Rubin, 1993). Positron

emission tomography (PET) hasalso been important

in providing an understanding of neural activity asso-

ciated with language (Maziotta et al., 1982; Peterson

et al., 1988). With the availability of these modern

techniques, more answers regarding the nature of

aphasia may be in our future.
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APTITUDE TESTS

school, training, or a career has been an important

Forecasting success in

application of psychological tests since their inception

in the early 1900s. For this prediction task, psycholo-

gists have focused on the role of aptitude. Essentially,

aptitude is potential ability or the capacity to learn.

For example, mechanical aptitude is the capacity to
acquire mechanicalskills, musical aptitudeis the ability
to learn musical skills, and scholastic aptitude is the
capacity to learn whatis taught in a typical school
curriculum. Although psychologists acknowledge that
interest, drive, and other personality traits are impor-
tant, aptitude is seen as the necessary ingredient in
school, training, or career success.

Aptitude tests provide quantitative estimates of a
person’s potential for learning the knowledge andskills
needed for school, training, or career success. The pur-
pose ofthis brief commentary is to survey widely used
aptitude tests in relation to specific aptitudes, school-
ing, and employment. This article will concentrate on
the multiple aptitude batteries used in school, military,
and vocational settings, but also make brief reference
to special aptitude tests. In addition, it will discuss

some promising developments in aptitude tests and

highlight certain cautions and concerns about their
use.

Most aptitude tests are paper-and-pencil measures

suitable for group testing. The few apparent excep-

tions arise from inconsistent use of terminology. For

example, the Detroit Tests of Learning Aptitude—2, or

DTLA—2 (Hammill, 1985), must be administered one-

on-onebya trained clinician. In spite of its title, most

psychologists consider the DTLA-2to be anindividual

intelligence test. Another test with an arguably mis-

leading title is the Multidimensional Aptitude Battery,

or MAB (Jackson, 1984). Even though it is a paper-
and-pencil measure suitable for group testing, the

MABisclearly an intelligence test. In fact, the MAB

was purposely designed, subtest by subtest, to mirror

the popular Wechsler Adult Intelligence Scale—Revised

(Wechsler, 1981).

The distinction between aptitude, intelligence, and

achievementtests is important in this context. In gen-

eral, intelligence tests sample a broad assortment of

cognitive skills in order to estimate current intellectual

functioning. Achievement tests measure currentskill

attainmentin relation to identified educational goals of

school ortraining programs,In contrast, aptitude tests

assess several distinctive segments of ability (in the

case of multiple aptitude batteries) or a single focused

ability (in the case of special aptitude tests) for the

purpose of predicting future performance.
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Actually, the distinction between these three types

of tests is often fuzzy (Gregory, 1992). The correlations

among scores on aptitude, intelligence, and achieve-

ment tests can be substantial, and items from these

tests maybesimilarin style and content. In large mea-

sure, aptitude tests are defined by their practical ap-

plications. The most important of these applications

are gatekeeping functions, such as school admission,

corporate employment, and military entry, and guid-

ance functions, such as academic counseling, career

advising, and job placement. These uses of aptitude

tests are discussed below.

COLLEGE ADMISSION TESTS

An importantuse of aptitude tests is the prediction

of performance in college. Based on the knowledge

that low scores on a scholastic aptitude test predict

college failure, many institutions of higher education

set minimum standards for admission. The two most

widely used tests for this purpose are the SCHOLASTIC

ASSESSMENT TESTS (SAT) and the AMERICAN COLLEGE

TEST (ACT) Assessment Program.

The oldest of the college admissions tests is the

SAT, which dates back to 1926. The SAT is updated

on a yearly basis. The test yields separate verbal and

mathematics scores, reported on a scale that ranges

from 200 to 800. Characteristic item types for the ver-

bal portion include the following (Gregory, 1992):

Antonyms: Choose the word that is most

nearly opposite in meaning to

a given word.

Analogies: Select a pair of wordsthat best

expresses a relationship similar

to that expressed in a stimulus

pair.

Sentence completions: For a sentence with one or

two blanks, choose a wordor

pair of words that best fits the

meaning of the sentence as a

whole.

Reading comprehension: Read a passage and answer

multiple-choice questions based

on whatis stated or implied in

that passage.

Characteristic item types for the mathematics portion

include the following (Gregory, 1992):

Regular mathematics: Solve basic problemsin ge-

ometry andalgebra.

Quantitative comparisons: Choose from two quan-

tities which is greater, or

denote that they are equal,

or denote that the problem

is unsolvable from the in-

formation given.

A recurring misconception about the SAT is that

the mean score eachyear for the verbal and the math-

ematics subtests is 500 and the standard deviation is

100. In fact, the mean of 500 and the standard devia-

tion of 100 refer to the mean and standard deviation

of the anchor group of 10,654 students who took the

verbal portion of the SAT in 1941 (Donlon, 1984).

Each year, current scores are equated to the anchor

scores by linking each new form of the test to a pre-

vious form. Since some test items are always carried

forward to the next year, it is possible to compare the

relative difficulty of new forms with old ones. This

procedure guarantees that yearly SAT scores are based

on the same measurementscale used in 1941. Thus, it

is possible to chart long-term national trends in SAT

scores, even though the specific items on the test are

revised and updated on a regular basis.

For reasons that are not fully understood, mean

SAT scores declined significantly from 1962 to the

mid-1980s and then began an upward turn. This was

especially true for the verbal portion of the test. In

1983 the mean SAT verbal score reached a low of 420,

almost a standard deviation below the results for the

1941 normative sample. Some persons have speculated

that social changes such as the expansion oftelevision

may have contributed to the decline. Another hypoth-

esis is that the scholastic aptitude of America’s youth

has changedlittle over the decades, but that the sam-

ple of students enticed to take the SAT in the 1970s

and 1980s included larger proportion of academically

less capable college aspirants, resulting in anartificial

decline of average SAT scores. As reviewed by T. F.

Donlon (1984), these hypotheses are difficult to verity.

The SAT meets high standards of technical excel-

lence. The verbal and mathematics subsections each

 

111



APTITUDE TESTS

TABLE1

Subtests and item types for the ACT

 

Subtest

English usage (75 items, 40 minutes)

Mathematics usage (40 items, 50 minutes)

Social studies reading (52 items, 35 minutes)
Natural sciences reading (52 items, 35 minutes)

Item Types

Choose revisions for short prose

passages.

Solve basic college mathematics

problems.

Comprehendsocial science writings.

Comprehend science writings.
 

showtest-retest reliability coefficients in the high .80s,
which meansthat the standard error of measurement
is a tolerable 30-35 points. In other words, the
chances are roughly two out of three that a person’s
“true score”—the score the person would get if he or
she took the test over and over again—is within 30-
35 points of the observed score. The ability of the test

to predict college performance has been examinedin

more than 600 studies (Donlon, 1984). The combined

SAT scores (verbal plus mathematics) correlated .42,

on average, with college freshmen grade point average,

but this correlation is artificially low because of the

restricted range of measurement. Thereal correlation

is no doubt substantially higher, since many students

who obtain low SAT scores—and who would havere-

ceived correspondingly low college grades—never at-

tendcollege.

Another widely used college admission test is the

ACT, initiated in 1959. The ACT consists of separate

tests in English, mathematics, social studies, and nat-

ural sciences that emphasize the application of knowl-

edge (American College Testing Program, 1988).

Subtests and item types for the ACT are described in

Table 1.

ACT scores are reported on a 36-point scale, with

a mean of approximately 16 and a standard deviation

of about 5. A composite score, whichis the average of

the four tests, is also provided. The ACTrivals the SAT

for technical adequacy andpredictive validity.

ADMISSION TO POSTGRADUATE

PROGRAMS

Aptitude tests play a major role in admission to

postgraduate programs such as graduate school, law

school, and medical school. Indeed, it is not unusual

for graduate school admission committees to place a
greater emphasis on Graduate Record Exam (GRE)
scores than on any other single factor. In addition to
the GRE,tests commonly used for admission to post-
graduate programsare the Law School Admission Test
(LSAT), required of applicants to law school, and the
Medical College Admissions Test (MCAT), required of
applicants to medical school. Each ofthesetests is dis-
cussed briefly below.

The GREis an objectively scored group test widely.
used in the selection of candidates for graduate pro-

grams. In addition to advanced achievementtests in

many academic fields, the GRE consists of three gen-

eral sections: verbal, quantitative, and analytical apti-

tude. The verbal section (GRE-V) consists of verbal

analogies, antonyms, sentence completion, and reading

comprehension. The quantitative section (GRE-Q)

contains problems in algebra, geometry, quantitative

comparisons, reasoning, and the interpretation ofdata,

graphs, and diagrams. Theanalytical section (GRE-A),

added in 1977, consists of analytical and logical reasoning

problems. All GRE scores are reported as standard scores

with a mean of 500 and a standard deviation of 100. Test

results are anchored to a fixed reference group of 2,095

college seniors examined in 1952 on the verbal and

quantitative portions of thetest.

The general GREtests possess respectable RELIABIL-

ITY, with internal consistency reliability coefficients

typically around .90 for the three components. VALID-

ITY is more difficult to evaluate because of the restric-

tion of range problem. Specifically, persons with low

GREscores are rarely admitted for graduate study, so

the full range of outcomes on the predictor (GRE

scores) and the criterion (performance in graduate

school) is unavailable for statistical analysis. Nonethe-

less, the combination of GRE verbal and quantitative
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scores correlates around .3 with graduate school

grades; the correlation is even higher, around .4, when

undergraduate grades are included (Cohn, 1985, Jae-

ger, 1985).

The LSAT is required of applicants to virtually

every law school in the United States. The LSAT con-

sists of objective items that tap reading comprehen-

sion, logical reasoning, and analytical reasoning. These

results are summarized as a single score that can range

from 10 to 48 (mean of 30.5 and standard deviation

of 8). An unscored writing sample is also obtained.

Both the total score and the writing sample are for-

warded to law schools specified by the examinee. A

unique feature of the LSAT is that the items do not

directly test prior knowledge of data or facts in any

field. Instead, the test items are designed to tap the

thinking skills needed in law school. The test has ac-

ceptable reliability (internal consistency coefficients in

the .90s) and is regarded as a moderately valid predic-

tor of law school grades. In one fascinating study,

LSAT scores correlated more strongly with state bar

examination results than with law school grades (Mel-

ton, 1985).

The MCATis required of applicants to most med-

ical schools in the United States. Unlike the LSAT,

which has minimal dependence on specific informa-

tion, the MCATassesses knowledge of biology, chem-

istry, and physics, as well as verbal and quantitative

thinking skills. The MCATyields six scores: biology,

chemistry, physics, science problems, skills analysis:

reading, and skills analysis: quantitative. Each of the

six scores is reported on a scale from 1 to 15 (means

of about 8.0 and standard deviations of about 2.5).

Reliability of the MCAT is somewhat lower than that

of other aptitude tests used for admissions testing,

with internal consistency and split-half coefhcients

mainly in the low .80s. MCATscores are mildly pre-

dictive of performance in medical school. As with

many aptitude tests used for selection purposes, the

validity of the MCATis no doubtsubstantially under-

estimated by studies that show weak correlations be-

. tween MCAT scores and performance in medical

school. This is due to the restriction-of-range co-

nundrum noted above: examinees with low MCAT

scores—who would generally confirm the validity of

the test by performing poorly in medical school—are

rarely admitted.

TABLE 2

Subtests of the ASVAB
 

Arithmetic reasoning* General science

Numerical operations* Mathematics knowledge

Paragraph comprehension* Electronics information

Word knowledge*

Coding speed

Mechanical comprehension

Automotive and shop

information
 

*Armed Forces Qualifying Test (AFQT).

MILITARY AND OCCUPATIONAL

APPLICATIONS

Another important use of aptitude tests is for vo-

cational guidance and selection in military and occu-

pational settings. The most important test used by

military personnel is the ARMED SERVICES VOCATIONAL

APTITUDE BATTERY (ASVAB). The ASVAB is a paper-

and-pencil group test used by the armedservices to

screen applicants and to assign recruits to jobs and

training programs. The ASVABconsists of ten subtests

(Table 2). Four of the subtests constitute the Armed

Forces Qualification Test (AFQT), whichis the initial

qualifying test for all services.

ASVABresults consist of various subtest combina-

tions reported as seven composite scores. The three

academic composites are as follows:

Academicability

Word knowledge

Paragraph comprehension

Arithmetic reasoning

Verbal

Word knowledge

Paragraph comprehension

General science

Mathematics

Mathematics knowledge

Arithmetic reasoning

The four occupational composites are as follows:

Mechanical andcrafts

Arithmetic reasoning

Mechanical comprehension

Auto and shop information

Electronics information
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Business andclerical

Word knowledge

Paragraph comprehension

Mathematics knowledge

Coding speed

Electronics and electrical

Arithmetic reasoning

Mathematics knowledge

Electronics information

General science

Health, social, and technology

Word knowledge

Paragraph comprehension

Arithmetic reasoning

Mechanical comprehension

The ASVAB composite scores show excellentreli-

abilities (internal consistency coeffhcients typically in

the low .90s) and good predictive validities. For ex-
ample, the median correlation, corrected for restric-

tion of range, between ASVAB composites and final

grades in navy entry-level vocational schools was .73

(Weitzman, 1985).

One concern about the ASVABis the redundancy

of the composite scores. The average correlation

among these seven scores is .86, which suggests that

TABLE 3

Subtests and item types on the DAT

the composites do not measure separate, specific ap-

titudes (Murphy, 1984). The ASVABis a good measure
of general ability, but its functioning as a multiple ap-
titude test battery is more controversial.

The Differential Aptitude Tests (DAT) are widely
used for educational and vocational guidance, partic-
ularly for students in grades 8 through 12 (Bennett,
Seashore, & Wesman, 1982). In addition, the DAT is
used for vocational guidance of young adults and in
the selection of employees. The subtests and item
types of the DAT are described in Table 3.

DAT scores are reported as percentile ranks in
comparison to the performance of 62,000 students
from representative high schools in the United States.
In addition to scores for the eight tests listed in Table
3, a ninth score indicative of scholastic aptitudeis also
provided. This score is based upon the average of ver-

bal reasoning and numerical ability.

The individual components of the DAT possess ex-
cellent reliability, but the question of validity is more
complicated. There is no doubt that DAT scores cor-
relate significantly with relevant nontest criteria, such
as course grades and success in vocational training
programs. This is especially true for the scholastic-

aptitude component (verbal reasoning and numerical

ability), which correlates in the .70s and .80s with high

 

Subtest Item Types
 

Verbal reasoning

(50 items, 30 minutes)

Numerical ability

(40 items, 30 minutes)

Abstract reasoning

(45 items, 20 minutes)

Clerical speed and accuracy (2 parts: 100

items, 3 minutes each)

Mechanical reasoning

(70 items, 30 minutes)

Spatial relations

(60 items, 25 minutes)

Spelling

(90 items, 20 minutes)

Language usage

(50 items, 20 minutes)

Solve verbal analogies.

Perform arithmetic computations.

Detect relationships in a series.

Compare letter and number

combinations quickly.

Apply mechanical principles.

Visualize in three dimensions.

Identify correct and incorrect spelling.

Identify mistakes in grammar,

punctuation, or capitalization.
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school and college grades. Yet, the DAT correlations

do not always support the differential validity of the

individual tests. For example, the best single predictor

of boys’ grades in English and literature is numerical

ability, not verbal reasoning. In spite of such caution-

ary findings, DAT results can be used to suggest spe-

cific educational and occupational areas related to each

of the aptitude scores. For example, persons whoscore

high onspatial relations might find architecture a suit-

able profession; a high score on clerical speed and ac-

curacy is compatible with the office professions; a high

score on mechanical reasoning mightsignify aptitude

for a hands-on profession such as mechanic. These

kinds of recommendations, which are included in an-

cillary materials provided with the DAT results, should

be viewed as discussion points for students and their

parents, and not regarded as firm predictions.

TESTS FOR SPECIAL APTITUDES

Hundreds of narrow aptitude tests have been con-

structed to meet specialized needs. These tests help

perform the same kinds of gatekeeping and guidance

functions as the multiple aptitude batteries discussed

above. For example, in selecting students for admis-

sion, an art school might use an artistic aptitude test

in conjunction with other information; in deciding

whether to pursue intensive training in music, a stu-

dent might desire feedback about her aptitude in that

area; and in admitting young students to a program for

the gifted and talented, a psychologist might rely, in

part, on a creativitytest. There are manysituations in

which short tests for special aptitudes are essential.

Forillustrative purposes, two special aptitude tests will

be described here, the Bennett Mechanical Compre-

hension Test, or BMCT, and the Seashore Measures of

Musical Talent, or SMMT. (For further coverage ofthis

topic, the reader is referred to the Mental Measurements

Yearbook, published periodically by the Buros Institute

of Mental Measurements, e.g.,, Kramer & Conoley,

1992).

The BMCTcan beusedto help select applicants for

training in hands-on professions that require the un-

derstanding of mechanical principles (e.g., plumber,

machinist, or mechanic). The test consists of pictures

that depict basic mechanical principles encountered in

everyday life. For example, a typical item might show

the drawing of a bus and ask the examinee to designate

the seat that provides the smoothest ride. A huge body

of research has been published on the BMCT (Bech-

toldt, 1972). Interestingly, this test proved to be one

of the best predictors of pilot success during World

WarII (Ghiselli, 1966).

The SMMThas been widely used to help identify

persons with aptitude in music. The six tests of the

SMMTmeasurepitch, loudness, time, rhythm, timbre

discrimination, and tonal memory. The format of the

test is deceptively simple: after appropriate instruc-

tions and sample items, pairs of musical stimuli are

presented, and for each pair, the examinee must de-

termine whetherthe stimuli are the sameor different

on the dimension in question. Reviewers generally re-

spect the SMMT, even though they complain that it

overlooks important aspects of musical talent (Bean,

1965).

APTITUDE TESTS IN PERSPECTIVE

In modern industrialized societies, aptitude tests

have been widely accepted as proper starting points

for the selection of applicants in many educational,

employment, and military settings. Thesetests are also

generally respected as useful tools in academic coun-

seling, career advising, and job placement, particularly

when the results are conveyed and interpreted by a

trained counselor or psychologist. These positive fea-

tures notwithstanding, there is room for improvement

in aptitude testing, and certain cautions and concerns

about these instruments need to be mentioned.

Regarding the improvement of aptitude tests, one

very promising development is computerized adaptive

testing (CAT). Theessential feature of this approach is

flexible, individualized administration of test items by

a computer. In CAT, a computer program monitors the

examinee’s performance item by item andselects ap-

propriately difficult questions, based on results up to

that point. Each subject is administered the minimum

numberof questions needed to obtain a predetermined

level of measurement accuracy. The subject’s score is

based not on the numberof items passed but on their

difficulty level. Even though each examinee may an-

swer a different set of questions, the scores are com-

parable for all persons examined with the item pool

(Anastasi, 1988). As computer systems continue to be-
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come more accessible and interchangeable, CAT and
other computerized approaches to testing likely will
flourish.

The use of aptitude tests should be tempered with
practical cautions and philosophical concerns. The
most important practical caution is that aptitudetests
are group tests and therefore vulnerable to the well-
known pitfalls of such instruments. In group testing,
it is difficult to know whether the examinee has fol-
lowed directions correctly and put forth a good effort.
Likewise, it is difficult to determine whether the ex-
aminee hasa specific learning disability (e.g., a reading
disability) as opposed to low aptitude. Invariably, some
examinees will score far below their true ability on

aptitude tests, with undesirable consequences for the

individual and society as well. Aptitude-test users need

to acknowledge the fallibility of their instruments and

incorporate checks and balances in decision making,

wherepossible.

The use of aptitude tests also raises philosophical

concerns about the heavy emphasis upon objectivetest

scores for selection purposes such as college admission.

E. Kifer (1985) raised this point in reference to the

ACT:“It is just as defensible to select on talent broadly

construed as it is to use test scores however high.

There are talented students in many areas—leaders,

organizers, doers, musicians, athletes, science award

winners, opera buffs—who may have moderate or low

ACT scores but whose presence on a campus would

changeit.” The properbasis for selection is, of course,

a question of societal values and need notinvolve ap-

titude tests at all. Nonetheless, to the extent that so-

ciety can identify specific human capacities desired for

selection, an appropriate aptitudetest is probably the

best way to identify persons with those capacities.

(See also: ARMED SERVICES VOCATIONAL APTITUDE BAT-

TERY; GENERAL APTITUDE TEST BATTERY; TESTING IN

GOVERNMENT AND INDUSTRY.)
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APTITUDES See ABILITIES AND APTITUDES.

APTITUDE—-TREATMENT INTERACTION

The term aptitude—treatment interaction (ATI) refers to

situations in which particular characteristics of differ-

ent persons influence the effects of treatment condi-

tions administered to those persons. In turn, the

importance of particular personal characteristics in re-

lation to the goals of treatment depends on whatpar-

ticular treatment conditions are administered. In other

words, individual differences among persons(aptitude

variables) interact with variations in environmental

conditions (treatment variables) to influence learning,

job performance, or some other important goal; the

aptitude and treatmenteffects are multiplicative rather

than additive; that is, they jointly determine a person’s

behavior.

Possible aptitude variables include not only intelli-

gence and various specialized cognitive or psycho-

motor abilities but also many aspects of human

personality and motivation; only intellectual aptitudes

are considered here. Treatmentvariables maybealter-

native instructional methods or media in educational

settings, alternative training systems in industry and

the military, or alternative psychotherapeutic tech-

niques in clinical settings. Treatment variations may

also include job or equipment design alternatives

where optimal work performance, notjust learning, is

the goal; classifications of persons into different jobs

are basically aptitude-treatment matching decisions

implying interactions.

The study of ATT in education and training aims at

understanding when, how, and whydifferent kinds of

persons benefit from different kinds of instruction, in

the hope that instructional treatment conditions can

be improved by adapting them to the learning needs

and characteristics of each kind of person. Similarly,

the therapist seeks to choose or create a therapy

adapted to the particular needs and characteristics of

each client; research compares the effectiveness of dif-

ferent therapies against the initial characteristics of dif-

ferent clients. Job or equipment design issues usually

involve the study of interactions to evaluate personnel

selection, classification, and training procedures or to

suggest workplace redesigns.

Research on ATI is a special case of the scientific

study of organism—environmentinteraction. The pos-

sibility of such interactions has long been routinely ac-

knowledged in thescientist’s standard qualifier “other

things being equal” and the routine question “Can we

generalize to other groups (communities, cultures,

etc.)?” Evolutionary biology is interactionist. ATI is put

to practical use in medicine; for example, the physi-

cian’s choice of antibiotic treatment depends on the

patient’s answer to the test question “Have you ever

had an allergic reaction to penicillin?” This example

also shows that aptitude can be positive or negative.

Although interactional thinking is evident in the

writings of ancient philosophies, both Eastern and

Western, it was Lee J. CRONBACH (1957) who defined

ATI as both a fundamental concept and a fundamental

problem for modern psychology. The scientific and

practical implications of the problem have been sys-

tematically addressed only since the 1970s (Cronbach,

1975; Cronbach & Snow, 1977; Snow, 1989), but in-

teractional research has now accumulated in a variety

of fields of psychology. There have also been substan-

tial advances in methodology (Cronbach, 1982, 1991;

Snow, 1991a).

EVIDENCE AND IMPLICATIONS

FOR EDUCATION

The most extensive evidence on ATI so far comes

from research in education. Many kinds of individual

differences among students have been observed and mea-

sured. When these measures predict student differ-

ences in learning from instruction, they are considered

indicators of aptitude, which should be interpreted as

readiness to profit from the particular instructional

treatmentat hand. Indeed,intelligence tests were first

invented to predict school achievement under the

conventional instructional conditions in Paris around
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1900. Unfortunately, because these predictive corre-
lations have since been found so strong in so many
educational situations, intelligence came to be equated
with aptitude and interpreted as the ability to learn
from anykind ofinstruction. But measures of intelli-

gence do not provide uniformly high correlations; they

correlate more highly with learning when instruction

is incomplete, complex, and relatively unstructured,

and less highlyas instruction is more complete, care-

fully structured, and controlled by teachers. This is

the most strongly supported ATI finding. Also, other

measures not reflecting conventional differences in intel-

ligence correlate with learning outcomes and thus

indicate other sources of aptitude. Special abilities,

previous school achievements, and various cognitive-

and learning-style differences are examples of cogni-

tive aptitudes beyond those represented by conven-

tional intelligence tests. As noted earlier, personality

differences may also indicate aptitude differences for

certain kinds of instruction and may combine within-

tellectual differences in doing so. Whenany aptitude

measures show differential predictive relations to

learning under different instructional conditions, this

signifes ATI. The problem then is to discover what

aspects of the aptitude differences interact with what

aspects of the instructional conditions and why they

do so.

Manykinds of aptitude differences among students

and manykinds of instructional treatments have now

been studied. Since ATI findings often occur in edu-

cation, there is no doubt that ATI exists, but for most

ATI hypotheses, evidenceis spotty. Even for the strong

ATI finding with general-intelligence measures noted

above, theoretical and practical understanding of ATI

is not vet sufficient to allow its routine use in educa-

tional planning or instructional design. Nonetheless,it

is clear that routine use of ATI methodology is both

possible and necessary in educational-program evalu-

ations. Any evaluation aimed at comparing alternative

teaching methods or environments must ask not only

which treatment is best on average but also which

treatment is best for each of the individual learners to

be served.

ATI findings are of theoretical interest because they

demonstrate construct validity for aptitude and learn-

ing measures in a new way: they show how aptitude—

learning relations can be experimentally manipulated
and thus understood in a causal rather than merely a
correlational framework. This suggests that neither ap-
titude constructs nor educational learning processes
can be fully understood without reference to one an-
other andraises the important possibility that common
psychological processes and structures underlie both
aptitude and learning differences. Furthermore, as ATI
appears ubiquitous in education, it is necessary to un-

derstand not only persons andsituations as indepen-
dent foci but also the reciprocal interrelations that

define the interface between them. Learning and thus

aptitude cometo be seen as situated in the person—

situation union, not just in the heads of persons. This

is a new theoretical and philosophical problem for psy-

chology and education (Snow, 1992).

Practical interest stems from the possibility that

ATI can be used to adapt teaching to fit different learn-

ers optimally. Many attempts at individualizing in-

struction have failed to eliminate individual differences

in learning outcomes because they adapted only to

limited aspects of student performance, for example,

by allowing differences in pace. The hopeis that re-

search on ATI can provide decision rules that indicate

howto vary instructional conditions in other waysthat

mesh with particular learner strengths while avoiding

particular learner weaknesses. A related hope is that

such research will indicate how best to develop apti-

tudes directly for persons with different initial apti-

tude profiles. Again, the general question for research,

as well as for evaluation studies, is which of the avail-

able or conceivable teaching methods, media, or en-

vironments is most likely to provide equality of

educational opportunity to each individuallearner, for

aptitude development and for educational achieve-

ment, despite the diversity of initial aptitude profiles

in any group ofpersons to be served. The commitment

to optimal diversity of educational opportunity also

demands that educational environments be chosen or

invented and evaluated using a perspective that in-

cludes ATI (Corno & Snow, 1986).

However, ATI research has shown that interactions

are often complex anddifficult to pin down. No simple

or general principles for matching students and teach-

ers, teaching methods, or school environments have

emerged. This is due in part to the difficulties involved
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in conducting ATI research and to the widespread lack

of understanding of appropriate methods. Butit is due

also to the multidimensional, dynamic,often local and

even transient character of the person-situation inter-

_ face. Results to date suggest that work toward instruc-

tional theories that seek to optimize instruction for

individuals in real school settings will need to be built

up from continuous local diagnosis, description, and

evaluation activities; local instructional models rather

than generalprescriptive theories seem to be the more

realizable goals in education (Snow, 1991b).

AN EXAMPLE OF

ADAPTIVE INSTRUCTION

An adaptive instructional system such as that en-

visioned by R. Glaser (1977, cf. Corno & Snow, 1986)

could be based on ATI. For example, it might offer

two or three instructional treatments representing al-

ternative routes to successful attainment of some de-

fined achievementlevel in a course or series of courses.

An initial diagnosis of aptitude for learning in each

available treatment would suggest which route should

be taken by each learner. Also available in such a sys-

tem would be at least one form of compensatory, di-

rect training of aptitude for learners diagnosed as

unready for any of the available instructional treat-

ments.

Two alternative instructional treatments can be

suggested for inclusion in such a system, since they

have been frequently evaluated using measures of gen-

eral intelligence, prior scholastic ability, or generalized

achievement as aptitude. From that research (Snow,

1982, 1989), it appears that instructional treatments

differ in the information-processing burdens they place

on, or remove from, the responsibility of the learner,

and as a result, the relations of achievement outcome

to prior ability become stronger or weaker, respec-

tively. As the treatment requires students to infer

missing elements, puzzle things out for themselves,

structure and organize their own study, and build their

own comprehension, more-able learners do well—

they can capitalize on their strengths profitably—

while less-able learners do poorly. Yet, the more the

instructional treatment relieves students of difficult

reading, independent reasoning, and analysis of com-

plex concepts by imposing teacher structure, control,

and simplification, the more such treatments seem to

circumvent the less-able learners’ weaknesses. Unfor-

tunately, the structured and simplified treatments that

seem to help less able learners are not optimal for able

learners, relative to the more complex and less struc-

tured treatments where they excel.

Thus, one alternative treatment might be designed

to provide relatively unstructured and minimal guid-

ance and to encourage learner self-direction in a dis-

covery-oriented approach. The teacher might guide

the inductive process, but instruction would clearly be

student-centered. In contrast, a second treatment

might be designed to break downthe learning task to

give clear step-by-step guidance, feedback, and correc-

tion through a series of small units, with frequent sum-

mary and review, and simplified demonstrations of the

concepts to be learned. Students would be assigned to

one or the other treatment on the basis of prior scho-

lastic ability scores taken at the start of instruction.

Periodic aptitude and achievement assessments would

show the degree to which outcomecriterion levels

were being achieved for each learner in the particular

treatmentassigned.

For those students who might not be expected to

profit from either alternative initially, compensatory

aptitude training wouldbeassigned. This might consist

of directed work on academic learning, reasoning, and

reading skills, study habits, self-monitoring, and re-

lated self-managementskills. The aim of such training

would be to develop readiness for the structured treat-

ment. Continuing aptitude training would also seek to

develop the more independent style required by the

unstructured treatment. The aim of continuing assess-

ment would be to shift students among treatments to

optimize outcome. But continuing ATI evaluation

would also bring in other aptitudes, as prior evidence

might suggest. In this example, student anxiety might

be considered an additional aptitude because it has

often been found that more anxious students do rela-

tively poorly under unstructured or student-centered

forms of instruction, as compared with teacher-struc-

tured conditions, whereas less anxious students often

do not need or want teacher structure. Ability and

anxiety appear to combinein higher-order interaction

in relation to this treatment contrast.
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This example offers a hypothetical adaptation based
on ATT evidence, but no such system can be properly
designed in the abstract. Local instructional and pop-
ulational conditions must be considered, aptitude mea-
sures and alternative treatment designs must be
adjusted to these conditions, and periodic local eval-
uation is needed.

PROSPECTS FOR RESEARCH

AND DEVELOPMENT

[t is noteworthy that much research in instructional

psychology contrasts the two treatment examples

above without evaluating ATI. Much past research on

teaching has compared direct teacher-centered in-

struction with guided discovery. New research on in-

structional technology considers essentially the same

contrast between mastery-oriented computerized tu-

toring and discovery learning in computerized micro-

worlds (Glaser & Bassok, 1989). Also, a large number

of cognitive-style and learning-style hypotheses have

been developed for use by teachers in adapting class-

room instruction to student differences; each such

style construct is an ATI hypothesis, though none have

yet been adequately evaluated as such. Thus, one im-

portant prospect for the future is to conduct evalua-

tive research on these new developments from an ATI

perspective.

A second importantline for further research aims

at improved analysis of the many different kinds of

aptitude constructs and measures that have been used

in ATI work. New factor-analytic research has clarified

the structure of interrelations among broad and _nar-

rowcognitive abilities and has shown how best to

represent these constructs in ATI studies (Carroll,

1993; Gustafsson, 1989). Furthermore, several lines of

cognitive task analysis applied to these ability tests

and constructs have identified underlying component

processes and strategies on which individuals may

differ (Lohman, 1989; Snow, 1989; Sternberg, 1985a,

1985b). Still another research approachtraces the in-

dividual differences in learning activities engaged in

during instruction that appear to mediate aptitude—

achievement relations. Task analyses of instructional

conditions also suggest mediational differences among

alternative treatments that may control aptitude—

achievementrelations. Important new workis inves-

tigating prior knowledge differences as cognitive apti-
tudes for instruction (Dochy, 1992; Schneider &
Weinert, 1991).

Finally, more intensive analysis of achievement
measures may help diagnose in detail the particular
kinds of cognitive effects that derive from particular

aptitude—treatment combinations. Future work onall

these fronts can be brought together within the ATI

framework.
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ARITHMETIC See wals-R SUBTESTS.

ARMED SERVICES VOCATIONAL APTI-
TUDE BATTERY Whenthe United States en-

tered World War I, the need for group intelligence

tests to select and classify military applicants became

readily apparent. The ARMY ALPHA AND BETA TESTS

were subsequently developed and administered to

nearly 2 million men—an event that helped firmly es-

tablish intelligence testing in the United States. Since

that era, numerous changes in military tests have oc-

curred, leading ultimately to the current test battery

known as the Armed Services Vocational Aptitude

Battery (ASVAB).

The ASVAB was introduced in 1976 to achieve

greater consolidation of testing programs across mili-

tary services. For example, between World WarII and

the Vietnam War, each U.S. military service main-

tained its own independent testing program. Although

for many ofthose yearsall services employed the same

tests for enlistment decisions, service-specific tests

were used to assign the enlistees to military jobs.

These independent testing programs ended with the

introduction of the ASVAB. Since 1976, the ASVAB

has been used by all military services both to deter-

mine mental qualificationsfor enlistmentand eligibility

for specific job assignments. The specific reasons for

adopting a joint-service battery were to (1) avoid sub-

jecting multiple-service applicants to more than one

test session; (2) facilitate interservice referrals of ap-

plicants; and (3) enable service psychologists to focus

their efforts on a single enlisted selection andclassifi-

cation battery (Foley & Rucker, 1989).

Approximately 2 million examinees per year are

currently administered the ASVAB. Examinees include

applicants for military service in addition to high

school students who take the ASVAB for vocational

counseling purposes. Vocational counseling is feasible

because, through the use of validity generalization

techniques and linkages between the ASVAB andci-

vilian batteries, such as the General Aptitude Test Bat-

tery and the Differential Aptitude Tests, predictions

for military validity studies can be extended to much

of the civilian occupational spectrum. New formsof

the ASVABare producedat regular intervals and care-
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fully equated to ensure that the test remains useful for
its various purposes. As of 1993, alternate forms of the
ASVAB were being developed by the Defense Manage-
ment Data Center in Monterey, California.

ASVAB CONTENT

The ASVAB was designed to be a differential apti-
tude battery, meaning that in theory the specific tests
should, relative to one another, measure clearly de-
fined, nonoverlapping aptitudes and be predictive of
performance in different jobs or job families. The
ASVABconsists of the ten independently timed and

TABLE1

ASVABsubtests

scored subtests shown in Table 1, all of which are
powertests with the exception of Numerical Opera-
tions and Coding Speed, which are speeded. Power
tests consist of items of varying difficulty, and are de-
signed to measure the absolute level of performance
that an individual can attain under relatively generous
time limits. By contrast, speeded items are easy for all
examinees to answercorrectly if given sufhcient time.

Factor analyses of ASVAB scores typically indicate
that a four-factor solution is optimal (e.g., Bock &
Moore, 1984). In other words, the ten ASVAB subtests
are interrelated in such a way that they actually mea-
sure four, rather than ten, ability dimensions. The four

 

Subtest Abbreviation Description
 

General Science GS A 25-item test of general knowledge of the physical (13 items) and
biological (12 items) sciences, administered with an 11-minute time

limit

Arithmetic Reasoning AR A 30-item test of ability to solve arithmetic word problems, which typically

involve simple calculation based on recognition and application of four

basic arithmetic operations (addition, subtraction, multiplication, and

division), administered with a 36-minute timelimit

Word Knowledge WK A 35-item test of knowledge of vocabulary, including words embeddedin

sentences (11 items) and synonyms(24 items), administered with an

11-minute time limit

Paragraph Comprehension PC A 15-item test of reading comprehension based on questions about short

paragraphs, administered with a 13-minute timelimit

Numerical Operations NO A 50-item speededtest of ability to quickly add, subtract, multiply, and

divide one- and two-digit numbers, administered with a 3-minute

time limit

Coding Speed CS An 84-item speeded test of ability to substitute numeric codes for verbal

material, administered with a 7-minute timelimit

Auto and Shop Information AS A 25-item test of everyday knowledge of automobiles, shop practices, and

use of tools, administered with an 11-minute time limit

Mathematics Knowledge MK A 25-item test of knowledge of high-school-level mathematics (algebra,

geometry, fractions, decimals, and exponents), administered with a

24-minute time limit

Mechanical Comprehension MC A 25-item test of knowledge of mechanical and physical principles,

containing several pictorial items, administered with a 19-minute time

limit

A 20-item test of knowledge ofelectronics, radio, and electrical principlesElectronics Information EI

and information, administered with a 9-minute timelimit
 

NOTE: Scores are reported as Standard Scores, having a mean of 50 and a standard deviation of 10 for a representative sample

of 19- to 23-year-old ULS. youth.
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dimensions and the subtests included in each dimen-

sion are (1) Verbal Ability, measured by the Word

Knowledge (WK), Paragraph Comprehension (PC),

and General Science (GS) subtests; (2) Clerical Speed,

measured by the Numerical Operations (NO) and

Coding Speed (CS) subtests; (3) Mathematical Ability,

measured by the Arithmetic Reasoning (AR) and

Mathematical Knowledge (MK)subtests; and (4) Tech-

nical Knowledge, measured by the Mechanical Com-

prehension (MC), Electronics Information (EI), and

Auto and Shop Information (AS) subtests. Moreover,

the four dimensions are themselves substantially inter-

correlated, suggesting that the battery measures a gen-

eral intelligence factor as well as the four factors cited

above.

Enlistmenteligibility is determined forall services

by a test composite known as the Armed Forces Qual-

ification Test (AFQT). The AFQTis calculated in sev-

eral steps. First, the standardized, double-weighted

sum of a verbal composite (VE) (a combination of the

WK and PCsubtests) is added to the standardized

scores for the AR and MKsubtests. Then the resulting

sum is converted to a cumulative percentile score, re-

ferred to as the AFQT, normedto the 1980 U.S. youth

population (Bock & Moore, 1984). For reporting pur-

poses, the percentile AFQT scores are grouped into

six broad categories as shownin Table 2.

Minimum qualifying AFQT percentile scores are

regularly adjusted in response to the changing quality

and quantity of personnel needed by the armedforces,

as well as changesin the status of the recruiting mar-

ket (Foley & Rucker, 1989). In addition, “cutting

scores” can be influenced directly by the actions of

TABLE 2

Mental ability categories based on AFQT scores
 

 

AFQTPercentile —

Category Score Range

I 93 and above

II 65-92

Ila 50-64
IIIb 31-49

IV 10—30

V 1-9
 

Congress (Eitelberg et al., 1984). For example, Con-

gress has mandated that no applicant with a score be-

low the 10th percentile (i.e., no Category V applicants)

maybe enlisted, because of the high probability of in-

effective performance.

Numerous combinations of ASVAB subtests are

used for assigning personnel to the wide range of mil-

itary jobs. Examples are the Electronics Composite

used by all services (derived by combining the AR,

MK, GS, and EI scores) and the Clerical Composite

used by three services (derived by combining the VE,

NO, and CS scores). The remaining automated “as-

signment formulas” are much too numerous to de-

scribe here. Of note, however,is the fact that they are

empirically derived and continually updated so that as-

signment for any particular job is always based on cur-

rent knowledge about which test combination is most

predictive of job performance.

RELIABILITY AND VALIDITY

Retest reliabilities (after an interval of five weeks)

for the ASVABsubtests range from the mid-.70s to the

mid-.80s (Moreno & Segall, 1992). The sole exception

is the PC subtest, which appears to havea reliability

of slightly less than .50. With the possible exception

of PC,the reliabilities are quite adequate, since ASVAB

subtests are always used in composites, which have

higherreliabilities than those of single tests.

The validity of the ASVAB has been the subject of

much research. A number of recent studies suggest

that ASVAB is a good predictor of performance both

for students in military training schools and for job

incumbents. Ree and Earles (1992), for example, re-

port meancorrelations in the .50s and .60s between

individual ASVAB subtests and final school grades in

numerous Air Force training courses; correlations of

grades with ASVAB composites were in the .60s to

.70s. Similarly high correlations of ASVAB scores with

job performancefactors, such as technical proficiency,

have also been reported (McHenry etal., 1990), al-

though other studies (e.g., Ree, Earles, & Teachout,

1992) suggest more modest, thoughstill highly signif-

icant, relationships. (It should be noted that these are

not “raw” correlations. Rather, they have been cor-

rected for the range restriction that results whenever
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test scores are actually used to disqualify low-scoring
applicants). In general, the correlations of ASVAB
scores with complex or “information-rich” tasks (e.g.,
those involving high technology) are considerably (and
understandably) higher than the correlations of ASVAB
with intellectually simple tasks, such as those empha-
sizing manuallabor.

Regarding ASVABvalidities, some researchers (e.g.,

Hunter, 1986; Ree & Earles, 1992) have argued that

the ASVAB is not truly functioning as a differential

aptitude battery because in predicting diverse military

performance criteria, an ASVAB generalintelligence

score (psychometric g-score) is almost always more

valid than any other test score or score combination

that can be derived from the battery. This, of course,

suggests that the individual tests as used today do not

provide the sort of nonoverlapping information that

was apparently the goal of the battery’s designers.

COMPUTERIZED ASVAB

For much of the 1980s, research was conducted on

a Computerized Adaptive Testing (CAT) version of the

ASVAB, the CAT-ASVAB. In adaptive tests, test dif-

ficulty is continuously readjusted as a function of

the examinee’s ongoing performance. Therefore, an

examinee who has correctly answered an item will

receive a harder item, while an examinee who has

missed an item will receive an easier question. The

CAT-ASVAB system incorporates so-called item re-

sponse theory as a basis for selecting items. By early

1992, CAT-ASVABwasbeing usedin a limited number

of testing sites, marking a historically important tran-

sition for military testing and perhapsfortesting in gen-

eral. The reasons for adopting the CAT-ASVAB were

to (1) shorten overall testing time (adaptive tests

require roughly one-half the items of standard tests);

(2) increase test security by eliminating the possibil-

ity that test booklets could be stolen; (3) increase test

precision at the upper and lower ability extremes;

(4) provide a means for immediate feedback on test

scores, since the computers used for testing can im-

mediately score the tests and output the results; and

(5) provide a meansfor flexible test start times (unlike

group-administered paper-and-pencil tests, where

everyone must start and stop at the same time, com-

puter-based testing can be tailored to the examin-

ees’ personal schedules).

Should CAT-ASVAB be implemented on a nation-
wide basis, the content of the battery is likely to be
expanded to includetests that exploit the unique ca-
pability of computers to measure new aspects of per-
formance, such as response latencies, and to display

previously impossible item types, such as visuospatial

tests involving objects in motion. By the early 1990s,

with such future changes in mind, many military psy-

chologists were engaged in developing new computer-

basedtests.
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ARMY ALPHA AND BETATESTSOF IN-

TELLIGENCE The development of the ArmyAl-

pha test and its companion test, the Army Beta test,

was a milestone in U.S. psychology. They have been

referred to as one of psychology’s mostinfluential con-

tributions to American society, and the testing move-

ment that it helped to spawn dominated psychology

and education in the United States for decades.

The United States entered World War I on April

6, 1917. The next day, Robert M. YERKES, the presi-

dent of the American Psychological Association (APA),

dispatched a letter to members of the Executive Coun-

cil of the association, in which he wrote:

In the presentperilous situation it is obviously desirable

that the psychologists of the country act unitedly in the

interests of defense. Our knowledge and methodsare of

importance to the military service of our country,andit

is our duty to cooperate to the fullest extent and im-

mediately toward the increased efficiency of our Army

and Navy. (Yerkes, 1921, pp. 7-8)

The council quickly approved, and the prestigious

National Research Council (NRC) formed a Psychol-

ogy Committee, with Yerkes as chairman. (Unlike

other disciplines, such as physics and chemistry, psy-

chology had no formal status with the NRCprior to

this time.) In turn, the APA formed twelve committees

to deal with the various means by which psychology

could contribute. The most famous of these was the

Committee on the Psychological Examination of Re-

cruits, also under the chairmanship of Robert Yerkes.

Yerkes, later commissioned a major in the Sanitary

Corps of the Army Medical Department, immediately

assembled a group of well-known psychologists to de-

sign a test of intelligence. The group included Walter

V. Bingham, Herbert H. Goddard, Thomas H.Haines,

Lewis M. TERMAN, F. Lyman Wells, and Guy M. Whip-

ple. Walter Dill Scott was an original member, but

during the first meeting he resigned in a dispute with

Yerkes over how the committee should proceed. As a

civilian employee of the Adjutant General’s Office in

the War Department—the Army’s personnel depart-

ment—Scott did provide valuable assistance to the

project as well as promoting the use of other forms of

psychological testing, primarily for occupational place-

ment. He waslater awarded the Distinguished Service

Medal by the War Department—the only psychologist

so honored.

According to Yerkes (1919), intelligence test scores

of army personnel were needed

1. For the discovery of men whose superior intelligence

warranted their consideration for promotion, special

training or assignmentto positions of unusual respon-

sibility or difficulty.

2. Forassistance in selecting suitable candidates for of-

ficers’ training schools, non-commissioned officers’

training schools and other special training organiza-

tions.

3. For the guidance of personnel adjutantsin the assign-

ment of recruits so that organizations might be built

in accordance with desirable intelligence specifica-

tions or, in the absence of such specifications, so that

their different constituent parts, such as the compa-

nies of a regiment, should possess approximately the

same mental strength, thus avoiding the risk of weak

links in the army chain.

4. For the prompt discovery of men whose low-grade

intelligence or mental peculiarities rendered them of

uncertain value in the army, and the assignment of

such individuals to developmental battalions for ob-

servation and preliminary training.

5. For the discovery and recommendationor assignment

to labor battalions of men obviously so inferior men-

tally as to be unsuitable for regular military training,

yet promising serviceableness in simple manual labor.

6. For the discovery of men whose mental inferiority

makes them unfit for any sort of military duty and

whoserejection or discharge should therefore be rec-

ommended to medical officers. [Note the deference

to the Medical Department, anissue ofbitter conten-

tion even today.]

7. Forutilization in connection with the organization of

special training groups so that each group might be

instructed or drilled in accordance with its mental

capacity, thus avoiding the delay incident to dull or

awkward individuals and enabling the specially able

men to proceed rapidly and ultimately to take special

forms of training in preparation for promotion or

other formsofresponsibility. (pp. 90-91)

Although Yerkes made similar offers of help to both

the Army and Navy on behalf of all twelve APA com-
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mittees, only the former gave tentative acceptance.

The Surgeon General of the Navy refused, although

later in the war individual commandersdid avail them-

selves of the services of individual members of the APA

committees on an ad hoc basis (McGuire, 1990, pp.

28-29). This negative response was apparently based

on the fact that the Navy did not face the same prob-

lems as did the Army.It required far fewer personnel

and filled its ranks with volunteers rather than de-

pending upon the draft. It was also able to establish

higher mental and educational standards and could

more easily and quickly discharge unacceptable per-

sonnel.

THE ALPHA TEST

For many years, the 1916 Stanford-Binet Test cre-

ated by Lewis Terman had been the standard by which

intelligence was assumed to be measured. It had to be

administered by a trained examiner to one subject at

a time, however, and it could consume one or more

hours. This was obviously not suited to the needs of

the military. The committee sifted through dozens of

various kinds of test items (questions and/or prob-

lems), produced a numberofversions of “Test A” (ie.,

Test Alpha), and tried them on a number of Army

populations. The final version was a paper-and-pencil

group test with eight subtests (Yerkes, 1921, pp. 219-

234). Included in this format were a number of the

now-traditional multiple-choice items. Ten equivalent

forms were developed in order to prevent coaching

and so that if the security of one form wasviolated,

another could be substituted.

The eight subtests were as follows.

1. Oral Directions. The testee was given a series of oral

commands, such as, “When say, ‘Go,’ cross out

the letter C [in a series of letters on the test form]

and drawa line under the second letter before H.

Go!”

2. Arithmetical Problems. This subtest included such

problemsas, “If it takes 6 men 3 days to dig a 180-

foot drain, how many menare needed to dig it in

half a day?”

3. Practical Judgment. This subtest consisted of multi-

ple-choice items, such as, “Whyis leather used for

shoes? Because: a. it is produced inall countries; b.

it wears well; c. it is an animal product.”

4. Antonyms. This subtest consisted of pairs of words,

“wet-dry” and “delicate-tender.” For each

pair, the subject was asked to indicate if the two

words were the “Same” or “Opposite.”

such as

5. Disarranged Sentences. This subtest consisted of sen-

tences in which the words were scrambled, suchas,

“Lions strong are” and “Months coldest are sum-

mer the.” The testee was asked to arrange the

words of each sentencein their proper order, and

then indicate if the resulting sentence was “True”

or “False.”

6. Number Series Completion. The subject was shown a

series of numbers(e.g., “3, 6, 9, ...”) and asked to

write out the two numbers that should come next.

7. Analogies. In each item, the testee was presented

with a pair of words and asked to complete a sec-

ond pair based on the relationship shown in the

first pair—for example, “above-below: top- 

: a. spin; b. bottom; c. surface; d. side.”

8. Information. This was another multiple-choicetest

in which the man completed a sentence by choos-

ing a word that made the sentence truest—for ex-

ample, “Coral is obtained from: a. mines; b.

elephants; c. oysters; d. reefs.”

The men weretested in groups of 50 to 400 under

the direction of an Army psychologist. Each subtest

was strictly timed. The psychologist would read the

direction aloud, and then say, “Go”; when the allotted

time had elapsed, he would call out, “Stop.” The entire

test took between forty and fifty minutes. The tests

were then collected and processed manually by an ar-

ray of clerks, who would score each test by placing a

stencil over the answer sheet—an innovation at the

time.

THE BETA TEST

The Beta examination was designed as an alterna-

tive to the Alpha for those men who wereilliterate

and/orforeign born andhadlittle skill with the English

language. A man was administered the Beta if he could

not comprehendthe directions for the Alpha orfailed

it. A working definition ofilliteracy was “someone

who could not read a newspaper or write a letter

home.”

The Beta contained seven subtests and was also
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given as a grouptest. It consisted primarily of symbols

and pictures instead of prose and numbers, although

each man was required to write his name, age, and

identifying information on the answersheet (assistance

was given if needed).

The directions were given orally by the psycholo-

gist, with the assistance of a demonstrator and large

blackboard. The demonstrator would perform a sam-

ple problem on the board, such as drawing a line

through a maze or counting the numberof cubesin a

three-dimensional drawing. After each problem was

explained and demonstrated, the examinees were

given an allotted time in which to solve the problem

on their test blanks, after which the examiner would

say, “Stop,” and proceed to the next problem.

The seven subtests were as follows.

1. Mazes. The testee was required to draw a line

through a series of mazes without crossing any of

the lines. (These are the same problems most

schoolchildren find in such publications as comic

books or children’s magazines.)

2. Cube Counting. This subtest contained drawings of

piles of blocks, rendered in three dimensions, with

the fourth side of the pile not visible. The subject

was asked to count the number of blocks in each

pile.

3. X-O Series. Each item consisted of a line of squares.

The first few squares were filled in with a series

of Xs and Os in some logical pattern, such as

“X,0O,X,0O,X,O” or “X,X,O,O,X,X,O,O”; the re-

maining squares were blank. The testee had to

complete the series by using the same sequence to

hill in the blanks.

4. Digit Symbol. This subtest involved a code in which

each of the numbers / through 9 was paired with

either a letter or some other symbol. The subject

was presented with a series of double squares in

which the upper square contained a number and

the lower square was blank. The task was to consult

the code at the top of the page and thenas rapidly

as possible fill in each blank square with the appro-

priate number.

5. Number Checking. Each item consisted of two

numbers, separated by a dotted line—for example,

“650 ...... 653.” Each numbercontained up to

ten digits. The subject was instructed to place an X

on the dotted line if the numbers were identical

and leave it blank if they were different.

6. Pictorial Completion. The test booklet contained a se-

ries of pictures with a part missing, such as a pic-

ture of a four-fingered hand anda picture of a fish

without an eye. After the task was demonstrated

on the blackboard(asin all the subtests), the testees

were asked to “fix” the picture by drawing in the

missing part.

7. Geometrical Construction. The test page contained ten

squares. Alongside each square were three geomet-

ric shapes—triangles of different shapes, half-

moons,andthe like. The task was to draw how the

three pieces would fit into the larger square byjoin-

ing the three pieces so that they formed a square

within a square.

The men whofailed the Beta were then scheduled

for individual examinations by the psychologist. They

were tested with either an abbreviated version of the

Stanford-Binet or the Yerkes-Bridges Point Scale.

Each testee was given an intelligence rating, rang-

ing from “A” (“Very Superior Intelligence; consid-

ered High Officer type when combined with other

qualities”) to “E” (“Mental Inferiority, justifying

recommendation for remedial training, rejection, or

discharge”). Every man rated “D minus”or higher was

deemed to be intellectually suited for military duty,

but his subsequent disposition and assignment were

determined by the personnel department, which con-

sidered his mental level in making the decision.

WARTIME USE

By January 31, 1919, the final versions of the two

tests had been used in thirty-five Army cantonments

(i.e., bases) and administered to 1,726,966 men. About

0.5 percent were recommended for discharge, while

another 3 percent were recommended for placement

in labor battalions and/or considered unfit for regular

military service (Yerkes, 1921, p. 101). By the end of

the war, more than 100 psychologists had been com-

missioned in the Sanitary Corps of the U.S. Army

Medical Department; along with approximately 275

enlisted men, they were given special training in the

newlyestablished School of Military Psychology. Many

of the enlisted men also had university degrees. (See

Yerkes, 1921, pp. 36-38 for a roster of these men.)

 

127



ARMY ALPHA AND BETA TESTS OF INTELLIGENCE
 

METHODOLOGICAL ISSUES

The Alpha and the Beta were found to bestatisti-

cally reliable in a test-retest situation; thatis, they

tended to produce the same results each time they

were administered. Each test item also correlated sig-

nificantly with the total score, but not so highly as to

suggest it was merely duplication. These qualities are

considered requirements of a good psychologicaltest,

but the matter of validity was not easily resolved:

What did these tests measure—and, most important,

did they measure something that was ofpractical value

to the Army?

There is no universally agreed-upon definition of

intelligence. Frequently, psychologists will adopt an

operational definition that seemssuited to a particular

application. In describing the use of the tests to com-

manding officers, Yerkes and his colleagues offered the

following rationale:

Thetests give a reliable index of a man’s ability to learn,

to think quickly and accurately, and to comprehendin-

structions. They do not measure loyalty, bravery, de-

pendability, or the emotional traits that make a man

“carry on.” A man’s value to the service is measured by

his intelligence plus other necessary qualifications.

(Yerkes, 1921, p. 424)

In a number of studies, both the Alpha (Yerkes,

1921, pp. 327-346) and the Beta (pp. 379-395) cor-

related significantly with the Stanford-Binet; thatis,

they tended to measure the same kind of ability. These

correlations varied depending upon the group studied,

such as “White Adults,” “Negro Army recruits,” and

so forth. While these studies tended to satisfy psy-

chologists that they were measuring intelligence, it did

not convince the War Departmentthat these scores in

any wayrelated to its needs.

Additional studies were performed in which com-

manding officers were asked to rate the intelligence

and general mental performance of enlisted men and

officers with whom they were familiar. Again, the

scores on the tests correlated significantly with these

ratings, but to a lesser degree than with the Stanford-

Binet.

In another demonstration ofits applicability to the

needs of the Army, an extensive study was undertaken

to show the relationship of the two tests to military

rank. It was assumed that, on average, privates would
score lower than would, say, sergeants, who in turn

would score lower than would commissionedofficers.

It was also assumed that certain specialists with exten-

sive civilian education, such as physicians, would score

higher than would other commissioned officers. To a

highly significant degree, this proved to be the case

(Yerkes, 1921, pp. 839-860).

These correlations with “the real world of the

Army” convinced a numberof commandingofficers of

the basic utility of the tests, and they cooperated in

promoting use of the tests, at least within their local

commands. (For an 890-page exhaustive description of

the entire Army testing program, the ambitious reader

is referred to Yerkes, 1921.)

POSTWAR DEVELOPMENTS

In spite of the fact that the Alpha and the Beta were

administered to so many thousands of men, the end of

the war preventedthe tests from being used routinely

on an Armywide basis. There wasalso a great deal of

confusion among commanders as to the nature and

purpose of the tests. They were sometimes confused

with the neuropsychiatric screening program of the

Medical Department (which was held in low esteem

by some commanders), and some psychiatrists viewed

them as infringing upontheir prerogatives.

When the war ended, there was less than unani-

mous acceptance of the testing program, and while

work on_ psychological testing continued within the

Office of the Adjutant General (Yerkes’s work was al-

most entirely under the purview of the Medical De-

partment), it was not continued as part of the

peacetime Army. Nevertheless, many people believed

that the program hadincreasedthe visibility and pres-

tige of psychology in the United States, in both indus-

try and academia.

Undaunted by the fact that his enthusiasm was not

universally shared, Yerkes declared at the end of the

war: “Twoyears ago, mental engineering [it was Yerkes

whocoined this term] was a dream ofa few visionar-

ies. Today it is a branch of technology which, although

created by the war, is evidently to be perpetuated and

fostered by education and industry” (Yerkes, 1919, p.

149). He pointed to the development of the Alpha and

the Beta as the primary evidence for this conclusion.
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Three developments were especially important in

the evolution ofintelligence testing: (1) the publishing

of the 1916 Stanford-Binet; (2) the “invention” of the

IQ, by William Stern and Lewis Terman; and (3) the

availability of the civilian version of the Army Alpha.

These events combined to produce a whole new in-

dustry of psychological testing, including tests of per-

sonality, attitudes, and interests, and use of the new

tests in vocational guidance and employee selection as

well as education. Furthermore, this movement dom-

inated psychology in the United States in the decades

after World WarI.

The multiple-choice format made possible mass

testing and the accumulation of huge amounts of data,

not only for research butalso for public consumption.

Between 1920 and World WarII, the United States

went on what has been called “the IQ binge.” Any

person with access to these tests could administer

them and usethe results as he or she saw fit, in spite

of the fact that many users were not qualified to prop-

erly administer the tests or apply the results. Despite

efforts to restrict use of the tests, they were easily

available to school administrators, personnel managers,

and college faculty.

The resulting misuse of IQ tests, especially in edu-

cation, eventually soured the U.S. public, and thefield

of psychology was burdened for many years with a

considerable amount of negative publicity. (For popu-

lar accounts of this era see Block & Dworkin, 1976,

The IQ Controversy, and/or Fancher, 1985, The Intelligence

Men: Makers of the IQ Controversy.)
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FREDERICK L. MCGUIRE

ARTIFICIAL INTELLIGENCE Artificial intel-

ligence (Al) is the endeavor of building computer-based

artifacts that embody the processes of intelligence.

Within this definition, however, there are a range of

conceptions of the goals, tools, and approachesof Al.

For someresearchers, AI is a methodology for studying

the human mind by building models that instantiate

theories of cognition. A working AI program is a dem-

onstration that the principles embodied in the pro-

gram are sufficient to account for some aspect of

human reasoning or behavior. For other researchers,

Al is an engineering discipline. Their goal is to build

clever computer programs that can perform human-

like tasks. For them, human reasoning processes rep-

resent little more than a source for ideas on how to

solve problems.

In between, of course, there is a large middle

ground of researchers who wish to explore the mind

through building AI programs, but whobelieve that

the way to do this is to build programs that perform

real-world tasks that genuinely need to be done.

Early work in artificial intelligence focused on sim-

ple tasks in miniature worlds. It was assumed that the

methods used to reason in these “toy domains” would

naturally be extensible into real-world programs.

However, this has turned out not to be the case. The

limited complexity of these domains allowed the use

of algorithms which are simply not capable of per-

forming even moderately realistic tasks.

An example ofthis is seen in planning research, an

enterprise established by Allen Newell and HerbertA.

SIMON (Newell & Simon, 1963). For example, pro-

grams have been written that can plan sequences of

actions for moving and stacking blocks. These pro-

grams generated all the steps necessary for getting a

pile of blocks from one configuration into another. Be-

cause of the simplicity of the domain, and the plan-

ner’s perfect knowledge of it, it was possible to

generate very long lists of moves in advance, before

the first piece had even been moved. However, even

in this simple universe, this planning strategy is ques-

tionable. When the number of blocks in the scenario

increases beyond a handful, the program bogs downin

an intractably long reasoning process.

Several such lessons have been learned as a result

of early AI research. Researchers made a number of

assumptions that seemedlike plausible guesses about
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the nature of intelligence, but experience trying to
create intelligent systems has demonstrated that many
of them are false. It was only by attempting to build
programsthat scaled up to complex, real-world tasks
that the problems with these assumptions became
clear.

Here are three general lessons that have been

learned:

* Intelligence consists of numerous mechanisms.

Manyof the best-known AI efforts made (and

continue to make) the assumption that intelligence

is a single, unified process. One of the problems with

attacking AI piecewise, as researchers are forced to

do by the scope of the problem,is that they come

up with unified architectures that work well for the

task they are trying to model. They may assumethat

this architecture can explain all of cognition, sinceit

works so well for the kinds of cognition they are

studying.

There have been major efforts at developing a

unified theory of cognition, such as Allan Newell’s

SOAR program (1990). While it may be possible to

build a reasoning system that could reason using one

general mechanism for different domains,it appears

unlikely that humans reason in this way. Neurosci-

ence and cognitive psychology are providing more

and more evidence that the brain consists of many

specialized mechanismsfor reasoning about different

information (such as visual, spatial, verbal, or social

phenomena) and for different cognitive functions

(such as perceiving the emotions of others, compre-

hending and generating language, and engaging in

intentional metacognitive reasoning). Coming up

with computational models that capture the idea of

numerous communicating parallel processes is one

of the most challenging and exciting areas of AI re-

search.

The idea that intelligence relies on a single mech-

anism was also implicit in the design of expert systems,

an application of AI that was widely touted in the

1980s (Feigenbaum, 1988). Expert systems are com-

puter programs intended to simulate the inference

processes in expert judgment by the manipulation of

rules with an “inference engine.” Such rule-based

systems proved to be extremely brittle in the sense

that they produced nonsensical conclusions in situ-

ations not within the very narrow focus of their
interest. Moreover, rule-based systems wereineffec-
tive in cases that were merely similar or analogous
to those anticipated by the rule designers, and they
generally did not incorporate any cognitively plau-
sible strategic problem-solving knowledge. Somere-
searchers have been attempting to address the
brittleness problem by building systems having huge
numbers of facts and rules; most notable among
these is D. B. Lenat’s Cyc project (Lenat & Guha,
1990).

Procedural problem-solving tasks such as logic puz-

zles or games are unrepresentative of humanintel-

ligence.

Even today, many AI researchers continue to use

tasks such as the Eight Queens problem or the Tow-

ers of Hanoi gameas the tasks their programsat-

tempt to perform. Early researchers chose to study

simple, formalized tasks like these because they were

easier to do, and they hoped that the models devel-

oped for these tasks would work well in the real

world—all that would be necessary would be to

start reintroducing the complexity, moving from toy

domains to the real world. It has turned out that in

many cases, trying to do this completely invalidated

an algorithm that seemed quite reasonable at first

glance.

Unfortunately, much research in cognition, and

particularly in intelligence assessment,still relies on

the assumption that logic puzzles are a good measure

of generalintelligence, or that models designed for

such tasks are representative of the mechanisms of

human intelligence.

Mechanismsofintelligence are centrally dependent

on the content of knowledge. Knowledge is not

merely “grist” for the mind’s mill.

Given the immensedifficulty of reasoning in the

simple domains we have been discussing, we must

wonder how humanssuccessfully reason in compli-

cated, changing, poorly understood, or even ad-

versarial environments. In attempting to write

programs that can understand natural language, rea-

son about people’s actions, perceive in real time in

noisy environments, and perform other authentic

real-world tasks, the lesson has been driven home to

researchers that what makes humans able to func-
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tion in the real world is very large amounts of

knowledge (Minsky, 1974).

This great need for knowledge first becameclear in

natural language understanding tasks. By the 1970s,

programs had been written that could answer ques-

tions about simple texts, resolve anaphoric references,

and so on. However, consider the following sort of

utterance: “John went to a restaurant. He got a ham-

burger. He paid the check and left.” Did John eat?

What did John eat? Why did he pay the check? It
became clear that, in order to answer these kinds of

questions, a machine or a humanhadto have a very

detailed, ordered description of what one did in a res-

taurant, or on a bus, or when using the washing ma-

chine, or talking to the boss, or almost any situation

where one had frequent, similar interactions. These

structured descriptions were identified by Schank and

Abelson (1977) and werecalledscripts.

Enormous mental resources would be required to

plan our everyday actions and understand complexsit-

uations if we were to use the approach of mentally

combining general rules and operators. The difficulty

humanshave coping with truly novel situations is good

evidence that we ordinarily do not perform such

chains of logical operations. Fortunately, we do not

have to; almost every action that we are called upon

to perform in the course of our daily lives is like one

we have performed before. We do not need to figure

out how to get food in a restaurant, dial a phone, or

find our way around town. We usually are able to

recall a plan and execute it almost unthinkingly. At

most, we may have to adapt some familiar plan in

some straightforward manner.

What makes people intelligent is not their ability

to perform artificial problem-solving tasks in toy do-

mains. What makes people intelligent is their ability

to perform well in the human tasks that they must

perform every day. Are they good at perceiving the

motivations of others? Can they outwit their compet-

itors? Can they learn from their mistakes and avoid

similar ones in the future? Can they communicate

well?

These tasks rely on the knowledge a person has,

and on the organization and accessibility of that

knowledge. To put it another way, it is the stories a

person knows, and the ways in which thosestories are

labeled and interconnected in memory, that is most im-

portant. The organization of this knowledge is both

the cornerstone and the measure of humanintelli-

gence.

WHAT MAKES

HUMANSINTELLIGENT?

Whatfollows is a discussion of human intelligence

from an AI perspective. This view of cognition is

driven largely by one question: What have we had to

build into our machines in order to make them do the

things humansdo?

It has become clear that only through the use of

large amounts of real-world knowledge can we hope

to have our machines behavein intelligent ways. This

lesson has given rise to a view of humanintelligence

that is different from mainstream thinking in psychol-

ogy. It is a view that acknowledges the centralrole of

human memory and focuses on the way that knowl-

edge is stored, organized, and retrieved from memory.

Here are some of the tasks that, from an AI per-

spective, form the essence of thinking.

What is re-

quired in order to use knowledge? The approach of

Case Indexing and Retrieval.

recalling earlier experiences to solve problems, as op-

posed to logical rule-based approaches, is called case-

based reasoning (or CBR; see Riesbeck & Schank, 1989).

In CBR, first a relevant case is recalled; a case can be

a problem solution, a story, or any other experience

stored in memory. Second, the retrieved case is

adapted as necessary to the current situation. But

these twosteps are in themselves quite large problems.

How do wefind a relevant case, with all the events

of our lives and all of our personal stories to choose

from? Oddly, much of the human memoryresearch in

cognitive psychology, which is a large and thriving

field, has had very little to say about how we “get

reminded”ofthings.

Our stories must somehowbelabeled so that they

can be retrieved. What is this labeling like? Consider

a couple of examples.

In the first example, you remark on the interesting

style of a teenager’s sandals, and, to your surprise, the

teenager appears to be deeply insulted by your remark.

Since this situation involved sandals, one label for this

case could be interesting sandals. More likely, though,
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the most significant feature of this situation was the

teenager’s reaction, which might cause you to use the

label caution about teenage hypersensitivity to index this

case.

In the second example, a salesperson goes on asales

call to a client named George before adequately pre-

paring for the meeting. Two possible labels for this

case might be meeting with a person named George, or

failing to make a sale.

Why,in these examples, are the secondlabels pref-

erable? The answeris that those labels are more po-

tentially useful. Those labels will enable retrieval of

those cases in new situations where one’s goals are

similar to the previoussituations. Suppose the teenage

hypersensitivity label is used to index the case; then,

whenin a situation where you are aboutto say some-

thing to a different teenager abouthis singing, you just

might be reminded ofthat previous experience andact

more wisely in this new situation. The sandals label, on

the other hand, would not help you to retrieve the

prior case in this new situation. Generally, labels are

designed to help us to function more effectively in the

future, and thus typically will be constructed in terms

relating to our goals and the relevant circumstances of

the situation.

On the other hand,in principle, anything can be a

label. Sometimes welabel cases based simply on inter-

esting or unusual features, as, for example, when we

see a colossal tree or hear a very witty expression.

Another kind of label is created in anomaloussitua-

tions that we did not anticipate or cannot explain. For

example, we might create a label for the time when

we drove to work and were stopped at all fourteen

traffic lights on our route; most of our othertrips to

work are lost in a blur, but anomaloustrips are typi-

cally more memorable.

Whichlabels are used to index a case is dependent

on the level of expertise a person has in a given do-

main. A significant part of expert knowledge is know-

ing what kinds of features are likely to make good

labels for cases. For example, when an engineer and

the engineer’s attorney friend watch a man trying to

hoist a beam using a block and tackle, the attorney

would tend to label the case in terms of “surface” fea-

tures, such as construction worker or ropes and pulleys,

while the engineer would label it in terms that are

relevant to actually solving the worker’s problem, such

as problem using F = ma, orlimited strength ofnylon ropes.

Part of what makes engineers experts is how they have

labeled the cases in their memory. They know, through

experience, that the fact that the scenario contains a

construction worker is likely to tell you very little

about how to solve the problem. However, in another

domain, such as labor law, the presence of a construc-

tion worker might prove of great importance, and we

would expect the attorney whois an expert in labor

law to label stories so that he or she could findstories

about construction workers when necessary.

The more ways we have labeled a story, the more

ways it might serve us in thinking about new situa-

tions, and the more intelligently we can handle those

situations. Returning to the case of the unprepared

salesman, failing to make the sale is not the only useful

label. As the salesperson mulls over this experience,

we can imagine him or her affixing new labels to the

experience, such as not understanding the client’s industry,

failing to memorize our company’s sales pitch, knowing what

competitors are saying, and arriving too early. These are the

central activities of intelligence: mulling over events,

considering them from new perspectives, selecting the

most important features, and, in short, creating good

labels for the story. In CBR,this is referred to as the

indexing problem.

In summary, the problemsofretrieving appropriate

cases from memoryare not so very tough, if you have

“done your homework.” If the cases in memory are

richly and appropriately indexed, it is no great trick

to find a relevant story from memory. This would sug-

gest that there is a habit of mind that might tend to

make a person respond moreintelligently to his or her

environment. The habit of considering events from dif-

ferent perspectives and looking for interesting or im-

portant features will serve to make more appropriate

and useful cases available at times when they are

needed. Intelligent people generally have this habit of

mind; interestingly enough, it could well be thatit is

the habit that makes them intelligent rather than the

other way around.

Learning New Indices. All of this leaves open

an important question: Wheredoall these labels come

from?

Mostlabels are taught to us. When wearechildren,

we witness an event, and an adult supplies us with

labels to attach to that event. We see someoneact

 

132



ARTIFICIAL INTELLIGENCE
 

badly, and someonesays to us, “Don’t mind them,

they’re just jealous.” We now have

a

label to apply to

this story. We have, so to speak, created a “bucket”

where wecan keep stories about jealousy.

Occasionally, people will see a situation and create

a new way of understanding it for themselves. A sit-

uation occurs that has no easy explanation, no ready

label for us to use. Suppose you goto visit a friend

who, you have learned, is dying. You may go there

expecting to have an experience you will label a time

someone was miserable, or even a time I was miserable. But

suppose when youget there your friend is extremely

happy about the whole affair, and has invited youover

to celebrate. You have an opportunity to say goodbye

and to tell your friend how muchhe has meant to you,

and you make your peace with him andleave feeling

pretty good. Nothing in your life has prepared you for

this event. There is no story from memory that you

can compare it with. Aside from vague, superficial in-

dices like story about death, what meaningful, general

indices will you use? You may adaptan old index, like

someone dying, adding the features that make this situ-

ation unique: time that someone was dying, but was glad

of it.

But this label is only descriptive of the circum-

stances. It will help you recall the story when someone

else is dying andis glad of it. But it will not be much

use to you in other situations that may be similar to

this experience in interesting ways. You have come

across an anomaly, someone whois not unhappy about

dying. It would be much more helpful to you later on

if, instead of simply categorizing the story to yourself,

you manage to explain the anomaly; the explanation

could then serve as a label for this case.

Explanation. Sometimes, the explanation for

the eventis not really an explanationat all. “He’s ob-

viously insane,” you might say of your friend. In other

words, there is no reasonable connection between his

situation and his mental state. In this case, you have

“explained away” the anomaly more than you have

really explained it. However, even this explanation

makes the story more useful to you. You might now

use labels like the effects of madness, or crazy people I have

known.

You might use your memoryof this story to help

you cope with the behavior of other people you per-

ceive as irrational. But you won’t gain much explana-

tory power until you start theorizing about the

causality behind this anomalous behavior. There are

two effects of this activity. First, you are discovering

new ways to index thestory, and thus are gaining a

better understanding ofit. Second, you are preparing

yourself to understand new situations that are some-

how similar or related to this behavior.

Of your dying friend, you might say, “He has de-

termined to enjoy the timehehasleft to live,” or “He

has elevated death to a desirable status, to avoid feeling

grief or fear.” The correctness of your hypothesesis

not the issue here; what is important is that you are

creating new structures in your brain that might help

you to understandsituations that occur in the future.

When weobserve an event that is unlike any we

have seen before, it is actually quite rare for us to

create an explanation by reasoning from scratch. Most

of the time, we simply adapt an explanation we have

heard before. Both of the explanations given above are

commonstories in our culture. Even if you had never

applied them to death before, you had almost certainly

formed explanation patterns like enjoying whatlittle you

have, or being in denial. Or course, all indices have some

beginning. Even if we gain almost all of them as chil-

dren by listening to the explanations of the adults

around us, someone hadto invent each and every one

of them. Though not all of them are necessarily true

or consistent, there are many thousands of commonly

held theories and ideas that are culturally transmitted:

diseases are caused by microorganisms; men makebetter lead-

ers; centralizing the provision of public goodsis advantageous;

natural selection causes the (fittest to flourish; screws are re-

moved by twisting; young people should marry within the

faith; and so on. None of these labels has existed for-

ever; each was invented and subsequently dissemi-

nated.

Like mulling over events and thinking about them

from multiple viewpoints, noticing anomalies and find-

ing reasonable explanations for them is an essential

part of what intelligent people do. But it appears likely

that explanation makes us intelligent, just as intelli-

gence gives us the ability to create explanations.

Here, then, is another habit of mind that can influ-

ence intelligence. By looking for anomalies in the

events we experience, and by creating explanationsfor

them (as opposed to simply explaining them away), we

make ourselves more capable of thinking about new
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events. With a larger arsenal of explanation patterns,

with the events in our memories indexed in waysthat
are deeper, more general, and more incisive, we will
be better equipped to think more effectively. We

thereby make ourselves more intelligent.

Planning. One thingall intelligent entities must
do is to plan. The simple act of deciding what to do
next to achieve our goals—both thetrivial ones and
the important ones—is another hallmark of intelli-
gence. Like many aspects of intelligence, it seems at

first glance to be astonishingly difficult, and it is true

that it is something that only intelligent people seem

to do very well.

Although planning has been studied by AI research-

ers for a long time, only recently are there any models

of planning which are suggestive of how humansplan.

As mentioned previously, traditional models of plan-

ning feature very generic, knowledge-poor mecha-

nisms. A human trying to use these methods would

need to keep hundreds of conditions and plan steps in

his head at the same time. How do humans actually

plan? Howdo wecreate sequences of actions which

satisfy our goals, whenit is so difficult? The answeris,

we cheat.

Here, as before, the answer lies in case-based

reasoning. When we need to solve a problem—for

example, the problem of obtaining a diamond neck-

lace—we do not examine andsort through our theo-

ries and rules about gemstones, stores, physical

location, and proximity. Instead, we retrieve and apply

the standard “buying” plan: we obtain money, go to

the jewelry store, show the clerk the money, ask him

to hand over the necklace, and give him the money.

Or if we don’t try to achieve our goal with the buy-

ing plan, then instead we’ll instantiate some other

standard plan, such asstealing, handcrafting, borrow-

ing, or convincing an acquaintance to give us one. We

do not need to figure out a sequence of actions. We

can just find an appropriate plan from memory, adapt

it as necessary to the new situation, and execute it.

From the time we were told by our parents to ask

for what we wanted instead of simply crying because

we didn’t currently possess it, to the time that we

learned ways to buy things of different value, we have

been learning plans for obtaining objects we want.It

is not surprising, then, that we get pretty goodatit.

The difficulties that arise in this kind of exercise are

no longer the type associated with traditional planning
models. We do not get stuck trying to choose from
among the many possible simple actions we could do
next. But we might get stuck knowing which plan is
the most appropriate one to execute at a given time,

and when to abandon one plan (such as when were-
alize we don’t have nearly enough money to buy the
necklace) in favor of another one (such as borrowing).
The indecision that can plague us at times like these

is good evidence that we do not construct a new, de-

tailed sequence of plan steps for our next action when

we already have perfectly good plansin memory which

we can follow.

It is only when we must radically adapt a plan to

make it fit a new situation, or when we must decide

between plans, or reason about them, that our basi-

cally poorability in planning becomesclear. This is not

to say that peopleare notintelligent;it is just that the

task of planning from scratch is extremely difficult.

This is not to say that we never create new plans.

However,it is a relatively rare event. Mostly, we adapt

an old plan, or execute it as it is. Everyone has seen

examples of people executing plans that were not

really appropriate, solely because they had always done

it that way.

Oddly, this view of planning as the execution of

precreated plans from a library of plans did not origi-

nate with planning researchers. It was first postulated

for programsthat interpreted natural language, such

as the PAM program (Wilensky, 1978). What was a

program to makeof an utterance like, “Willa was hun-

gry. She grabbed a restaurant guide. She got in her

car”. How could such a program be able to answer

questions like, “Why did Willa get in her car?”

A human knowsthat there are many possible plans

for satisfying one’s hunger, and that one of them is to

go to a restaurant. We know that one standard plan

for being at a place requires the agent to get in the car

and drive it to that place. Without this kind of knowl-

edge, there is simply no way a computer program, or

a person, could understand much of whatis said and

done aroundit.

Communicating. So far, we have claimed that

thinking relies on vast amounts of knowledge, most of

which welearned from others. Wouldn’t this require

that we spenda great deal of time and energy getting

knowledge from people and giving it to others? In fact,
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we do; it is the most uniquely human cognitive activ-

ity. We spend a large percentage of our waking hours

talking, listening to other people’s stories, and telling

our own. Gointo a public place, and watch the people

come and go. Except for those whoare alone, the rest

talk, talk, and talk. What on earth are they saying?

Why dothey do this?

Onereasonis clearly to transmit information from

one person to another. Sometimes we can see when

someoneis in need of information, and we can give it

to them. We might say, “That door is a little sticky,

you haveto pullit real hard,” or, “The customerthinks

his order has already been shipped!” When weare in

need of information, we might simply ask for it, and

someone who knowswill typically be willing to tell it

to us.

But there must be more reason for communicating

than that, or the world would be a considerably qui-

eter place. Our headsare simply full of stories, and we

love to tell them. Welike to tell people when we’ve

had a day that was good, bad, or even just different.

Welike to tell them where we’re from, how we got

here, and what wethink of this or that event, situa-

tion, or person. Wetell what happened to us, what’s

happening to us, what we hope will happen to us, and

what wefear will happen to us. And then westart on

our friends, and tell what’s happening to them.

Wetell stories to let people know who weare and

what weare like, to let them know whowethink they

are, and whatwethinkthey’re like. If someonetells us

a story of something that happened to them, we are

very likely to tell them a story about when something

similar happenedto us.

The human mindis stuffed with stories. In an im-

portant sense, stories provide us with our very iden-

tities. They are not only what we think about, they

are what wethink with, since we use them to recognize

and interpret similar situations in the present. The

most central activities of human intelligence involve

integrating new stories into memory, connecting them

to what wealready know,labeling them for retrieval

later, and relating them to our goals and our current

situation. We seem to be constructed in such a way

that we do this best when weare articulating our

thoughts and experiences. This is another part of why

we compulsively tell people our stories. When weare

retelling a story, we notice things about it we had not

seen before, and we discard parts of it that do not

seem important.

Telling stories is as natural as the way, for example,

that chimpanzees groom each other. In fact, storytell-

ing serves a similarly useful function. By telling our

stories, we are refining them, elaborating them, and

ordering them. By listening to our stories, people

around usare not simply learning about the world for

their own benefit. They are helping us to order our

thoughts, index our cases, and understand ourlives.

By listening to and helping us to think about our stor-

ies, they are helping us to perform a basic maintenance

task, making ourlives significantly easier, and keeping

us psychologically well adjusted. And, reciprocally, our

listening to others’ stories has a mutually beneficial

effect for us.

Like mulling and explaining, storytelling is another

habit of mind that prepares us to think better. By tell-

ing our stories, we crystallize our thoughts and for-

mulate opinions. As E. M. Forster said, “How canI tell

whatI think until I see what I say?”

The collection of stories in a person’s memory

probably provides the best single indicator of the level

of intelligence of the person. Intelligence is a function

of both the numberofdifferent stories a person knows

and the quality of the indexing of those stories. Quality

of indexing, in turn, is a function of the labels used to

index each story and of the functional effectiveness of

those labels—in other words, how regularly the right

story is retrieved in the right circumstances.

THE FUTUREOFAI

Indexing andretrieving cases, learning new indices,

explaining, planning, and learning and telling stories

are all active research areas in AI, and there are many

more besides. There is excellent work being done in

perception, emotions, and common-sense reasoning,

just to name a few areas. With all this work happen-

ing, it is natural to want to ask whether we will ever

put it all together and create truly, intelligent ma-

chines. What will AI machines of the future be like?

To answer that question, we mustrealize that Al

programsare createdartifacts. They are madeto serve

a purpose. To think about what AI programs will be

like, we must decide what they will be for and what

niches they are created to fill.
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The results of much AI research will find their way

into devices that we would not be disposed to call

intelligent. A car that chooses a route home from

work, follows the roads, avoids accidents, parksitself,

and then wakes the passenger would be quite clever,

and would require many techniques derived from Al.

But we would not tend to grant it a point of view,

beliefs, and so on.

But what about a program that performed tasks

that are less mechanical? For example, governments

and large corporations generate vast volumes of in-

formation, and classifying and organizing it is a

tremendous task. A machinethat could categorize and

cross-reference documents would be of tremendous

assistance. Now suppose that the machine did more

than that. Supposethatit generated warnings whenit

noticed dangerous confluences of events, signaled

when it detected an opportunity to use a previously

successful stratagem in a newsituation, or provided an

explanation or analogous case for a puzzling newset

of circumstances.

The first truly intelligent machineis unlikely to be

anything like the human-sized, chattering robots de-

picted in movies, because having such robots is not a

pressing societal need. Rather, it could well be that the

first really intelligent machinewill live in large govern-

ment or corporate computer systems. The program

could serve as a smart, experienced, continually learn-

ing, and untiring “analyst” or “consultant”that silently

reads reports, news wire services, statistics, and so on.

Such a machine would need to have a memory for

events, much in the way a human has, and it would

need to organize its memory and usefully label what it

observes. Since its purpose would be to extract infor-

mation from whatit is reading, it would need to for-

mulate opinions and to express them. It would need

to determine when a person neededto hear a partic-

ular story, and totell it, and in some cases to educate

the person. It would need to be able to find answers

to questions that are put to it, whether these queries

are for factual information, opinions, or explanations

of its own reasoning. Further, it would be necessary

for the machine to be able to frame questions ofits

own and understand the answers. In short, it would

be able to converse, knowledgeably and extensively,

within its areas of expertise.

Except on abstruse philosophical grounds,it is dif-

ficult to say that such a program would notbeintel-
ligent. And yet the properties described do not seem
impossible, in principle, to program into a machine.

Nonetheless, some people would dismiss the idea as

fantasy. But the possibility of such a machine is not

the paramountissue. In building it, or even in just

attemptingto build it, we will reap great technological

benefits. More important, we will come closer to an

understanding of the workings of the human mind.

(See also: CONNECTIONISM.)
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ARTISTIC ABILITY: CHILDREN’S DRAW-

INGS Children’s drawings have been of interest to

psychologists and educators for over 100 years. During

this period, investigators have made concerted efforts
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to delineate a series of developmental stages that

would correspondto children’s level of conceptual de-

velopment and thus link the perceived deficiencies in

the childish drawingsto their mental maturity. Despite

significant differences in their positions, investigators

shared the common assumption that graphic devel-

opment progresses toward an ideal norm of realism in

art, and that deviations from photographic likeness

was a mark of conceptual deficiency.

Morerecently, students of child art have challenged

this position and provided empirical evidence for a

very different view of the developmental progression

in drawing.

THEORETICAL PERSPECTIVES

R. Arnheim, the most influential theorist in this

field, has formulated a theory of representation that

applies equally well to children and adults. In his view,

representation from its very beginnings rests on the

invention of formsthat are structurally or dynamically

equivalent to the object. Representation does not aim

for one-to-one correspondencesandartists do not as-

pire to copy the original, an impossible task given the

intrinsic differences between the properties of a two-

dimensional and a three-dimensional medium. Byits

very nature, the drawing medium with its specific

tools tends to encourage shapes madeof lines and con-

tours. These shapes comprise the basic constituents

out of which a complex graphic language will evolve,

beginning with simple shapes andrelations and grad-

ually developing into more complex and differentiated

systems of representation.

This view of children’s drawings as representations

opened new avenuesfor investigating the relationship

between children’s knowledge of an object and_ its

rendition. Studies on the effects of tasks, media, and

instructions revealed a muchricher picture than pre-

vious theories had predicted, and the notion that a

drawing might be seen as a conceptual printout of the

child’s mind waslaid to rest (Freeman, 1980; Golomb,

1973, 1974, 1992). Instead, a new appreciation of the

child artist emerged and with it came the understand-

ing that the child who drawsa circle, equips it with

facial features, and calls it a man, does not mistake it

for a humanofflesh and blood, but merely views the

figure as an acceptable equivalent. The child evolves a

rule system that holds that a unit on paper, for ex-

ample, the circle with facial features, is equivalent to

another unit, a human or an animal. This conception

of equivalence does not reflect an inadequate percept

or a faulty concept of the object. On the contrary,it

is a mark of the symbolizing propensity of the human

mindto establish correspondences on the basis of gen-

eral qualities.

Thus, the invention of a meaningful graphic lan-

guage rests on an understanding that symbols repre-

sent, and that they are not to be mistaken for the

actual object they refer to, that is, that symbol and

referentare to be distinguished. From this perspective,

the child’s first drawings are original productions in

the sense that they are not derived from an existing

model (see Figure 1). Humansare not madeofcircles,

dots, and lines, and one might best view the child’s

rendition as its own invention.

THE COURSE OF DEVELOPMENT

The beginningsofartistic development can best be

seen as a transition from perceptual-motor action to

representation. Depending on the availability of paper

and crayons, a slate, rock, or sand, toddlers and pre-

schoolers tend to explore the effects their gestures can

have on a flat surface, especially when they leave

clearly visible marks on paper. These marks can vary

from rotational whirls that mostly record motor ac-

tion, with limited interest in the ensuing shapes and

edges of the paper, to zigzags and more carefully

placed line formations. A major milestone in artistic

development is reached when the child discovers that

forms look like something, and can represent a familiar

object. Unlike the early scribble patterns, representa-

tion is a symbolic activity where marks, be they dots,

lines, or contours, point beyond themselves to another

realm of meaning.

With the advent of graphic representation during

the child’s fourth or fifth year, a new level of aware-

ness emergesthatleads to oftentireless efforts to rep-

resent objects or events that are of significance to the

child. Given the three-dimensional character of most

objects, the child’s drawn version does not stand in a

simple relation to its model. A child’s first drawings of
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Figure I
 
Global human figures. The circle with facialfeatures represents one of the earliest graphic models of
the human figure. (Girl, 3-3; boy, 3-8).

humans and animals consist of global units, circles or

oblongs, that encompassthe facial features. Depending

on experience with the medium andthe motivation to

draw, the simple figures will soon undergo differentia-

tion and cometo reflect the child’s interest in more

diverse forms, detail, size, proportion, orientation, ac-

tion, dimensionality, views, color, and the relationship

amongall the elements of the composition.

The developmental course, especially in its early

phases, appears to be quite universal, and graphic

problem solving follows predictable patterns. It is im-

portant to note, however, that the development of

increasing complexity and skill in pictorial represen-

tation does not have a specific timetable nor a unique

endpoint, for example, realism in art. A stage concep-

tion of developmentjoined to a rigid timetable cannot

accountfor the rapid progress manychildren makein

the graphic medium whentheir motivation to explore

can lead to a remarkable differentiation within a single

session. It cannot accountfor a child’s diverse repre-

sentational models when working on different themes

and with different media. A narrowly conceived stage

conception of development also fails to account for

children who are precociously gifted in the domain of

drawing. The case of Eytan (Golomb, 1992) presents a

normally developing child who progressed at such a

rapid pace that, at the age of three and four years he

had mastered, on his own, multiple three-dimensional

strategies for the depiction of vehicles and scenes of

interest to him (see Figure 2). The case of Nadia, an

autistic child (Selfe, 1977), is most remarkable in that

an otherwise retarded young child showed unusualtal-

ent in her portrayal of animals in motion, executed

with great fidelity and at a very advancedlevel.

Thus development of child art can be seen as a

problem-solving process that requires solutions to an

intractable problem, namely, how to represent a three-

dimensional object on a flat surface. In general, this

problem-solving process begins with general-purpose

forms and simple relations and, depending mostly on

the child’s experience and active experimentation with

the medium, becomes increasingly complex and dif-

ferentiated in terms of the elements that are depicted,

the forms that are selected, the relations that obtain

among them, and the views that are considered. The

findings from recent studies indicate that a drawingis

 

138



ARTISTIC ABILITY: CHILDREN’S DRAWINGS

 

 
Figure 2

This drawing of a truck depicts its multiple sides (front, side, top) by using parallel oblique lines.

(Eytan, age 3-/).

not to be seen as a printout of the artist’s concept of

the object, an outdated assumptionthat is the basis for

the Goodenough-Harris Draw-a-Person Test (1963) as

a test of verbal or conceptual intelligence. Instead,

drawing developmentis best understood as the artist’s

search for forms of equivalence that can stand for the

object. In the beginning phases of this developmental

course, the rules that determine the early graphic

models are of a universal order. At a later time, espe-

cially during the elementary school years and beyond,

the influence of culturally dominant models, for ex-

ample, of cartoon characters, will become more prom-

inent, and some children will become interested in

matching or copying the graphic models available to

them.
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CLAIRE GOLOMB

ASIAN AMERICANS
lated to Asian-American intelligence, some definitions

In examining issues re-

and background information regarding who ‘falls
within this racial/ethnic classification make a helpful
beginning. The category of Asian Americans includes
many diverse subgroups such as Chinese, Japanese,
Filipinos, Koreans, Asian Indians, Vietnamese, Laotians,
and Cambodians. Each subgroup has a unique cultural
background, language, religion, and history in the
United States. Many of the studies on the intelligence
of Asian Americans (Lynn, 1987) have been conducted
primarily with samples of Chinese and Japanese people.

Asian Americanshavebeenidentified as the “model
minority.” They obtain high scores on standardized
test instruments (i.e., measures of mathematical abili-
ties), obtain higher grade-point averages than their
peers in certain regions of the United States, spend

more time on homework, take more advanced courses

in high school, graduate with more credits than other

American students, and have higher completion rates

for high school and college than do Caucasian students

(Brand, 1987).

Asian-American populations tend to be concen-

trated in California, Hawaii, and New York. Popula-

tions in these states tend to have higher incomes

relative to the rest of the United States because the

residents experience a higher cost of living than the

national average. In addition, Takaki (1989) reports

that Asian-American families tend to have more per-

sons working per family than Caucasian families.

Therefore, higher incomes are reflective of more

workers within each family. Further examination of

these results reveals that Asian-American men(in this

study, Japanese) earned comparable incomes to their

Caucasian counterparts, and they also had more years

of education and worked more hours. Income discrep-

ancies between other Asian-American groups and Cau-
casians werealso noted.

D. Brand (1987) reports that many Asian Americans
do not agree with the “model minority” myth, asit
leads to a false stereotype of a group thatis experi-
encing no problems. Although there are examples of
individuals within the Asian-American community
who have excelled and achieved far beyond

_

their
peers, a uniformly high level of success does not typify
this diverse group of people.

Although Asian Americansare not faring as well as
reports would have usbelieve, many researchers have
attempted to explainthe factors that account for the
supposedly uniformly high achievementof this racial/
ethnic group. S. Sue and S. Okazaki (1990) cite two
hypotheses: (1) hereditary/genetic differences in intel-
ligence, and (2) Asian cultural values that emphasize
educational pursuits. The following discussion high-
lights issues related to these two hypotheses. The areas
to be covered include Asian-American IQs and profiles
of abilities, explanations for visual—spatial strengths

and relatively lower verbal abilities, and explanations

for high achievement.

ASIAN-AMERICAN IQ AND

PROFILES OF ABILITIES

Prior to addressing the IQ of Asian Americans,it is

important to acknowledgethe difficulties in obtaining

and interpreting data regarding the intelligence of

these racial/ethnic subgroups. J. Flynn (1991) has ex-

amined Asian Americans’ IQ studies conducted over a

period of approximately fifty years. He cautions read-

ers regarding the interpretation of a global IQ for the

Asian-American community. In particular, he cites the

diversity of the Asian racial/ethnic subgroups. J. Hsia

(1983) suggests that one cannot generalize information

about the cognitive abilities of one Asian subgroup

to another without consideration of experiences and

culture.

Others have indicated concerns as research ad-

dressing the IQ of Asian Americans has suffered from

the “absence of adequate norms, nonstandardizedtest

translations, inadequately defined criterion behavior

(i.e., that which is being measured), etc.” (Chin, 1983,

p. 102). Chin suggests that evaluators use caution in
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interpreting IQs of Asian-American children. Although

this concern is especially true for immigrant children,

more subtle cultural influences may be noted for sec-

ond- or even third-generation Asian-American chil-

dren.

Despite these differences between racial/ethnic

subgroups and methodological problems, numerous

studies have explored the intelligence of Asian Amer-

icans. Historically, some studies have indicated that

Asian Americans obtain higher overall IQs in compar-

ison to otherracial/ethnic minority groups. Flynn has

criticized these studies (1991) and has indicated that

the IQs reported were inflated because of usage of

inappropriate norms. Adjusted Asian-American IQs

are commensurate with overall IQ scores obtained by

Caucasian Americans.

In his review of sixteen studies conducted between

1939 and 1985, including 11,373 Japanese and Chinese

Americans aged 8 to 25 years, Flynn (1991) notes that

the average overall IQ ranged from approximately 101

to 122, but scores from 91 to 99 were adjusted to

reflect appropriate norms. Adjusted nonverbal IQ was

estimated between 94 and 102, and adjusted verbal IQ

ranged from 86 to 98. The Asian-American IQ esti-

mates in one study dropped 18 to 20 points after ad-

justment. These adjustments led Flynn to conclude

that Asian-American IQs may be inflated in various

studies.

Findings from The UrbanInstitute indicate that the

patterns of Asian-American IQ scores is “a relatively

simple one of lower-than-average IQs in the early

years (of the 20th century) and higher than average

scores in the later years” (Sowell, 1978, pp. 212-213).

Sowell also reported that Asian-American children

scored higher than white children on particular sub-

tests that did not involve a language component, sug-

gesting that language plays an important role in the

measurement of intelligence using traditional tests.

Flynn (1991) later adjusted the IQs obtained in this

study estimating that the overall Asian-American IQ is

approximately 98.

In addition to examining the overall IQ of Asian

Americans, numerousstudies have explored their abil-

ity patterns in comparison with other racial/ethic

groups (see ETHNICITY, RACE, AND MEASURED INTELLI-

GENCE). With respect to the ability patterns demon-

strated by Asian Americans, studies indicate that they

have higher visual—spatial abilities in comparison to

verbal abilities.

For example, Wing (1980) compared the abilities of

Asians, whites, blacks, and Mexican Americans on a

series of tests measuring the following abilities: verbal,

judgment(e.g., problem solving), induction(e.g., anal-

ogies), deduction(e.g., reasoning from generalideas to

specific situations), and number (i.e., mathematical

abilities). Findings indicated that whites and Asians

have higher averages than the other groups. Profiles of

whites, blacks, and Mexican Americans tended to be

flat. Blacks performedslightly better on verbal tests

relative to the other areas assessed (judgment, induc-

tion, deduction, and number). Asian Americans did

better on induction, deduction, and number(measures

assessing more nonverbalabilities) in comparison with

verbal and judgment measures (measures assessing ver-

bal abilities).

In a study comparing Americans of Japanese An-

cestry (AJA) and Americans of European Ancestry

(AEA), A. Marsella and C. Golden (1980) found that

AJAs tend to score higher on tests measuring nonver-

bal abilities in comparison with verbal abilities. AEAs,

on the other hand, were found to score higher ontests

requiring verbal abilities. Marsella and Golden con-

clude that although the structure (general make-up) of

cognitive abilities of AJAs and AEAsaresimilar, they

may differ with respect to the specific skills used to

resolve problems. For example, when facing various

tasks, each group maysolve the problemsusing differ-

ent subsets of cognitive abilities.

P. VERNON (1982) notes in his review of thelitera-

ture conducted on the abilities of Asians in North

America the similar findings for Chinese-American

children. As early as the 1920s, they demonstrated

lower scores on verbal intelligence tests and verbal

achievement in comparison with their white peers.

They also scored equally or higher than whites on non-

verbal intelligence measures. Early studies indicated

that the verbal-nonverbal discrepancy in scores was

“quite considerable.” More recent studies have indi-

cated that average IQs for Chinese-American children

are approximately “97 for verbal tests and 110 for

nonverbal and spatial tests” (Vernon, 1982, p. 28).

Note that no adjustments were made in Vernon’s re-

view of the research on the IQ of the Asian subgroup

studied.
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The pattern of high visual-spatial abilities and rel-
atively lower verbal abilities is consistent throughout
muchofthe literature addressing Asian-American in-
telligence (Chin, 1983; Hsia, 1983; Nagoshi & Johnson,
1987). Vernon (1987) writes:

It is interesting that all of the groups of Mongoloid

(Asian) origin that I have studied, including Chinese in

Taiwan, Hong Kong, Hawaii, U.S., and Canada, Japanese

at homeor abroad, Eskimo and Native Indian, show this

tendency to score more highly on nonverbal and spatial

than on verbal tests. The objection thatall groups tested

in English were handicapped by lack of familiarity with

the English language, is contradicted by the fact that

many Japanese and Chinese in America or Canada have

been living in English-speaking environmentsfor several

generations, and mostly speak English at home, at

school, or in their jobs. But although they have caught

up to about the white average on verbal tests, they are

still about 10 points better on spatial tests [p. 385].

Studies have also indicated that Asian Americans

tend to have high mathematicalabilities (Hsia, 1983;

Vernon, 1982). Vernon notes that Chinese students are

superior in mechanical arithmetic but not in problem

or applied mathematics (p. 28). Among a group of

Chinese-American students, males demonstrated a

large discrepancy between their quantitative and ver-

bal scores. They also showed specific strengths in

quantitative abilities. On the other hand, the females

in the study demonstrated a relatively closer balance,

verbal abilities being “slightly favored” (Sue & Kirk,

1973, p. 472). These findings suggest the possibility of

gender differences in Asian-American abilities.

EXPLANATIONS FOR THE VISUAL-

SPATIAL STRENGTHS AND RELATIVELY

LOWER VERBALABILITIES

Various explanations have been suggested to ex-

plain the visual-spatial strengths in comparison to the

relatively lower verbal abilities of Asian Americans.

These include evolution and neurological differences,

and social and cultural explanations.

Evolution and Neurological Differences. R.

Lynn (1987) hypothesized that the pattern ofabilities

consistently noted for Asians and Asian Americans

cannot be explained by environmental factors alone.

He proposed an evolutionary and neurological expla-
nation. He suggests that during the Ice Age, the ex-
treme cold created a selection pressure for increases
in g (general intelligence) and visuospatial abilities.
Asians became dependent upon hunting for their food
and visual-spatial abilities were vital in hunting. The
“enhancement of visuospatial abilities in the Mongo-
loids (Asians) took place at the expense of verbal abil-
ities ... verbal abilities were sacrificed to permit an
increase in visuospatial abilities” (Lynn, 1987, p. 833).

This pattern of abilities led to the development of
distinctive features in the neurology ofthe brain. Lynn
cites literature indicating that verbalabilities are lo-
cated in theleft hemisphere and visual-spatial abilities
located in the right hemisphere. Thus, the relatively
higher scores obtained on visual-spatial and nonverbal
reasoning tasks suggest that Asian Americans demon-
strate strengths in right-hemisphere abilities. Lynn
notes that the Asian pattern of abilities and the neu-
rology of the brain must have a “genetic basis which
maypossibly be enhanced by environmental processes”
(1987, p. 837).

Cultural Explanations. Other researchers re-

port that many Asian groups value nonverbal methods
of communication. They rely on whatis implied in the
interaction rather than on what is expressed. For ex-

ample, in the Japanese culture it is

adaptive for one to be more indirect and ambiguous.

The Japanese also value implicit, nonverbal, intuitive

communication, over explicit, verbal and rational ex-

change of information. Family and in-group members

rely more on nonverbal cues and physical contactfor real

communications. (Hsu, et al., 1986, p. 320.)

Morsbach (1980) cites historical factors that may

contribute to the Asian (in this case, Japanese) em-

phasis on nonverbal abilities. For example, in Zen

philosophy the means to enlightenment is through

meditation rather than verbal action or behavioral per-

formance.

EXPLANATIONS FOR

HIGHER ACHIEVEMENT

Flynn (1991) reports that Asian Americans(in this

study, Japanese and Chinese) “achieve far beyond what

their mean IQ would lead us to expect.... For ex-
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ample, the post-war generation of Chinese Americans,

those born from 1945 to 1949, had a mean IQ of 98.5

with Whites set at 100. But their achievements in

terms of education, occupation, and income suggest an

estimated IQ about 21 points higher than their actual

IQ” (Flynn, 1991, p. 1).

Flynn further hypothesizes that Chinese Americans

capitalize more effectively on their available pool of

talent. He reports a similar phenomenon for Filipinos.

Numerous explanations have been suggested re-

garding the reasons for the achievements of Asian

Americans. These reasons will be discussed in terms

of culture, functional relativism, and biopsychosocial

factors.

S. Sue and S. Okazaki (1990) summa-

rize the cultural explanations for the achievements of

Culture.

Asian Americans as follows:

The most popular cultural viewis that Asian family val-

ues and socialization experiences emphasize the need to

succeed educationally. Largely on the basis of anecdotal

and observational evidence rather than on empirical

findings, investigators have identified the following val-

ues or practices in Asian families that promote educa-

tional achievements: demands and expectations for

achievement and upward mobility, induction of guilt

about parental sacrifices and the need to fulfill obliga-

tions, respect for education, social comparisons with

other Asian-American families in terms of educational

success, and obedience to elders as teachers [pp. 915—-

916].

Another explanation focuses upon the notion that

Confucian ideals emphasize education. Thus, the phil-

osophical/religious history of Asian-American groups

promote the cultural importance placed upon educa-

tional mobility.

Sue and Okazaki also note that “culture is a concept

that has been used to explain all phenomena, but one

that is difficult to define and to test” (1990, p. 916).

In their review of the literature investigating the cul-

tural hypothesis, Sue and Okazaki conclude that values

regarding hard work and the importance of study are

meaningful predictors of achievement.

Examination of the achievements of Asian Ameri-

cans is complex because of the multitude of factors

that can have an impact on the analysis. For example,

Sue and Kirk cite research supporting the important

role of the acculturation process. As “Chinese pro-

gressively become removed from their ethnic subcul-

ture and exposed to westerninfluences, the norms and

values of American society begin to guide and modify

the orientations of the Chinese” (1972, p. 478). Brand

(1987) reviews research indicating that as Asian Amer-

icans acculturate into the American mainstream, some

demonstrate less interest in school and lower achieve-

ment. Hsu and colleagues (1987) note that many im-

migrant families tend to become acculturated after

three or four generations.

Relative Functionalism. The academic achieve-

ments of Asian Americans do not derive only from

cultural factors. Sue and Okazaki suggest that an eth-

nic group’s status within a particular society has an

influence on their achievement. Relative functionalism

refers to the notion that Asian Americans have per-

ceived or experienced barriers in upward mobility in

jobs and careers not related to education. Jobs or ca-

reers that have restricted entry include entertainment,

sports, and politics. According to relative functional-

ism, educational achievement has becomethe vehicle

toward better jobs and career advancement. Thus,

“when opportunities for upward mobility are limited

or perceived to be limited in other areas, educational

achievements should increase” (Sue & Okazaki, 1990,

p. 917). Sue and Okazaki suggest that this finding is

especially true for groups whose cultural values pro-

mote educational achievement.

Biopsychosocial Factors. In response to Sue

and Okazaki’s article regarding functional relativism,

Fox (1991) suggests a linkage betweentheintelligence

demonstrated by Asian-American groups and cerebral

functioning. He notes a shared neuropsychological

phenomenon between Asian Americans and Jews as

both Asian languages and Hebrew are read and written

from right to left. He observes that the right-to-left

directionality has impact on the hemispheric stimu-

lation of the brain. He hypothesizes that this direc-

tionality may “lead to increased and flexible cerebral

functioning that affects intellectual performance”

(1991, p. 878). Although Asian Americans may no

longer speak or read their cultural language, “hemi-

spheric proclivities may nonetheless be present” (1991,

p. 878).
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CONCLUSION

An answer to the question about Asian Americans’

achievements beyond their IQ remains inconclusive.

Intellectual indicators are not always available, how-

ever, as the primary groups studied are either Japanese

or Chinese or both. As Flynn (1991) writes, “Unless

scholars break the current taboos, and collect IQ data

for Chinese, and Japanese, and Filipinos, and Vietnam-

ese, and so forth, the usefulness of studies of Asian

American IQ is probably at an end” (p. 59).

(See also: ETHNICITY, RACE, AND MEASURED INTELLI-

GENCE.)
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ATHLETIC ABILITY Researchliterature deal-

ing directly with athletic ability and intelligence is very

limited. However, some work has been done on ath-

letic ability as it relates to academic achievement and

on exercise and cognitive functioning.
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ATHLETIC ABILITY AND

ACADEMIC ACHIEVEMENT

The study of the relationship between sport (par-

ticularly athletics) and intelligence/academic achieve-

mentis fraught with methodological problems:(1) the

exclusion of lower-achieving athletes who cannot meet

eligibility requirements, (2) athletes who are viewed

differently than nonathletes by instructors, and (3) the

differential motivation to perform in athletes and non-

athletes.

Given these restrictions, Hardman (1973) has ad-

dressed the relationship between athletic participation

and intelligence. He reviewed sixteen studies, contain-

ing forty-two different adult athletic samples, that

were tested with Cattell’s Sixteen-Factor Personality

Profile. The only consistent personality factor was fac-

tor B (mentally brightvs. dull). In all thirty-seven sam-

ples assessing factor B, the athletes’ score was either

average (5.0-6.0) or above average (6.0). Hardman

(1973) concluded that “whatever the reason, present

results would indicate that the unintelligent do not

choose organized sport as a form of recreation at the

adult level ...” (p. 97).

Fourteen studies on athletes’ academic aspirations

and achievement have been reviewed (Snyder &

Spreitzer, 1983). There was a positive relationship be-

tween athletic participation and academic orientation.

Compared to nonathletes, athletes had higher aspira-

tions for going on to college as well as actual entry

into college. The relationships were stronger for ath-

letes of lower socioeconomic status who otherwise

might not be disposed toward academic achievement.

Furthermore, “star” basketball players had higher col-

lege aspirations, got more advice from coaches on

whetherto attend college, and perceived their coaches

to be a greater influence than “starters” and “substi-

tutes.” The findings suggest that with the prestige and

visibility associated with sport, athletes are given en-

couragement by parents, teachers, and coaches, and

are members of the leading crowd which influences

educational plans and expectations beyond high school

(Snyder & Spreitzer, 1983, p. 132).

Whenit comes to actual academic attainment, the

picture becomes more complex. Although somestud-

ies have found that athletes have higher grade-point

averages than nonathletes, other studies have not sup-

ported this relationship. Spady (1970) showed that

athletes dropped out of college more than athletes or

nonathletes who were involved in other extracurricu-

lar activities (e.g., student government,interest clubs,

drama). Furthermore, Landers and colleagues (1978)

showed that the SAT scores of male students with

athletics as their only form of extracurricular partici-

pation had scores significantly below the national

average, whereas athletes with another type of extra-

curricular participation had scoressignificantly above

the national average. The results suggest that the ath-

lete-only group possessed limited scope in terms of

educationalaspirations(i.e., more may be goingto col-

lege to further their athletic involvement), and they

were unable to cope with the academic demandsat

the college level.

EXERCISE AND

COGNITIVE FUNCTIONING

At least seventeen reviews have examined the effect

of acute(i.e., tested following a single bout of exercise)

and chronic (tested following a longitudinal exercise

training program) exercise on cognitive function.

Some of these reviews concluded that the findings

were mixed. However, when these findings were sub-

jected to meta-analysis (Landers & Salazar, 1991),

acute and chronic exercise was foundto be related to

better reaction time (RT) andintelligence (IQ) scores

(e.g., Wechsler IQ Test for Children, lowa Test of Ba-

sic Skills, and Goodenough Mental Age). Acute and

chronic exercise did not produceanyreliable effect on

verbal, math, memory, and symbolic reasoning tests.

These effects were greatest for subjects that were 16

years of age or less and over age 45.

For tasks emphasizing mental-processing speed,

physical fitness seems to be particularly important for

the elderly. Bashore (1990) reviewed several behavioral

and electrophysiological studies comparing the choice

RT performance of young (20-30 years) and old (50-

80 years), physically fit and unfit subjects. Compared

to the old-unfit subjects, the old-fit subjects per-

formed better and hadfacilitated information process-

ing. In manycases, the old-fit subjects performed and

processed information at approximately the samelevel

as the young-unfit subjects. The young-fit subjects

were the best performers. These findings suggest that

 

145



ATTENTION
 

physical fitness may help a person sustain a broad

range of central nervous system functions, “both those

mediating the transmission of primary information and

those mediating higher-order cognitive processes”

(Bashore, 1990, p. 137).

Black et al. (1990) provided neurobiological evi-

dence for the cognitive effects noted above. Among

voung-adult female laboratory rats, aerobic training

resulted in a greater density of blood vessels than un-

trained animals. In addition, rats given acrobatic train-

ing (learning to traverse an elevated path consisting of

balance beams, seesaws, and rope bridges) had more

synapses per Perkinje cell in the cerebellar cortex than

exercising or inactive animals. These findings implicate

the importance of exercise, particularly aerobic exer-

cise involving some degree of learning, in brain mor-

phological changes relevant to cognitive functioning.

(See also: MULTIPLE INTELLIGENCES THEORY.)
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ATTENTION =Attention is a cognitive mecha-

nism that selects relevant environmental information

and controls task performance in support of an indi-

vidual’s goals. Although attention often connotes “con-

sciousness” or “effort,” most modern approaches to

understanding attention emphasize its role in percep-

tual selection and cognitive control (see Allport, 1989,

for a comprehensive review). Attention has been a fo-

cus of serious investigation within psychology and cog-

nitive science for over a century, since William James

said:

Everyone knows whatattention is. It is the taking pos-

session by the mind,in clear and vivid form, of one out

of what seem several simultaneously possible objects or

trains of thought. Focalization, concentration, of con-

sciousness are ofits essence. It implies withdrawal from

some things in order to deal effectively with others ...

[James, 1890, pp. 403-404].

These remain the dominant themes in attention re-

search today.

Cognitive theories of intelligence often includeat-

tention as a fundamental componentin planning and

executing intelligent behavior(e.g., Sternberg, 1985).

Attention has two majoraspects. First, as James noted,

attention is a mechanism for selecting perceptual in-

formation from the environment. The ability to effi-

ciently select relevant information and to ignore

irrelevant information is crucial in all aspects of intel-

ligent behavior, from classroom learning and complex

problem solving to driving a vehicle and hitting a base-

ball. Second, attention is a mechanism for controlling

the performance of two or more simultaneoustasks.

For example, a helicopter pilot must maintain control

over the aircraft and simultaneously communicate

with the control tower; attention is required to govern

potential conflicts between tasks and to implement

moment-to-momentpriorities. These aspects of atten-

tion are discussed below, followed by a review of in-

dividual differences in attention and how they may

contribute to individual differences in intelligence.
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PERCEPTUAL SELECTION

Imagine you are at a crowded party, immersed in

the sounds of a dozen simultaneous conversations.

Even with the noise, you are able to carry on your

own conversation with a friend. In so doing, you find

you are unable to follow any other conversation with-

out abandoning the one with your friend; the unat-

tended conversations merge into a backgroundbabble.

However,as yourfriend is speaking, you suddenly hear

your name in a conversation to your left, and your

attention involuntarily snaps there. In the process, you

completely lose the thread of what your friend had

been saying, but you continue to nodand smile as you

strain to hear whatis being said in the conversation to

yourleft.

This scenario illustrates what is known as the

“cocktail party phenomenon,” which inspired the ear-

liest studies of selective attention in the 1950s. This

work involved reproducing the multiple conversations

of the party in the laboratory by presentingto listeners

a pair of messages via headphones, one message in each

ear. These early studies confirmed what our thought

experiment revealed: it is very difficult to attend to

more than one auditory message at a time, but certain

aspects of an unattended message (e.g., the listener’s

name) will be heard.

Investigators later turned to visual laboratory tasks

to study selective attention, in part because by their

very nature, auditory messages must be delivered se-

quentially in time. In contrast, visual tasks permit the

simultaneous and very brief presentation of large

amounts of information, providing a way to examine

in detail the limits of perceptual selection.

Mechanisms of Visual Selective Attention.

Selection of visual information from a crowdeddisplay

can be guided in either of two ways.First, the observ-

er’s goals, intentions, knowledge, and expectations

about upcoming events can influence whatis selected;

this is known as top-down control over selection. Sec-

ond, certain aspects of the visual scene may capture

attention independently of what the observer may

know or expect or intend; this is known as bottom-up

control over selection.

The cocktail party phenomenonillustrates both

types. Your effort to follow your friend’s conversation

(and then to follow the other, “interesting” conversa-

tion andignore yourfriend) is an instance of top-down

control over selection. When the arrival of your name

captures your attention involuntarily, a form of bot-

tom-upattentional controlis responsible.

In the laboratory, psychologists have studied both

types of attentional control using a task called visual

search. In the task, the observer is asked to search for

an element in a visual scene (for example, the letter E

within an array of otherletters) and to press a button

when theletter is found. This is a laboratory version

of the everyday task of searching for a specific box of

cereal on a grocery shelf or looking for your pencil on

a cluttered desk. The time elapsing from the appear-

ance of the visual array until the observer presses the

button, called the response time, is measured precisely.

Response times typically increase systematically as the

number of elements in the display increases (just as

the time required to find your missing pencil will de-

pend on whether your desktop is otherwise empty or

cluttered). This result suggests that observers must se-

lect elements in the visual display one at a time until

the target is identified, the more elements there are to

select, the longer this process will take, with each ad-

ditional element adding a constant amountof time to

the search.

The visual search task can reveal the influence of

both bottom-up and top-downcontrol overattention.

For example,if the observer is correctly informed that

one location in the visual array is more likely to con-

tain the target than any otherlocation, then observers

can and do direct their attention to that location in

anticipation of the target event; this is an instance of

top-downcontrol (e.g., Downing & Pinker, 1985; Pos-

ner, 1982). The redirection of attention can be either

overt (moving the eyes to the high-priority location) or

covert (directing attention there without moving the

eyes from someanchorpoint, such asa fixation point

in the center of the display).

Now imagine that the display contains one element

that exhibits some unique attribute (e.g., one that

movesorflashes). Attention is often captured by such

an element even when the observer has no reason to

believe that the target will appear there, and response

times tend to be faster when the target happens

to be there than when it appears elsewhere in the

display. This is an instance of bottom-up control of

attention.
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Most theo-

ries of selective attention hold that perception consists

Theories of Selective Attention.

of the construction of a series of increasingly abstract

internal representations of the world, starting with a

rawsensoryimage andfinally achievingan internal model

of the current local environment including three-

dimensional surfaces and fully identified object repre-

sentations (e.g., Marr, 1982). According to such theories,

attention selects aspects of early representations and

delivers this information to visual mechanisms that

compute more abstract internal representations.

The major issue addressed by theories of attention

concerns when, within this representational frame-

work, selective attention operates. Two major posi-

tions can be identified. According to early-selection

theories, selective attention operates on anearly, rel-

atively unprocessed representation of the perceptual

input. So, for example, selection can be based on sim-

ple sensory properties of the stimulus such asits lo-

cation, color, or size, but not on more complex aspects

of the stimulus, like its name or semantic category. In

order to nameorcategorize an object, that object must

be selected and its attributes compared to stored

memory representations. This class of theories was

first proposed by Broadbent (1958) and later devel-

oped by others (e.g., Treisman, 1986). These theories

attribute the partygoer’s inability to comprehend more

than one conversation at a time to the early locus of

perceptualselection.

An alternative view was offered by Deutsch and

Deutsch (1963) and subsequently advanced by others

(e.g., Duncan, 1980). According to these Jate-selection

theories, every element in the visual field is fully iden-

tified and categorized before selection; only when a

response must be based on a perceptual representation

does selection occur. Such theories provide an expla-

nation of why you detect your name in an unattended

conversation: all unattended wordsare in fact identi-

fied, but only those that are important to you capture

yourattention.

A great deal of evidence has been collected in the

last three decadesin an effort to determine which the-

ory is correct, and no definitive answer has emerged.

Instead, the evidence points to a compromise(cf. Yan-

tis & Johnston, 1990): Under certain circumstances,
when it is prudent to do so, observers can suppress

identification of unwanted perceptual information.

Under other conditions, when the observer’s current

goals demanddivided attention, observers can permit

perceptual information from multiple sources to be

identified and categorized before selection occurs. A

flexible locus for attentional selection is therefore im-

plicated.

COGNITIVE CONTROL

One hallmark of intelligent behavior is the ability

to accomplish two or more tasks at the same time.

The circus performer who keeps nineteen plates spin-

ning atop nineteen rods exemplifies a physical sort of

multitasking. Attention permits cognitive multitasking.

Almost everything we do involves some kind of over-

lap among multiple simultaneous tasks: driving an au-

~tomobile while listening to the radio; running while

dribbling a basketball; carrying on a conversation while

walking with a friend. In all these examples, there is

the possibility of interference between the tasks. For

example, if the driver encounters an accident and must

visually guide the vehicle to avoid obstacles, then the

content of the radio news broadcast will likely go un-

perceived; if an opponent moves suddenly into the

basketball player’s line of sight, the dribble may go

astray; or if the walker is asked to solve increasingly

difficult math story problems, she may slow her pace

and eventually stop walking altogether.

The ability to coordinate two or more simultaneous

tasks has been a focus of experimental psychologists

for several decades. Early studies examined perfor-

mance with continuoustasks like manually tracking a

moving target with a pointer while listening for an

auditory target. However, it quickly becameclear that

it is often possible to rapidly switch attention between

such tasks so that momentary lapses in attention to

one task might not be detected. Therefore, investiga-

tors have increasingly employed pairs of discrete tasks

for studying multitask performance.

Theories of Human Performance in Simul-

taneous Tasks. The experimental paradigm that

has provided the deepest insights about cognitive mul-

titasking is the so-called psychological refractory period or

PRP task. In a typical PRP experiment, an observer

carries out two overlapping tasks (see Figure 1a). For
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Psychological refractory period (PRP) task. (a) The sequence

of events in a typical PRP task. Stimulus 1 (S1) appears, and

the time elapsing until Response | (R1) is made is RTI. S2

appears after a delay, called the stimulus-onset asynchrony, or

SOA, which is the duration between the onsets of SI and S2.

RT2 is the time elapsing between the onset of S2 until R2 is

made. (b) RI2 is plotted as a function of the SOA between

Task | and Task 2. RT2 decreases to an asymptote as the SOA

increases, with a slope near — | at short SOAs. (c) Hypo-

thetical sequence of mental operations required to carry out

simultaneous tasks. Boxes indicate duration of each of three

successive mental operations: perception (Stage A), response

selection (Stage B), and response execution (Stage C). Accord-

ing to the response-selection bottleneck accountof the data in

panel b, the response selection stage can work on only onetask

at a time. Task 2 must therefore wait until the response se-

lection stage for Task | is complete before response selection

can begin in Task 2. Therefore, every millisecond of reduced

SOA will add a millisecond to RT2, which yields a slope of

— I at short SOAs in the RT2-SOAfunction of panel b.

example, Task | might require the observer to listen

to a tone (called Stimulus 1, or $1), decide whetherit

is high or low in pitch, and press one key if the tone

is high and anotherif it is low (called Response 1, or

R1). Task 2 might require the observer to view an

array of digits (called S2), and to determine what the

highest digit in the array is and speak that digit into a

microphone (called R2). The stimulus-onset asyn-

chrony (SOA) between the twotasks is the amountof

time elapsing from the onset of the tone (S1) to the

onset of the digit array (S2). If the SOA is quite long,

then two tasks will be carried out strictly sequentially

(that is, R1 will be completed before S2 appears). As

the SOA decreases toward zero (simultaneousonset S1

and $2), the two tasks will increasingly overlap. The

experimenter measures the response time for each task

(called RT1 and RT2, respectively, defined as amount

of time elapsing between S1 and R1 or S2 and R2) as

a function of the degree of overlap in the two tasks

(as indexed by the magnitude of the SOA). The in-

structions to the observer are designed to encourage

the observer to give highest priority to Task 1, so that

any effect of the overlap between tasks will be com-

pletely reflected in a slowing of RT2.

Figure 1b shows typical results from such an ex-

periment, with RT2 plotted as a function of SOA. As

expected, RT2 is fast if the SOA is long; in this case,

Task 2 is carried out in isolation, after Task 1 has been

completed. With increasingly shorter SOAs, RT2 be-

comesincreasingly slower. The slope of the SOA ver-

sus RT2 function approaches —1 at the shortest

SOAs. |

In order to understand how observers carry out

such overlapping tasks, and in order to explain the

pattern of results shown in Figure 1b, attention theo-

rists assume that there is a sequence of mental opera-

tions that must be carried out in order to accomplish

each task. The sequence of mental operations thatis

presumed to occur in a PRP task is shown in sche-

matic form in Figure Ic. Each task requires (1) per-

ception of the stimulus, carried out by Stage A in the

figure; (2) selection of the appropriate response, car-

ried out by Stage B; and (3) execution of the selected

response, carried out by Stage C.

There is substantial evidence that interference be-

tween the two tasks takes the form of a response-selec-

 

149



ATTENTION
 

tion bottleneck (McCann & Johnston, 1992; Pashler,

1989). According to this account, only one response

can be selected at a time. If the response-selection

stage is currently working on Task 1, then response

selection for Task 2 must wait until response selection

for Task 1 is complete. Other stages, however, can

operate simultaneously on two or moretasks. This

means that as the SOA becomes shorter, RT2 must

become longer, because response selection cannot be-

gin in Task 2 until it is complete in Task 1. In fact, for

every additional millisecond removed from the SOA, a

millisecond must be added to RT2. Thatis reflected in

a slope of the SOA versus RT2 function that is near

— 1. This provides very good evidence that response

selection is an immutable bottleneck in the perfor-

mance of multiple cognitive tasks.

Studies of multitask performance have shown that

certain cognitive operations (e.g., perception and re-

sponse execution) can be carried out simultaneously,

but that response selection is a strict bottleneck in

performance: responseselection for only one task can

be carried out at a time. When an individual must

carry out multiple simultaneous tasks, attention pro-

vides a mechanism for granting access to the bottle-

necks in the system so as to optimize performance.

INDIVIDUAL DIFFERENCES

IN ATTENTION

A major goal in the study of intelligence is to un-

derstand individual differences in cognitive abilities

that contribute to intelligent behavior. Because cogni-

tive theoriesof intelligence incorporate attention as an

important component, we must be concerned with

characterizing how individuals differ in their ability to

attend to perceptual events or to tasks. Traditionally,

this topic is divided into two parts: changes in atten-

tion within an individual as he or she develops from

birth through adulthood, and differences among adults

in their attentional capabilities.

Development of Attention. Any effort to un-

derstand the development of some cognitive capacity

requires systematic measurementofindividual differ-

ences in that capacity at different ages. Enns (1990)

provides a review of recent advances in our under-

standing of the development of attention.

These studies have revealed that even infants differ

significantly in their ability to attend to perceptual

events. How do we knowthis? The question is not

trivial, because infants do not yet talk, and so they are

unable to follow instructions or to tell us what they

experience. Developmental psychologists have there-

fore devised clever techniques for measuring attention

in infants. Among the most useful of these is the ha-

bituation technique, in which an infant is shown an

object repeatedly and looking time is measured. Typi-

cally, looking time decreases with repetition: the infant

becomes “bored,” or habituates to the object, and

looks away.

Using this technique, Bornstein (1990) has found

that some infants habituate to the repeated presenta-

tion of an object after only a few exposures, whereas

others habituate much more slowly or idiosyncrati-

cally. Rapid habituation is taken as an indication that

an infant is predisposed to explore new or changing

aspects of the environment, which has obvious adap-

tive utility. Bornstein and others have also found that

infants who habituate rapidly in the first half-year of

life tend to score better on various measuresof intel-

ligence in the second yearof life and beyond. For ex-

ample, efficient habituators tend to prefer complex

objects to simple ones, to perform picture matching
and oddity detection very rapidly and accurately, and

to explore their environment more comprehensively.

These findings are consistent with the claim that at-

tentive ability is an important componentofintelligent

behavior.

Other investigators have found that as children de-

velop from about age 4 to adulthood, their ability to

attend selectively to perceptual information systemat-

ically improves. These developmental improvements

have been attributed to at least two sources: first,

children become better able to make perceptual dis-

criminations as they grow, and second,children’s stra-

tegic capacity to deploy attention efficiently improves

with age. For example, Kaye and Ruskin (1990) found

that younger children (ages 7 to 9) were not as able

as older children (ages 10 to 12) or adults to allocate

attention to visual events according to their known

probabilities of occurrence. This appears to be an im-

provement in strategic ability (as opposed to a per-

ceptual one).
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Individual differences in any cognitive ability are gen-

erally investigated by observing the correlation across

individuals in the performance of two or moretasks.

For example, Lansman, Poltrock, and Hunt (1983) had

eighty-five adults perform target detection tasks in the

visual and auditory modalities under conditions of fo-

cused attention (the target always appeared in a known

location—or ear—among nontargets) or divided at-

tention (the target could appear in either of two lo-

cations—or ears—among nontargets). They sought to

determine whether there is an underlying ability to

focus or divide attention that might accountfor indi-

vidual differences in both the visual and auditory do-

mains. If such an ability exists, then individuals who

performed well on a visual attention task should also

perform well on an auditory version of that task, and

those who performed poorly on the visual task should

also perform poorly on the visual task. Lansman and

colleagues (1983) found that although observers who

performed well on one visual task also performed well

on the other visual task, there was not a strong cor-

relation between performance on the visual task and

performance on the auditory task. This result suggests

that there may not be a single, underlying ability to

focus or divide attention that determines each individ-

ual’s relative performance on focused and divided at-

tention tasks.

In contrast to this failure to find a single underlying

ability to focus and divide attention, Tipper and Baylis

(1987) found a significant correlation between perfor-

mance on the Cognitive Failures Questionnaire (CFQ),

and the ability to selectively attend. The CFQ, which

was devised by Broadbent and colleagues (1982), con-

sists of questions like “Do you fail to notice signposts

on the road?” Individuals with high scores tend to be

more distractible and absent-minded than those with

low scores. Tipper and Baylis (1987) asked a group of

subjects to complete the CFQ and then to perform a

selective attention task. They found that subjects who

were unable to effectively focus attention tended to

have high scores on the CFQ (indicating everyday dis-

tractibility). This finding suggests that there may in-

deed be a general ability to focus attention, and this

ability is reflected in performance on specific labora-

tory tests of selective attention as well as in perfor-

mancein everydaytasks like driving or reading.

At the present time, the study of individual differ-

ences in selective attention is just beginning, although

muchis known aboutthe varieties of attention within

the individual, there has been little systematic study of

attentional differences across individuals. This is an

area where great progress can be expectedin the years

ahead.

CONCLUSION

Attention is a mechanism used to select relevant

perceptual information from the environment and

deliver it to working memory. Attention also controls

the performance of simultaneous cognitive operations,

providing access to those parts of the system that rep-

resent multitasking bottlenecks that must be utilized

according to current cognitive priorities. Finally, we

can expect significant advances in the study of how

individual differences in attention may accountfor in-

dividual differences in intelligence.

(See also: PERCEPTION.)
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STEVEN YANTIS

ATTENTION DEFICIT HYPERACTIVITY

DISORDER- Each year, hundreds of children and

adolescents are taken to doctors and mental health

professionals because of problems in school and at

home with behavior and with learning. Manytend to-

ward excessive physical activity, have trouble paying

attention, and often seem to act without thinking.

Compared to most young people their age, they have

trouble finishing things that they start, cannotsitstill

or stay long in their seats at school, and always seem

to be “on the go.” Though the children may not be

very aware of these problems themselves, people in

their environment, including parents,teachers,friends,

andrelatives, are often concerned that these behaviors

are interfering with the young person’s learning at

school andtheir ability to get along with others. Atten-

tion deficit hyperactivity disorder (ADHD)is the diagnostic

term often applied to such individuals. The root causes

of this disorder are still largely unknown, though ge-

netic, prenatal, biochemical, and familial abnormalities

are often suspected. Studies have shown that half or

more of children with ADHD continue to struggle

with symptoms of the disorder as adults. Treatments

in the form of medications, psychological and family

therapy, and special educational programs have been

developed to reduce the effects of the symptoms, but

no cure has yet been discovered. These treatments are

effective in helping most affected individuals concen-

trate better, learn to think before they act, and slow

down to a more normalpace ofliving. Research into

causes, natural outcomes, and more effective treat-

ment programs continues.

Attention deficit hyperactivity disorder is the

contemporary term applied to individuals who meet

specific diagnostic criteria defined in the American

Psychiatric Association’s Diagnostic and Statistical Manual

of Mental Disorders (DSM). Previous diagnostic systems

have applied other terms to what is essentially the

same disorder. These terms have included attention-

deficit disorder (ADD), hyperactive syndrome, hyperkinetic

syndrome, hyperkinesis, minimal brain dysfunction (MBD),

and minimal brain damage. Each diagnostic term hasre-

flected an attempt to describe what, at the time, was

believed to be the underlying cause or theoretical core

of the disorder. The changes in these terms coincide

with the progress of scientific understanding through

research that has progressively clarified the essence of
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the syndrome. ADHD wasoriginally believed to be a

disorder of childhood, but research has confirmed that

for many it may bea lifelong problem, the nature of

which changes in the course of the developmental

stages of life.

CHARACTERISTICS OF ADHD

Attention deficit hyperactivity disorder is one of the

more common behavioral syndromesaffecting children

and adolescents. A syndrome is a combination of

symptomsthat either result from a single cause or oc-

cur together so commonly that their joint appearance

indicates the presence of some underlying condition.

While the characteristics of these disorders have been

thoroughly studied for manyyears, the task of describ-

ing them is in some ways a difficult one. Many of the

characteristics are presentin all children to some de-

gree at particular times. P. Wender (1987) cautions

that it is not the symptoms themselves that set chil-

dren with these disorders apart but the intensity, per-

sistence, and patterning of the symptoms. Accurate

diagnosis of such disorders can be made only bya cli-

nician who has evaluated many children with a range

of behavioral and emotional problems. As with any

syndrome, notall of the characteristics of ADHD are

observed in every person with the disorder. Males are

about three times as likely to display the disorder as

females.

The central features of the disorder are (1) signifi-

cant problems with attention; (2) impulsivity; and

(3) hyperactivity. At least one of these three major

features is usually striking in any affected individual.

The degree of these symptoms must be greater than

normally expected for the individual’s age group.

When hyperactivity is not present or prominent,

the DSM specifies the disorder as “undifferentiated

attention-deficit disorder.”

Attentional difficulties are currently viewed as the

chief difficulty experienced by ADHD. individuals.

Problems with attention will often be observed as dis-

tractibility and a short attention span. Children with

such problems seem unable to focus their minds on

one thing for more than brief period before they are

distracted and drawn on to somethingelse. Impulsivity

may be reflected in the person’s appearing to act be-

fore thinking and failing to learn from experience.

Schoolwork may habitually be done hastily and in a

disorderly, messy fashion. These individuals appear to

react too quickly to things, never giving themselves the

chance to consider their actions or choices. They may

blurt out answers in class, have trouble waiting for

their turn in a group task, and frequently interrupt

others. Hyperactivity, once regarded as the primary

manifestation displayed by ADHDpatients, is perhaps

the easiest symptom to observe. Affected individuals

have difficulty sitting still, constantly fidget or twist in

their chairs, tap their fingers, wiggle their feet, and

give the impression that they are restless and unable

to bestill for long. Some talk excessively.

Symptoms tend to wax and wanein theirintensity.

They often worsen in situations requiring quiet, sus-

tained attention, such as listening to a teacher in

school or doing lengthy assignments. Symptoms may

seem to disappear when the person is very actively

involved in a particular task, such as a conversation,

physical recreation, or a video game,or in a newsit-

uation, such as a first appointment with a counselor.

These core symptoms may be accompanied by over-

excitability, a tendency to fail to finish things once

started, temper outbursts, a very low ability to deal

with frustration, erratic moods, difficulties getting

along with others, a tendency to lose things, and un-

derachievement in school or work. Many individuals

with ADHDalso show signs of learning disabilities,

conduct disorder, and oppositional disorder, although

the relationship between these disorders remains un-

clear, with much overlap of characteristics.

ADHD AND INTELLIGENCE

The relationship between ADHDandintelligenceis

not a simple one. ADHD does notaffect intelligence

per se or performanceonintelligence tests in any spe-

cific, predictable way. However, in evaluating the

ADHDchild, adolescent, or adult, it is often helpful

to perform intelligence and academic testing as a

means of identifying areas of strength and weakness.

There is a good deal of overlap between the incidence

of ADHDandspecific learning disabilities, particularly

disabilities involving reading and mathematical prob-

lem solving. Testing can help to assess a student’s read-

iness for mainstream classroom participation and

identify those ADHD individuals who may need spe-
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cial help in these areas. It is also not uncommon for

ADHDindividuals to display uneven performance on

intelligence subtests. While the overall intelligence

quotient (IQ) of ADHD individuals may be within the

average range, subtests that are particularly sensitive

to the effects of attention and concentration difficul-

ties frequently showdeficits. This unevennessin intel-

lectual performance can lead someteachersincorrectly

to assume that ADHDstudents are lazy, uncoopera-

tive, or not applying themselves fully to classroom

tasks, when in truth their attentional problems are

preventing them from doingas well as they could oth-

erwise. Testing often helps parents and teachers cor-

rectly to calibrate their expectations of academic

achievement.

DEVELOPMENTAL COURSE OF ADHD

The problems displayed by a child with ADHD

tend to change with age. Some features disappear al-

together, while others change in intensity or form.

Wender (1987) reviewed the developmental course of

these difficulties in great detail and noted that the

problems described below may appear in only some of

these developmentalstages. In mostcases,signs ofsig-

nificant problemsare identified by age 7 or 8, though

some come to light much earlier or muchlater. Both

the intensity and the duration of these problems are

highly variable. If the disorder first appears in infancy,

the ADHDchild is likely to be much moreirritable,

fussy, and prone to colic than most infants. Sleep dis-

turbances are common. As toddlers, such children

continually “get into things,” run and climb constantly,

move rapidly from oneactivity to another, and do not

appear to respondto parentaldiscipline. By preschool

age, problems with attention andsocial adjustmentare

often appearing. The child may appear notto listen

and seem notto learn from experience or punishment.

At this stage, the child’s short attention span, difficul-

ties dealing with frustration, and frequent temper tan-

trums make learning and smooth social interactions

difficult. Problems getting along with other children

because of bossiness, teasing, and selfishness create

even more chaos.

By the time the child starts school, restlessness and

fidgeting are often the most obvious problems. Teach-

ers complain that the child cannot sit still or stay

seated when required to do so. Significant problems

with following instructions and completing tasks often

surface when the demands of classroom structure are

confronted. Early signs of learning difficulties become

more apparent, and often worsen,as the child is called

upon to learn more and more complex material and

work more and more on an independent basis. When

a child is 9 or 10 years of age, academic anddiscipli-

nary troubles often become more prominent, and

problems with lying, cheating, and stealing may

emerge. Difficulty with reading and arithmetic are typ-

ical, and the child may becriticized for messy and

incomplete schoolwork. Coordination problems fre-

quently cometo light, and sporting activities are often

the source of great disappointment and anxiety.

Chores and tasks at homeare regularly forgotten or

incompletely done. Effects of such academic, behav-

ioral, and social difficulty may seriously impair the

developmentof the child’s sense of self-worth andself-

esteem. Attention-seeking behaviors, depression, anx-

iety symptoms,andsocialisolation often result.

By an ADHDpatient’s adolescence, patterns ofir-

responsibility and antisocial behavior may be most no-

table, while hyperactivity and obvious attentional

problems, which often remain, may becomeless prom-

inent. If symptoms of the disorder have gone un-

checked overseveral years, the youngster mayfind his

or her environment a negative, punishing, frustrating

place. By this time, the child may feel chronically out

of place, unable to please, and incapable of doing right.

Frustration is often expressed outwardly. Truancy,

vandalism, fighting, recklessness, running away from

home, substance abuse, and other antisocial behaviors

often overshadow academic deficiency. Treatment of

ADHDthat first emerges in adolescence is especially

challenging. Rebelliousness, a normal part of adoles-

cence, is more powerfully expressed in late-blooming

ADHDcases, making cooperation with the treatment

process especially difficult. Children identified and

treated before this stage of development appear to

have a better prognosis than those first diagnosed in

adolescence (Wender, 1987).

Until the late 1970s, most clinicians believed that

these problems were usually outgrown as the child’s

brain matured. Though still controversial, evidence

continues to mount that a significant proportion of

ADHDchildren carry some symptomsof the disorder
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into adulthood and that treatments effective for chil-

dren offer substantial help to such adults. Most fre-

quently, major hyperactivity symptoms diminish or

disappear by adulthood, although manypatients con-

tinue to fidget and complainof restlessness. Difficulties

with inattention and impulsivity often persist most

prominently. Such adults remain easily distracted, fail

to finish what they start, appear notto listen well, and

have trouble persisting when required to sit and attend

for long periods. They have difficulty organizing their

work, often act before thinking, shift frequently from

one activity to another, andare easily frustrated when

things go too slowly or when taking turns. Their con-

centration problems may be minimal when they focus

on material in which they are interested, but may in-

terfere consistently with performance onless interest-

ing tasks. Some continue to find it very difficult to

watch television or to read for more than a few min-

utes. Self-control deficits, including temper problems,

tendencies to interrupt others excessively, low stress

tolerance, and recklessness, may continue to interfere

with their lives. Many complain of frequent mood

swings andsignificant problems in forming and main-

taining mature relationships. Long-term follow-up

studies suggest that a significant number become ac-

tively antisocial and engage in serious criminalactivity

and serious substance abuse (Klein & Mannuzza, 1991).

POSSIBLE CAUSES

Parenting a child with unrecognized symptoms of

ADHDis a frustrating and perplexing experience. By

the time the child’s behavior has been brought to the

attention of psychologists, counselors, or physicians,

many angry and disappointing years may have already

passed. Parents often feel guilty, helpless, and incom-

petent. Many blame themselves and naturally ask

what the cause is. Despite many years of research,

the precise cause of the disorder is still unknown.

Nonetheless, scientific research has collected enough

information to indicate that the disorder is the result

of a dysfunction of the central nervous system and that

its causes may be many. This conclusion is based upon

the combinedresults of years of study of the relation-

ship between ADHDand otherpsychiatric and brain

diseases, the genetic patternsof the disorder, biochem-

ical characteristics of those suffering from the disorder,

and the results of treatment studies. Information from

each of these lines of reasoning will be briefly re-

viewed.

Shortly after World WarI, there was a worldwide

epidemic of von Economo’s encephalitis, a viral brain

infection that was often fatal. Children who recovered

were left with symptoms of hyperactivity, impulsivity,

and learning disabilities, the descriptions of which

closely match many modern-day observations of

ADHD symptoms. Attempts to treat these symptoms

led to the discovery of drugs that are successfully used

today in the treatment of ADHD, described below.

While the vast majority of individuals with ADHD

have never had such a brain infection, the similarities

in symptoms suggest that certain abnormalities in

brain chemistry probably underlie this disorder. It is

important to note that current research has shown

that most ADHDpatients are not brain-damaged,as

early theories about the causes of ADHD had sug-

gested. Though brain trauma or disease can leave an

individual with ADHD, these are by no means the

most common causal factors. ADHD appears most

often to result from abnormalities in brain chemistry

due principally to genetic factors. Problems in the de-

velopmentof the fetus also show somerelationship to

the development of ADHD.Such problemscan be the

result of many factors, including prematurity and ma-

ternal alcohol use (Nanson & Hiscock, 1990; Wender,

1987).
A majorline of evidence about the causes of ADHD

comes from study of family members of ADHD-af-

flicted individuals. Some psychiatric disorders show a

pattern wherein a problem is passed from one gener-

ation to the next, indicating a genetic component to

the disorder. Most research on the incidence ofADHD

in the general public suggests that it occurs in 5-7

percent of all people and 6-9 percent of school-age

children. If ADHD has such a genetic component, rel-

atives of individuals with ADHD would be more likely

than the general population to display ADHD symp-

toms themselves. This is exactly what has been found.

Studies by J. Biederman and colleagues (1990, 1992)

show that 16-25 percentofrelatives of ADHD-diag-

nosed personsalso display the disorder, suggesting that

relatives are two to four times more likely to have the

disorder than members of the general population. Fur-

thermore, up to 30 percent of parents of ADHDchil-
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dren also display significant signs of the disorder

(Biedermanet al., 1986). For a number of years, pop-

ular literature proposed that ADHDresulted from cer-

tain food allergies or sugar intolerance, but carefully

controlled scientific research has failed to support

these theories (Zametkin, 1989).

TREATMENT

Treatment strategies vary according to the severity

of the disorder and the age of the patient. Individuals

with relatively mild symptomsare often able to over-

come their difficulties through some combination of

counseling, specialized educational help, and parental

training. More-seriously affected patients often require

medications in combination with more-specialized

psychological and educationalhelp.

Amphetamines and related compoundsthat stimu-

late the central nervous system have the primary effect

of activating the nervous system and increasing wake-

fulness, decreasing fatigue, and inducing euphoria. In

higher doses, these drugs produce agitation, hyperac-

tivity, and insomnia. When abused habitually or used

in very high doses, they can produce paranoia and psy-

chosis. In the late 1930s it was accidentally discovered

that these compoundshad a “paradoxical,” or reverse,

effect on patients who today would probably be de-

scribed as ADHD.Ratherthan further stimulating hy-

peractive, impulsive, inattentive children, many of

whom had mild to moderate forms of brain damage,

these medications helped them attend better, reduced

their level of physical activity, and appeared to reduce

their impulsivity. The value of these medications was

quickly explored and established. In ADHD children

they were found to have a positive impact on atten-

tion, impulsive behavior, hyperactivity, and mood. This

led someclinicians to propose that such a positive re-

sponse in individuals with no history of brain trauma

was an indication that they suffered from a form of

minimal brain damage or dysfunction that~displayed

itself as symptoms of what is now called ADHD.Re-

search has helped to clarify this paradoxical effect. It

was found that low doses of stimulant drugs had an

effect on normal men and boys similar to that ob-

served in those diagnosed as hyperactive. These com-

pounds decreased motoractivity, increased attentional

focus and vigilance, and improvedlearning abilities in

normal people in much the same wayas in hyperactive

individuals (Rapoport et al., 1980). Thus, what was

initially thought to be an unusual effect of stimulant

medications proved to be a more natural, dose-related

effect.

Stimulant medications continue to be the predom-

inant treatment for these disorders. The most com-

monly used stimulants include Ritalin, Dexedrine, and

Cylert. In one survey of primary-care doctors, 88 per-

cent of children considered hyperactive had received

Ritalin (Wolraich et al., 1990). In another survey, D.

Safer and J. Krager (1988) reported that the percent-

age of elementary schoolchildren receiving medication

treatment for hyperactivity in Baltimore County,

Maryland, rose from 1 percent in 1967 to just below

6 percent in 1987. The popularity of this treatment

approachreflects its effectiveness in significantly help-

ing up to 80 percent of diagnosed ADHDindividuals

and the relative rarity of serious side effects. Antide-

pressant medications are often helpful in those indi-

viduals not able to benefit from stimulants (Greenhill,

1989).
Treatmentof this disorder is not a matter of simply

prescribing the correct medication and waiting to see

if it works. While the medication clearly helps to re-

duce the core symptomsof inattention, impulsivity,

and hyperactivity, treatment of the social, academic,

and emotional problems that remain requires the work

of an integrated team of care providers. Successful

treatment of children and adolescents with ADHD

usually results from the coordinated efforts of parents,

family members, teachers, a physician, and one or

more other mental health professionals. Depending on

the nature and degree of the particular child’s disor-

der, psychologists, school counselors, social workers,

and educational specialists may need to be involved.

These professionals help patients and their families de-

velop effective learning methods and communication

patterns, more-potent disciplinary strategies and par-

enting methods, and better techniques of self-control

for the individual. With an adult patient, it is almost

mandatory to involve the patient’s spouse, and on oc-

casion, it may be helpful to request the help of the

individual’s employer or supervisor.

Treatment of this multimodal nature has been

clearly shownto be effective in the short run in alle-

viating core symptoms and reducing the effects of ac-
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ademic and social deficits (Henker & Whalen, 1989).

Questions about the long-term effects of treatment re-

main, in part because of the difficulty of conducting

scientifically well-controlled studies across manyyears.

Research to date has been inconclusive, and attempts

to clarify which sorts of individuals benefit most from

which forms or combinations of treatments continue.

CONCLUSION

Decades of research cannot be summarized ade-

quately in an entry of this length. Attention-deficit hy-

peractivity disorder is a psychiatric condition whose

causes, course, treatments, and label continue to

evolve. Controversy as to the nature of the disorder,

its relationship to other psychiatric conditions, and the

best treatment approaches continues in the scientific

literature. Many questions remain. Answers to these

questions appear to have far-reaching implications in

areas as diverse as education, neurobiology, parenting,

substance abuse, violence, and criminality. Many years

will probably pass before all of the answersare in.

(See also: HYPERACTIVITY.)

BIBLIOGRAPHY

AMERICAN PSYCHIATRIC ASSOCIATION.(1987). Diagnostic and

statistical manual of mental disorders (3rd, rev. ed.). Wash-

_ ington, DC: Author.

BIEDERMAN, J., FARAONE, S., KEENAN, K., KNEE, D., &

Tsuanc,M. (1990). Family-genetic and psychosocialrisk

factors in DSM-III attention deficit disorder. Journal of

the American Academy of Child and Adolescent Psychiatry, 29,

526-533.

BIEDERMAN, J., FARAONE, S., KEENAN, K., BENJAMIN, J.,

KRIFCHER, B., MOORE, C., SPRiICH-BUCKMINSTER, S.,

UGAGLIA, K., JELLINEK, M., STEINGARD, R., SPENCER,T.,

NorMAN, D., KOLODNY, R., KRAus, I., PERRIN, J.,

KELLER, M., & TSUANG, M. (1992). Further evidence of

family-genetic risk factors in attention deficit hyperactiv-

ity disorder. Archives of General Psychiatry, 49, 728-738.

BIEDERMAN,J., Munir, K., KNEE, D., HABELOW, W., AR-

MENTANO, M., AuTorR,S., HOGE, S., & WATERNAUX,C.

(1986). A family study of patients with attention deficit

disorder and normal controls. Journal of Psychiatric Re-

search, 20, 263-274.

GREENHILL, L. (1989). Treatment issues in children with at-

tention-deficit hyperactivity disorder. Psychiatric Annals,

19, 604-613.

HENKER,B., & WHALEN,C.(1989). Hyperactivity and atten-

tion deficits. American Psychologist, 44, 216-223.

KLEIN, R., & MANNUZZA, S. (1991). Long-term outcomeof

hyperactive children: A review. Journal of the American

Academy of Child and Adolescent Psychiatry, 30, 383-387.

NANSON,J., & HISCOcK,M. (1990). Attention deficits in chil-

dren exposed to alcohol prenatally. Alcoholism, 14, 656—

661.

RAPOPORT, J., BUCHSBAUM, M., WEINGARTNER, H., ZAHN,

T., LUDLOW, C., & MIKKELSEN, E. (1980). Dextroam-

phetamine: Cognitive and behavioral effects in normal

and hyperactive boys and normal adult males. Archives of

General Psychiatry, 37, 933-946.

SAFER, D., & KRAGER,J. (1988). A survey ofmedication treat-

ment for hyperactive/inattentive students. Journal of the

American Medical Association, 260, 2256-2258.

WENDER,P. (1987). The hyperactive child, adolescent, and adult.

New York: Oxford University Press.

WOLRAICH, M., LINDGREN, S., STROMQUIST,‘A., MILICH, R.,

Davis, C., & WaTsOon, D. (1990). Stimulant medication

use by primary-care physicians in the treatmentofat-

tention-deficit hyperactivity disorder. Pediatrics, 86, 95—

101.

ZAMETKIN, A. (1989). The neurobiology of attention-deficit

hyperactivity disorder: A synopsis. Psychiatric Annals, 19,

584-586.

MarK F. WARD

AUDITORY ABILITIES In the broadest

sense, auditory abilities are cognitive abilities that de-

pend on soundas input and on the functioning of our

hearing apparatus. The term encompasses simple sen-

sory processes as well as the abilities required for the

solution of complex problemsthat are presented ver-

bally or by musical means. It also refers to the pro-

cesses that are characteristically measured through the

sense of hearing even though othersenses may be used

for the same purpose (e.g., rhythm, time-dependent

and sequentially presented problem-solving tasks).

Prior to being integrated within the theoryoffluid

(Gf) and crystallized (Gc) intelligence (see Horn &

Stankov, 1982; Stankov & Horn, 1980), the study of
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auditory abilities was largely motivated by practical

needs, for example, the selection of musicians and of

military personnel such as sonarmen andradio opera-

tors. This early research falls into two broad cate-

gories: studies of musical abilities and studies of speech

perception. The main aim was to identify independent

auditoryabilities irrespective of their relationship to

the abilities from other sensory domains. Factor anal-

ysis was the main statistical procedure used for this

purpose.

Auditory abilities form three hierarchically orga-

nizedlavers that parallel those from the visual domain.

The layers conform to the classical view of cognition,

which distinguishes between sensory, perceptual, and

higher-order thinking processes. Examples ofthetests

used to measure some of these abilities are provided

below.

At the lowest level are the sensory detection abili-

ties, including simple processes of time estimation,fre-

quencyand energy discrimination, spatial localization

and binaural hearing and so on. Different sensory de-

tection abilities share relatively little variance among

themselves, and although they are obviously involved

with the processes of the other two groups, correla-

tions with the abilities from these higher-order groups

are, at best, medium in size. Their correlation with

abilities from other sensory modalities is essentially

zero. At the highest level are the abilities of listening

comprehension, temporal tracking and integration,

and so on, those whichareclearly intellective in nature

in the sense that they depend on grasping complex and

demanding relations among elements of the problems.

These showcorrelations with nonauditory intellective

tasks that are of the same order of magnitudeas,say,

intercorrelations among theall-visual Gf and Gc tasks.

While they qualify as auditory in the broad sense of

the word, for many of these abilities the reliance on

sound is incidental; the same processes could be ade-

quately measured with other sensory inputs.

Auditory abilities in a narrow sense involve percep-

tual processes intermediate between the two extremes

of sensory detection and dealing with complex rela-

tions. Within the visual domain their counterparts are

broad spatial visualization (Gv) abilities. Since the orig-

inal work on musical abilities carried out by Seashore

during the second decade of the twentieth century,

many different types of auditory tests have been de-

veloped. The most important primary auditory abili-

ties within this array of tests are (a) the ability to

perceive speech underdistortion/distraction (SPUD);

(b) the ability to discriminate among tonal soundpat-

terns (DASP); and (c) the ability to maintain and judge

rhythmic sequences of sounds (MaJR). These three

primary abilities, together with parts of lower- and

higher-level measures that also use sounds as stimuli,

define broad auditory factor (Ga) at the second order

of analysis. This factor is independentof the remaining

broad factors of the Gf/Gc theory.

In addition to these positive findings, there are un-

certainties about the existence of some primary audi-

tory abilities. For example, research on_ individual

differences has been equivocal aboutthe ability to dis-

criminate sounds with respect to loudness. Also, fine-

grained studies of listening comprehension indicate

that a separate ability to process phonological aspects

of speech—that is, discrimination among the pho-

nemes—may exist. It is not known whether, within

a broad sample of cognitive tasks, this latter ability

would be absorbed by the SPUD factor or whetherit

would remain on its own.Finally, relative to the pro-

cesses of visualization, individual differences within

the auditory domain are poorly explored. Late-twen-

tieth-century technological advances make the work

in this area easier and maylead to a discovery of new

factors.

Whatinfluences lead to the emergence of a broad

auditory ability that make it stand apart from the other

cognitive abilities? Lazar Stankov (1983) proposed that

the most important aspect of auditory processing is

“competition.” This is conceptualized in a very broad

sense to encompass a numberof distinct influences. In

the case of MaJR, internal metabolic processes give

rise to a sense of time that competes with the exter-

nally introduced tempo and rhythmic patterns. Indi-

vidual differences in judgments of rhythm and tempo

are dependent on the competition between these in-

ternal and external processes. In the case of SPUD,

the competition is between the signal (speech) and

noise (distraction)}—individual differences arise be-

cause of different sensitivities to the combined effects

of these two sources. Finally, in the case of the DASP

ability, competition between the signals that originate
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from the two ears—for example, the occlusion of the

ipsilateral by the contralateral pathway—may be a

critical factor. These three types of competition—

clearly the result of an interaction between genetic and

environmental influences—may share a commonality

sufficient to lead to the emergence of the Ga factor at

the second order. While some kind of competition

may be a part of nonauditory broad ability factors,

their emergence is likely to be affected by individual

differences in some additional aspects of neural orga-

nization. For example, individual differences in the or-

ganization and localization of processes within the

right hemisphere (for broad visualization, Gv) andleft

hemisphere (for Gc) may provide a basis for the sepa-

ration of abilities within these factors. There is little

evidence to suggest that Ga, like Gf, is localized within

a particular hemisphere of the brain, although some

primary abilities of Ga may be so localized. For ex-

ample, SPUD appears to be lateralized to the right and

DASPlargely to theleft hemisphere.

In addition to charting the poorly explored regions

of cognition, the study of auditory abilities has facili-

tated an easy translation of some of the theoretically

interesting tasks developed by the experimental cog-

nitive psychologists into a format suitable for research

in individual differences. Thus, many measures of at-

tentional processes (e.g., sustained attention, search,

attention switching) are based on auditory modality.

Particularly important is the work on divided atten-

tion that employed competing tasks. These are the.

tasks in which two measuresofintelligence (e.g., the

Letter Series Test and Tonal Reordering Test) are given

simultaneously, one through the left and another

through the right ear. The results of this work have

been interpreted in terms of the available pool of pro-

cessing resources and a central construct of intelli-

gence—Charles Spearman’s notion of mental energy.

HOW ARE AUDITORY

ABILITIES MEASURED?

Given the three-layered structure of auditory abil-

ities, it is necessary to describe tests that are illustra-

tive of each of these layers.

The most

commonly employed of these types of measures are

Measures of Sensory Detection.

the hearing acuity assessments provided by the typi-

cal. audiograms. They contain information about the

hearing thresholds for single pure tones of varying

frequencies. Most research of the late twentieth cen-

tury has focused on the following three rather simi-

lar tests, which involve comparisons between pairs of

tones.

1. Seashore’s test of pitch differences. This is a

fifty-item test consisting of pairs of tones differing in

frequency by between 2 hertz and 17 hertz. Each tone

lasts longer than 500 milliseconds. All sound frequen-

cies are well within the normal adult hearing range.

The test begins with easy items and progresses to more

difficult items; the task is to state if the two tones are

the same or different. The measure is the number of

correctly answered items.

2. Frequency discrimination for short tones (Raz,

Willerman, & Yama, 1987). This test involves hearing

two tones, each for 20 milliseconds duration and with

a silent gap lasting 850 milliseconds between them.

The peak signal sound pressure level at the head-

phones is a clearly audible 96 decibels. Pairs of tones

differ in frequency; the task is to state on every trial

whether the first or the second tone has higher pitch.

At the beginning of the trial, the tones are 870 hertz

and 770 hertz. The frequency difference is gradually

reduced following the accepted psychophysical pro-

cedures for the determination of a differential thresh-

old. The measure is the threshold at which difference

is detected.

3. Auditory inspection time (Deary, 1992). The

stimuli to be discriminated are two square wave tones

(870 Hz and 770 Hz) played at the 80 decibel sound

pressure level. Both tones last for equal time periods.

The length of the time interval varies between pairs,

however. The aim is to establish the shortest time in-

terval—that is, the duration of tones—for which the

subject can (with 90% accuracy) state whether the

order of the tones within a pair was “high-low” or

“low-high.” As found in the visual inspection time ex-

periments, the measurement of auditory inspection

time depends on the control of certain conditions.

Thus, there is no gap between theplaying of the tones

within a pair, and there is masking stimulus immedi-

ately after the second tone. The measureis the short-

est tone duration for correct answers.
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Measures of Perceptual Processes. These are

examples of measures for the three primary abilities
of Ga.

1. Expanded speech (a measure of SPUD). Short
sentences are played at a slower speed than that used
in recording. The task is to write the sentence. The
measure is the accuracy of the sentences written over
ten to twelve sentences.

2. Chord decomposition (a measure of DASP). A
three-note chord is followed by four answer choices
in which three notes are played separately. The task is
to indicate which answer choice involves the same
three notes as werein the original chord. The measure
is the numberof correct answer choices over fifteen
to twenty items.

3. Tempo (a measure of MaJR). The task is to con-
tinue to counta beat established by a metronome and
after varying lengths of time write the number to
which the beat has been carried. The measure is the

accuracy of the count.

The fol-
lowing three tests are clearly more demanding than

Measuresof Intellective Processes.

those mentioned above.

1. Cloze. The task is to write two words that are

missing in ten to fifteen spoken sentences of eight

words each. Missing words are indicated by clicks.

This test is a measure of the auditory listening com-

prehension primary ability and Gc at the second order.

2. Tonal reordering. Three notes are played, and

subjects are asked to “label” these notes with numbers

corresponding to the order in which they were pre-

sented. After a short pause, the same three notes are

played in a different order. The task is to write the

number “labels” in an order corresponding to the or-

der of presentation in this second hearing. Example:

do (“1”), re (“2”), mi (“3”) are played in that order

first and then shortly afterward as re, mi, do. Answer:

2, 3, 1. To get reliable measures, fifteen to twenty such

tasks are presented. This test measures temporal track-

ing primary ability and Gf at the second order.

3. Triplet numbers. The stimulus material for this

test consists of a randomly chosen set of three differ-

ent digits (“triplets”) presented successively, one per

second, on the computer screen. These triplets are

separated by a four-secondinterval. The subject has to

press the “Yes” key if the first digit is the largest and

the second digit is the smallest or if the third digit is

the largest and thefirst digit is the smallest. Otherwise,
the “No” key is to be pressed. The measure is the
numbercorrect. This test measures sustained attention

primary ability and Gf at the second order.

WHATIS THE RELATION

OF AUDITORY ABILITIES

TO INTELLIGENCE?

The importance of auditory abilities for a normal
development of intelligence has been recognized for a
long time. For example, the opening paragraph of
Diane Ackerman’s chapter on “Hearing”reads as fol-
lows. “In Arabic, absurdity is not being able to hear. A
‘surd’ is a mathematical impossibility, the core of the
word ‘absurdity,’ which we get from the Latin surdus,

. is that the
world will still make sense to someone whois blind or

‘deaf or mute’.... The assumption ..

armless or minus a nose. But if you lose your sense of
hearing, a crucial thread dissolves and you lose track
of life’s logic” (see Ackerman, 1991, p. 176). Indeed,

in the absence of intensive specialized education for

blind and deaf, the blind suffer smaller intellectual

damage than the deaf because of sensory deficit. This

is perhaps due to the fact that the prime channel for

communicating, and therefore for acquiring any

knowledge duringchildhood,is auditory. Deaf chil-

dren may be particularly affected because of the

reduced exposure to abstract concepts. As a conse-

quence, the average blind person’s measured intelli-

gence quotient (IQ) tends to be higher than the

average IQ of the deaf. Within the normal population

of children, one of the best predictors of performance

on intelligence tests at age 11 is the listening compre-

hension test taken four yearsearlier.

While studies of individual differences in auditory

abilities provide clear support for the views consistent

with the comprehensive theory of fluid and crystal-

lized intelligence (Horn, 1988), two recent attempts to

link these abilities with intelligence focus on issues that

have been peripheral to the main thrust of the Gf/Gc

theory.

First, some investigators who have been searching

for the “basic” processes of intelligence have focused

on auditory abilities. This approachis closely linked to

the late-twentieth-century interest in “biological”

sourcesof individual differences. Basic and simple pro-
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cesses, rather than cognitively complex and demanding

processes, are seen as being close to biological mea-

sures such as electroencephalogram recordings, nerve

conduction velocity, metabolic rate for glucose, or

even some physical properties, for example, the ratio

of white to gray matter in the cortex. Those working

within this paradigm expect to find a single psycho-

logical process that underlies all intelligent behavior,

which can thenbelinked to these biological measures.

One line of research with auditory abilities points

to the importance of sensory acuity (i-e., frequency

discrimination), another line places particular empha-

sis on the role of mental speed(i.e., auditory inspec-

tion time). Descriptions of the tasks used in this

work are given above. Indeed, significant correlations

between frequency discrimination for short tones

and intelligence and auditory inspection time and

intelligence have been reported, supporting both

interpretations. Despite the improvementin the mea-

surement of sensory processes over the situation that

existed at the beginning of this century, however, raw

correlation between auditory inspection time and in-

telligence is not higher than 0.30 (Deary, 1992). Raz,

Willerman, and Yama (1987) have reported correla-

tions between intelligence and measures of frequency

discrimination that are between 0.40 and 0.50 but sim-

ilar to many other studies interested in the “basic”

processes, these correlations were obtained with small

samples of subjects. Much of the work on “basic” pro-

cesses of intelligence has employed simplistic concep-

tions of intelligence—as measured with a single

matrices test. This research thus has neglected to con-

sider correlations with potentially important measures,

such as those of perceptual speed and broad auditory

function, which mediate correlations between sensory

processes andintelligence. Also, we do not know the

extent to which processes captured by these new sen-

sory tests ofintelligence differ from those captured by

Seashore’s test of pitch differences. Since it is known

that Seashore’s test has a relatively low correlation

with measures of intelligence, if strong similarity of

these processes were to be confirmed, sampling error

would be a reasonable explanation for the reported

significant correlations with intelligence.

Even thoughit is premature to claim that this work
has added substantially new information to our knowl-

edge about the relationship between sensory auditory

abilities and intelligence, the weak link between simple

sensory processes andintelligence has been reaffirmed.

There is also an outside chance that the relationship

may be stronger than previouslythought.

In Howard Gardner’s (1983) oligarchic theory, mu-

sical intelligence is one of seven multiple intelligences.

In the theory of fluid and crystallized intelligence, Ga

is one of nine intelligences. In Gardner’s theory, cen-

tral aspects of musical intelligence are pitch and

rhythm, which correspond to DASP and MaJR pri-

mary abilities, respectively. Those auditory abilities

that deal with the verbal material(i-e., listening as cap-

tured by SPUD) belong to whathecalls linguistic in-

telligence. He consider auditory—and oral—aspects

of languageas central to linguistic intelligence. Gard-

ner points to severallines of evidence in supportofhis

position, namely, potential isolation by brain damage,

the existence of idiots savants, prodigies, and other

exceptional individuals, a distinctive developmental

history, the identifiable set of core operations, and sus-

ceptibility for encoding in a symbol system. He notes

that factor-analytic findings provide criteria for dis-

tinguishing independent intelligences. The evidence

Gardner cites has been used to build the theory of

fluid and crystallized intelligence. Within the auditory

domain, Gardner’s theory obviously supports the in-

dependence of primary abilities, but he has nothing to

say about broadability organizations. Muchofhis evi-

dence, however, is new and fresh.

Psychologists have often assumed that higher men-

tal processes that are tapped by the typical tests of

intelligence dependrelatively little on input modality.

Relatedly, it is sometimes assumed that what distin-

guishes, say, a good musician from an exceptionally

good musician, is not auditory ability per se but the

presence of a higher IQ in the latter. Perhaps some

aspects of our thinking about intelligence need to be

changed. The existence of broad perceptual factors

such as Gv and Ga suggest that the gap between the

lower-order perceptual and high-order intellective

processes may be small, especially among people who

spend a lot of time in «  ‘vities that depend on the

functioning of visual an. suditory modalities. It is on

this basis that we can follow Gardner’s suggestion to

talk about “visual” and “auditory” intelligence.

(See also: MUSICAL ABILITY; MUSICAL INTELLIGENCE.)
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LAZAR STANKOV

AUTISM The syndromeofinfantile autism (also

knownasautistic disorder, Kanner’s syndrome, or early in-

fantile autism) was first described in 1943 by Leo Kan-

ner, who reported on eleven children exhibiting an

apparently congenital lack of interest in other people.

These children were highly interested, however, in un-

usual aspects of the inanimate environment. For sev-

eral decades after Kanner’s initial description, research

on autism and related conditions suffered from both a

lack of consensus on aspects of syndrome definition

and assumptions of continuity between these condi-

tions and severe forms of mentalillness in adults, par-

ticularly schizophrenia (Kolvin, 1971). The presumed

link with schizophrenia derived from the similarity in

severity of the conditions. The assumption was consis-

tent with the very broad views of the syndrome

boundaries of schizophrenia. It was suggested by Kan-

ner’s use of the term autism, which had previously

described the self-centered thinking observed in schiz-

ophrenia. Researchers disagreed about the role of ex-

periential factors in the pathogenesis of the autistic

syndrome.

Over the past two decades severallines of evidence

have supported the existence of autism apart from

schizophrenia and have suggested the importance of

neurobiological factors in syndrome pathogenesis. For

example, rates of schizophrenia do not increase among

first-degree relatives of individuals with autism, and

the clinical features of children with autism differ sub-

stantially from those observed in children with early-

onset schizophrenia (Werry, 1992). Individuals with

autism do not appear to have markedly increasedrates

of schizophrenia.

Autism is now grouped within theclass of pervasive

developmental disorders (PDD) along with similar dis-

orders: Asperger’s disorder, Rett’s disorder, childhood

disintegrative disorder (Heller’s syndrome or disinte-

grative psychosis), and pervasive developmental dis-

order not otherwise specified (PDD-NOS World

Health Organization, 1992). Although the syndrome of

autism has been studied extensively and its existence

established, the “nonautistic’ PDDs have been ex-

plored less frequently and their vaLipiTy, particularly

apart from autism, is more controversial.

CLINICAL FEATURES

Kanner’s original report outlined features still

viewed as central aspects of autism. These includeits

very early onset (from birth or within the first three

years), disturbed social development, absent or mark-

edly deviant speech, and unusual responses to the en-

vironment(e.g., resistance to change or “insistence on

sameness,” stereotyped motor movements, idiosyn-

cratic interests or responses to the environment). A

diagnosis of autism implies very early onset of deficits

in the areas of social and communicative disturbance

and unusual environmental responsivity.

Onset.

tism develops at or shortly after birth. In most (ap-

A series of studies has confirmed that au-

proximately 75%) cases autism appears to be present

from birth or within thefirst year oflife. In a smaller

number of cases the early development of the child is

reported to be reasonably normal. Delayed case detec-

tion may result from lack of parental sophistication or

from denial, the degree of any associated mental re-
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tardation in the child, and a lack of knowledge among
primary health care providers. Information on the
nature and pattern of onsetis particularly important
relative to diagnosis because autism almost never
develops after age 3. On the other hand, childhood
disintegrative disorder develops after a relatively pro-
longed and unequivocally normal development.

Social Development. Forthe normally devel-
oping baby, interest in the social environment is
marked, even from thefirst weeksoflife as the human
face and social interaction appear to be of central in-
terest to the child (Volkmar, 1987). As suggested by
Kanner (1943), the child with autism appears to lack
this early predisposition toward social interaction. In
most cases parents report that the affected child ex-
hibited a marked lack of interest in them or other
people from very earlyin life, although interest in as-
pects of the inanimate environment was strong. The
usual milestones of early social development (e.g., the
social smile, simple forms of imitation and reciprocal
interaction, and development of differential attach-
ments to parents) are typically delayed severely and
deviant when they do develop (Volkmar, 1987). Peer
relationships typically fail to develop. Affected individ-
uals have difficulties in use of nonverbal behaviors
(e.g., eye contact, facial expression) in the regulation
of interaction. Lack of emotional reciprocity is com-
mon. Over time certain social skills do develop, al-
though even the highest functioning individuals with
autism have difficulties in the integration of social—
emotional cues and communication. Social skills relate
to developmentallevel. Younger and lower-functioning
individuals usually appear to be the least interested in
social interaction, and the highest-functioning individ-
uals often interact in an odd or eccentric fashion
(Wing & Gould, 1979).

Communicative Development. Failure of the
child to develop language is a common complaint. Par-
ents may worrythat the child is deaf, although usually
the child will be extremely sensitive to aspects of the
inanimate environment. The sound of a vacuum
cleaner mayelicit apparent panic in a child who does
not respond to the voice ofhis parents. Communica-
tive language fails to develop in approximately 50 per-
cent of cases (Pauls, 1987). When it does develop,
language has features such as immediate and remote

echolalia, pronoun reversal, failure to intonate appro-
priately, and marked deficits in use of language in so-
cial contexts.

Unusual Responses to the Environment.
Unusualresponses to the environment may include an
inability to tolerate changes or transitions, unusual or
idiosyncratic interests or attachments, and stereotyped
movements. Purposeless and repetitive, stereotyped
movements appear to be preferred modes of activity
for the child. These movements mayinclude hand flap-
ping, walking ontoes, body rocking, or more complex
movements of the body. Capacities for symbolic and
imaginative play are impaired; recreational materials
may be used in unusual ways, as the child becomes
preoccupied with one aspect of an object.

DIAGNOSIS OF AUTISM
AND RELATED CONDITIONS

The official American and international (World
Health Organization, 1992) definitions of autism are
conceptually identical. Of earlier definitions, Rutter’s
(1978) synthesis of Kanner’s original work and subse-
quent research was highly influential. Rutter noted
that the deviance in social and communicative devel-
opment was notattributable to developmental delay
alone. It was greater than expected, given associated
levels of mental retardation. Certain aspects of the
condition—unusual rates or sequences of develop-
ment,self-injurious behavior, or deviant responses to
sensory stimuli—seem to be associated features of the
condition. In addition to categorical definitions of au-
tism, researchers have proposed various rating scales,
checklists, and other assessments ofdimensions of func-
tion/dysfunction. In some instances the scales are
linked explicitly to categorical diagnostic criteria (e.g.,
Lord etal., 1989). The tremendous range in syndrome
expression over developmental level and chronological
age is a complication for both categorical and dimen-
sional assessments. The lack of metrics for understand-
ing normalsocial functioning has been problematic.
Assessmentinstrumentsthat rely on parental report of -
very early development of the child may not bereli-
able; on the other hand, teachers or parents may have
difficulties with instruments that inquire about highly
deviant behaviors. Disagreement around diagnosis is
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usually most pronounced regarding individuals at the

extremes of syndrome expression—in the profoundly

retarded, in the very young, and in individuals with

intelligence quotients (IQs) in the normal range.

Clearly, the frequency of “autisticlike” behavior in-

creases with decreasing IQ; however, these “autistic-

like” behaviors are morelikely to include stereotyped

movementsand unusual responsesto the environment.

Nonautistic PDDs.

semble autism in one or more importantrespects. The

Several conditions re-

inclusion of these conditions within the PDD category

has been controversial. In Rett’s disorder very early

developmentis normal. In this condition, so far re-

ported only in females, head growth then decelerates,

usually in the first months of life, and a loss of pur-

poseful hand movements occurs. Motor involvement

is quite striking, and profound mental retardation is

typical. Characteristic handwashing stereotypes de-

velop. Although the course andclinical features ofthis

condition are distinctive, confusion with autism may

arise, particularly during the preschool years (Tsai,

1992).
In childhood disintegrative disorder (previously

known as Heller’s syndrome or disintegrative psychosis) a

relatively prolonged period of unequivocally normal

development (usually for several years) is observed

prior to a markedloss of skills and developmentof an

“autisticlike” clinical picture. The onset of the condi-

tion may be insidious or abrupt; the deterioration in

the child’s development is very dramatic. Most defi-

nitions require that the early development of the child

be unequivocally normal. Researchers once presumed

that the condition was uniformly associated with some

specific medical condition that might account for the

marked regression. This assumption is no longer valid

(Volkmar, 1992). Although probably much less com-

mon than autism, CDD appears to have an even worse

prognosis.

In Asperger’s disorder (also knownasautistic psycho-

pathy), cognitive and communicative development are

within the normal or near normal range in the first

years of life. Deficits appear in social interaction and

unusual responses to the environment similar to those

in autism. Verbal skills are usually an area of relative

strength, in contrast to autism. Idiosyncratic interests

are common (e.g., in train schedules, snakes, the

weather channel). An increased incidence of this con-

dition may occur in family members. The existence of

this condition, apart from high-functioning autism,re-

mains the topic of debate (Szatmanri, 1992); it is pos-

sible that the condition overlaps at least in part with

some formsoflearningdisability, such as the syndrome

of nonverballearning disability (Rourke, 1989). Some

studies suggest that individuals with this condition

may beat greater risk for development of psychosis in

adolescence or adulthood.

The definition of “subthreshold” PDD (PDD-NOS)

is essentially a negative one. It is a disorder with some

features suggesting but not fully meeting the criteria

of autism. Although this condition is probably rela-

tively common, researchis highly limited.

Other Disorders.

sociated with autism or other pervasive developmental

In mental retardation not as-

disorder, the pattern of developmentdelay tends to be

relatively even. Social and communicativeskills are

about as delayed as cognitive skills. In the develop-

mental language disorders, delays and deviance are

most noteworthy with respect to language-related

functions; social and nonverbal cognitive abilities tend

to be preserved. In someinstances the child with a

marked language disorder may develop a rich reper-

toire of nonverbal communicative skills. In schizo-

phrenia beginning in childhood the pattern of dis-

turbance is similar to that starting in adolescence and

adulthood: Theclinical picture is characterized by hal-

lucinations, delusions, disturbances in thinking, and so

forth (Werry, 1992).

EPIDEMIOLOGY AND COURSE

Studies employing reasonably stringent definitions

of autism suggest prevalence rates of approximately 2

per 10,000 children. The condition occurs in all social

classes and in both developed and underdeveloped

countries. Males are affected four or five times more

often than females. When females have autism they

are, however, morelikely to be severely retarded. Fe-

males with autism and IQs in the normal range are

extremely uncommon. Apart from PDD-NOS the

other conditions included in the PDD class are appar-

ently less commonthan autism.

In autism social and communicative deficits are

moststriking during the preschool years. Various fac-

tors may act to delay case detection and provision of
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a remedial program. Such delays are unfortunate be-

cause at least some research suggests the importance

of early detection and sustained educational and be-

havioral interventions. During the school years behav-

ior problems may be moredifficult to manage. During

adolescence a small number of persons with autism

improve while others deteriorate. Seizures. may de-

velop at any point during childhood and adolescence.

The available outcome data suggest that perhaps 1 to

2 percent of affected adults are capable of an indepen-

dent existence. Another 33 percentare able to achieve

some degree ofpersonal self-sufficiency. About 66 per-

cent ofaffected adults require very high levels of sup-

port. Overall intellectual level and the ability to use

language for communication by age 5 years are impor-

tant prognostic signs.

PATHOGENESIS

Certain aspects of Kanner’s original description

served as false leads for research, particularly in rela-

tionship to syndrome pathogenesis. Although Kanner’s

emphasis on the early (if not congenital) onset of the

condition indicated some role of neurobiological fac-

tors, other aspects of his description suggested some

influence of experience in pathogenesis. Hisinitial re-

port suggested that the condition was not commonly

associated with other medical conditions, mental re-

tardation, or other signs of central nervous system pa-

thology. On the other hand, Kanner’s observation of

high levels of parental educational and occupational

attainment and of unusual patterns of parent—child in-

teraction seemed to suggest that deviant caregiving

might be involved. However,studies of parents of chil-
dren with autism did not reveal specific psycho-
pathology in parents nor did they reveal specific
deficits in caregiving. Deviant patterns of parent-child
interaction also appeared to bejust as likely to reflect
deviance in the child rather than in the parents. The
impression of normalintellectual levels derived from
the observation that on certain parts of IQ tests chil-
dren with autism performed in the normal or near
normalrange. Although some degree of scatter in in-
tellectual skills commonly occurs, most individuals
(probably about 80%) with autism are also mentally
retarded. Longitudinal and other studies revealed a
very high frequency of signs of central nervous system

disturbance, such as persistence of primitive reflexes,

delayed development of hand dominance, and EEG ab-

normalities, and abnormalities on brain scan. Approx-

imately 25 percent of autistic individuals develop

seizure disorders of diverse types and another 25 per-

cent exhibit abnormal electroencephalograms (EEGs)

(Golden, 1987). Associated with autism is a large num-

ber of medical conditions of diverse types, such as

fragile-X syndrome and congenital rubella. Finally,

studies controlling for factors that may bias case de-

tection have suggested no unusual frequency of autism

among more highly educated or successful parents.

Researchers presume that deviance in the child likely

accounts for impressions of deviant patterns of par-

ent—child interaction.

Research has continued to support the role of

neurobiological factors in pathogenesis. No precise

pathological mechanism has been identified as yet.

Structural deficits in the central nervous system have

been postulated at levels ranging from the brainstem

to the cortex. However, the few neuropathological

studies conducted have not yet revealed specific de-

fects. As a group, individuals with autism have high

peripheral levels of serotonin, a neurotransmitter. This

finding is not specific to autism, andits significanceis
unclear. Although the role of genetic factors initially
seemed limited, a concordance of autism clearly in-
creases amongsiblings of affected individuals, partic-
ularly identical twins (Pauls, 1987) and siblings are at
increased risk for other developmental problems.

Available evidence suggests some degree of central
nervous system involvementbut associated neurobiol-
ogical findings vary considerably. Neurobiologic find-
ings can be subtle and interpretation of research is
complicated by various factors. Various neurobiologi-
cal factors appearto act, through one or more mech-
anisms, to produce the syndromeof autism. The study
of closely related syndromes such as childhood disin-
tegrative disorder appears to be particularly important
in the identification of pathophysiological mechanisms.

COGNITIVE FUNCTIONING

Early assumptions of normal cognitive potential de-
rived from performance on certain aspects of tradi-
tional tests of intelligence; poor performance on other
aspects of these tests supposedly reflected lack of
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motivation or “negativism” on the part of the sub-

ject. Subsequent research has shownthatif full-scale

tests are used and are appropriate to the individual

overall intelligence is typically within the retarded

range. Scores on suchtests are reasonably stable and

predict adult outcome. Strengths are usually observed

in visual—perceptual or memory tasks, and areas of

weakness typically involve conceptual reasoning and

sequencing of information. Significant scatter is usually

apparentonintellectual testing. Whenboth verbal and

nonverbal or performanceIQ scores can be computed,

verbal IQ is typically much lower than nonverbal or

performanceIQ.

“Splinter skills” or islets of unusual ability may be

present in individuals with autism, for example,in re-

lation to tasks that focus on rote memory or block

design. A small number of individuals with autism may

exhibit truly unusualabilities, such as in drawing, in

feats of memory, or mathematical or calendar calcu-

lation. At times these abilities are remarkable, even in

relation to the normal population. Examples are so-

called autistic savant skills (Treffert, 1988). The range

of such skills usually is quite narrow and is usually

dissociated from the child’s other cognitive skills, con-

tributing very little to the child’s overall adaptation

and social interaction. Similarly, a child with autism

occasionally has unusual abilities to decode written

material or has an apparently large receptive vocabu-

lary; however, such skills usually are not readily gen-

eralized so that understanding of whatis read or use

of vocabulary in conversationis highly limited.

The pattern of intellectual skills in individuals with

IQ scores within the normal range has been contro-

versial. At least two subgroups within the broader “au-

tistic spectrum” of conditions appear likely; these

appear to correspond to “high-functioning autism”

and Asperger’s disorder. In Asperger’s disorder verbal

skills are often an area of strength, whereas among the

more capable individuals with autism (strictly defined)

performance or nonverbalskills are typically advanced

in relation to verbal abilities. The cognitive develop-

ment of very young autistic children has beenless fre-

quently studied. The available data on aspects on

sensorimotor intelligence in this age group are con-

flicting. |

The role of cognitive deficits in the pathogenesis of

autism has been controversial. The social disturbances

are central aspects of syndromedefinition, but the re-

lationship of social deficits to cognitive and commu-

nicative ones remains unclear (Volkmar, 1987). On the

one hand, attempts to identify specific pathognomic

psychological processes (related to certain deficits in

learning, such as overselectivity or in social—perceptual

skills such as self-recognition) have often been more

parsimoniously explained by overall levels of cognitive

functioning. On the other hand, studies of social de-

velopment in autism do suggest that delays in social

skills are much greater than those predicted by overall

cognitive abilities (Volkmaret al., 1993). Clearly social

disturbances are primary,at least in terms of syndrome

definition.

Some researchers have made attempts to account

for the social deficits in autism on the basis of a very

specific cognitive disability, that is, related to deficits

in capacities for attributions of wishes and feelings to

others (the “theory of mind” hypothesis) (Baron-

Cohen, 1988). Although attractive in many respects

this hypothesis does not appear to explain the severity

and nature of the social deficit in autism (Klin, Volk-

mar, & Sparrow, 1992).

ASSESSMENT AND INTERVENTION

The assessment of the child with autism usually re-

quires the efforts of various professionals. Previous ex-

perience with autism on the part of the evaluators is

extremely helpful. Assessment instruments should be

chosen with consideration of the individual’s age and

developmental level. To the extent possible, assess-

ments should be based on administration of well-

standardized assessment instruments. In some cases

modifications of usual assessment proceduresis clini-

cally indicated; in such cases it is important to view

results obtained with caution. Assessments of adaptive

behaviors, communication skills (including preverbal

skills in low-functioning individuals) should be ob-

| tained. The child should be observed during both

structured and unstructured periods. Historical infor-

mation may suggest specific additional procedures, for

example, neurological or genetic testing, andis critical

in making a diagnosis.

The severity of the condition has led to the use of

many different treatments for individuals with autism.

These have included somatic treatments, drug treat-
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ments, psychotherapy, behavior modification, educa-

tional and special educational intervention, and dietary

change. With few exceptions (notably of behavior

modification and special education and,to a lesser ex-

tent drug treatments)interventions have notbeen sys-

tematically evaluated. The available data suggest that

the most effective procedures over the long term are

those based on intensive special educational and be-

havioral intervention. A limited role exists for the use

of certain pharmacological agents, but they are not cu-

rative. The use of nonproven interventionsis contrain-

dicated, particularly whenit puts the child at further

risk.

(See also: MENTAL DISABILITIES.)
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BAYLEY, NANCY (1899-

an eminent developmental psychologist, is best known

) Nancy Bayley,

for the mental and motor developmental scales that

were inspired by a normative study she conducted in

3-, 4-, and 5-year-old children, published in 1926

(Bayley, 1926). She did this first normative work on

children while she was a graduate student working on

her master’s degree at the University of Washington.

Bayley suspended her work on developmental testing

for a brief time while she pursued her doctorate at the

University of Iowa; during this period she studied fear

reactions in children as measured by the psychogal-

vanic skin response (Bayley, 1928).

After receiving her doctorate, Bayley resumed work

on children’s tests, and eventually she refined a battery

of items that came to be called the Bayley Scales of

Mental and Motor Development, now distributed in a

revised edition (1993) by The Psychological Corpora-

tion. These scales are widely recognized as the most

elaborately standardized scales for assessing the devel-

opmentof children up to 2 years of age, although Bay-

ley herself concluded by the peak of her career (1955,

1958, 1968) that infant tests applied to essentially nor-

mal children in the first year of life do not relate

strongly to their later intelligence quotients (IQ).

Assessment of the parental IQ, she demonstrated,

provides greater accuracy in predicting the child’s
eventual IQ.

In the course of her career, Bayley’s research

touched on topics that are very contemporary, suchas

the continuity of psychomotorandintellectual devel-

opment;the effects of a mother’s behavior on herchil-

dren; the interplay of psychological and somatic

aspects of androgyny; the continuity from childhood

of general intellectual ability and specific talents in

gifted adults; infant vocalizations and their relationship

to mature intelligence; and the importance of docu-

menting contextual and ecological factors that may

interact with deliberately imposed experimental or

testing conditions to determine behavioral outcomes,

including IQs and other indices of performance de-

rived from standardized procedures.

Bayley’s hallmark was her rigor in measuring be-

havior in young children, which would lead to mea-

sures of intelligence that honor both continuities and

maturational shifts in style of functioning.

CAREER

Born in Oregon on September 28, 1899, Nancy

Bayley did not enter public school until she was 8
years of age. After high school, she intended to become
a teacher but was captivated by psychology as taught
by E. B. Guthrie at the University of Washington,
where she earned undergraduate and master’s degrees.
After earning the Ph.D.at the University of Iowa, she
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taught for a brief time at the University of Wyoming

before moving to the University of California at Berke-

ley, where she was on the faculty for most of her ca-

reer. In an important ten-year period (1954-1964),

she was chief of the section on child development in

the laboratory of psychology at the National Institute

of Mental Health in Bethesda, Maryland. There she

refined her Mental and MotorScales as they were used

in a National Collaborative Perinatal Project, a study

of 50,000 births that explored the origins of cerebral

palsy, mental retardation, and other neurological and

psychological deficits. At one period in her career

(1939-1951), Bayley held concurrent research ap-

pointments in psychology and anatomy at Stanford

University and at Berkeley.

Nancy Bayley received many awards and honors

during the course of hercareer, including the G. Stan-

ley Hall Award from the Division of Developmental

Psychology of the American Psychological Association

(APA), the APA Distinguished Scientific Contributions

Award, and the Gold Medal Award of the American

Psychological Foundation. Bayley wasa fellow of both

the APA and the American Association for the Ad-

vancementof Science. |

Bayley was President of the Division of Develop-

mental Psychology of APA in 1953-1954, and she was

active in the affairs of the Society for Research in Child

Development, from whichshe received a distinguished

scientific contribution award in 1983. She was presi-

dent of this society from 1961 to 1963. Nancy Bayley

was cited by the American Educational Research As-

sociation in 1938 for her 1933 monograph, Mental

Growth During the First Three Years. She was honored for

her extraordinary contributions to the fields of psy-

chology and child development in 1990, in a volume

on womenin psychology (Lipsitt & Eichorn, 1990).

THE BAYLEY SCALES

The Bayley Mental and Motor Scales were selected

for administration to children at 8 months of age in

the National Collaborative Perinatal Project. Prior to

the adoption ofthe scales for 8-month use, Bayley su-

pervised the collection of normative data on herscales

with one hundred children at each month of age from

1-18 months. A large body of information now exists

as a consequence of this normative project. The proj-

ect studied children from birth to 7 years of age, born

between 1959 and 1966, who survived the first 8

monthsof life and were returned by their mothers for

the 8-month Bayley Scales. Other medical and psycho-

logical assessments were also used. Many of the study

members between ages 27 and 34 continued to partic-

ipate in follow-up studies at the University of Penn-

sylvania and Brown University.

Citing Bayley’s paper published ten years before his

own celebrated work, James Tanner (1981) said that

her seminal paper wasthe first effort to produce stan-

dards for height that took into accountan individual’s

tempo of growth. This was a radical newdeparture in

the approach to standards of growth. He also credited

Bayley with the first set of published correlations that

related infant size to adult size. She showed life-span

predictions to be possible from early size (e.g., girls’

adult heights are about double their heights at 2 years

of age, whereas boys’ heights at 2% years of age are

half their eventual heights) were among Bayley’s dis-

coveries from her longitudinal data analysesin thefield

of human growth. These findings presaged and supple-

mented her major eventual contribution to the pre-

diction of later mental performance from earlier as-

sessments.
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BEHAVIORISM

psychology founded by John B. Watson,has hadrela-

Behaviorism, the school of

tively little to say about intelligence. In his founding

essay, “Psychology as the Behaviorist Views It,” pub-

lished in 1913, Watson urged psychologists to devote

their studies only to phenomenathat were directly ob-

servable, such as human movements and speech. Sub-

jective phenomena, such as thoughts and images, were,

he said, outside the domain of science because they

could not be observed by anyone except the person

experiencing them, and no one, including that person,

could actually measure them with any degree of con-

fidence.

Watson’s exhortations were interpreted by some

psychologists as license to set aside many, if notall,

traditional psychological concepts, particularly if such

concepts had any connection whatsoever with the

mind,feelings, or the will, the traditional subject mat-

ter of psychology since the field’s inception in Europe

in the 1800s. A great many topics were dubbeduseless

or uninteresting by various adherents to the behavior-

istic school, including concepts suchasself, ego,traits,

intention, purpose, attitude, personality, perception,

memory, and thought. Since reasoning, like emotion,

takes place in one’s head and cannot be observed by

others,intelligence, too, was largely ignored, with only

a few exceptions.

B. F. Skinner, probably the most influential behav-

iorist of the twentieth century, proposed a variant of

behaviorism he called “radical” behaviorism. The rad-

ical form wasdifferent from Watson’s mainly in allow-

ing private experiences to be studied and analyzed.

Curiously, Skinner still considered most traditional

psychological concepts, including intelligence, to have

little use, primarily because they distract people, he

said, from looking at the role that the environment

plays in determining behavior. If a child’s poor perfor-

mance, he argued,is attributed to low intelligence, we

might abandonthe search for training techniques that

might significantly improve the child’s performance.

The nature—nurture debate over individual differ-

ences, he said, was also just a distraction. “The prac-

tical question,” wrote Skinner (1968), “is not so much

whetherthese differences are genetic or environmental

as whether environmental contingencies may be de-

signed to reduce their scope” (p. 241).

Moreover, we make an error of logic, Skinner ar-

gued, when weclaim to have explained behavior, good

or bad, by making reference to high or low intelli-

gence. Intelligence is, he believed, primarily a descrip-

tion or summary of how well people perform on

certain tasks. As Isaac Newton warnedcenturies ago,

to use a description or label as an explanation merely

creates an illusion of explanation; in no sense doesit

provide one.

Skinner (1953) acknowledged that tests of intelli-

gence or other traits could indeed be used to make

predictions about future performance, but he stressed

that in no sense could intelligence be said to be the

cause of such performance, but rather that the predic-

tion is “from one effect to another” (p. 199), both perfor-

mance on an IQ test and subsequent performance

being effects of one’s genetic endowmentand environ-

mentalhistory. The closest Skinner cameto suggesting

that aspects of intelligence might be worth studying

was in his text The Technology of Teaching (1968), where

he noted that people differ “in speed of learning and

forgetting, and as result in the size of the repertoire

that may be acquired and maintained. ... These,” he

added, “are presumably the main differences shown by

measuresofintelligence. Their natureis not clear” (p.

241).
Watson and Skinnerhave often been said to be ex-

treme “environmentalists”—that is, to believe thatall

human behavioris learned andthat genesplaylittle or

no role in individual differences in behavior. In fact,

neither they nor most other behaviorists have taken

this extreme view. Nevertheless, because manyscien-

tists working in the behaviorist tradition have focused

their studies on learning processes—in effect, on how

behavioris acquired or modified or improved by var-
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ious experiences—it is not surprising that they have

had little to say about genetic factors. Behaviorists do

not actually dismiss genetic factors, but they havehis-

torically tended to focustheir analyses on the environ-

ment. One notable exception to this rule is R. J.

Herrnstein, a student of Skinner’s, who, in his book

I. Q. in the Meritocracy (1973), summarized the evidence

that genes are important determinants ofintelligence.

Arthur Jensen (1984), noted for his strong heredi-

tarian stand on intelligence, has accused behaviorists

of claiming that “psychometric tests measure nothing

other than the specific bits of knowledge and learned

skills reflected in the item content of the tests” (p.

93)——in other words, that IQ tests measure what they

test and nothing more. Simplistic thinking of this sort

is actuallydifficult to find in the writings of prominent

behaviorists. In any case, Jensen and others have de-

fended the view that intelligence is a general andall-

pervasive trait, sometimes represented by theletter g.

Constructs such as g are derived from sophisticated

statistical analyses of test scores, especially the tech-

nique called factor analysis. Since statistics can usually

be interpreted in different ways, and since psycho-

metricians themselves often fail to agree on interpre-

tations, most behaviorists have been wary of this

perspective.

Behaviorism is a diverse tradition, with its adher-

ents sometimes having radically different views onthe

same issue. A few, although very few, individuals who

are closely identified with this tradition have written

extensively about intelligence. Arthur Staats (e.g.,

1963, 1975), proponent of a form of “social behavior-

ism,” definesintelligence as “specific repertoires—sys-

temsofskills—learned according to specified learning

principles.... The repertoires heavily involve lan-

guage-cognitive skills, as well as sensorimotor and

emotional-motivational basic behavior repertoires. . .

[The repertoires] determine how well the individual

will learn, how well the individual will solve problems,

and so on” (Staats & Burns, 1981, pp. 241-242; also

see Estes, 1974). In other words,intelligence consists

of basic skills that have an impact on every aspect of

performance, including learning itself and even per-

formance on intelligence tests. Staats has supported

this view through a number of experimental studies,

mainly with children, that suggest that trainingin cer-

tain basic skills can significantly improve performance

in new situations and,in fact, improve IQ test scores.

Staats and Burns (1981) conclude, “Basic behavioral

repertoires can be taught to the young child, and...

this increases specific intelligence test measures” (p.

292).

Also notable is the work on Hans Eysenck of En-

gland, who,although highly critical of Skinner’s views,

is also identified with the behaviorist tradition.

Eysenck has written extensively about intelligence and

has criticized Skinner for ignoring it. After a debate

with Skinner on this topic, Eysenck (1988) remarked,

“I had planned to criticise him on the grounds that

genetic factors, personality and individual differences

generally were excluded from his scheme. He rather

took the wind out of mysails by stating explicitly that

individual differences, personality, intelligence and

their genetic factors wereall of very great importance.

If this is true, why are they missing from his books,

and why does he thunder against those who work in

these fields?” (p. 300).

The answer to Eysenck’s question is primarily that

it is a matter of emphasis. In the early decades of re-

search on learning, most researchers were searching

for general laws of learning, and research and theory

progressed well without consideration of genetic fac-

tors. By the 1970s, with increasingly subtle phenom-

ena under scrutiny in the learning laboratories,

exceptions to the laws became commonplace, and ge-

netic factors were needed to account for them. Even

Watson, whose early research was on species-specific

behavior in animals, rejected a simplistic environmen-

talist view in some of his writings, and Skinner wrote

several essays about genetic issues in his later years.

Outside the boundaries of the Watson-Skinner tra-

dition in psychology, the pragmatist philosopher

George Herbert Mead and the “interbehaviorist” J. R.

Kantor offered analyses of intelligence in behavioral

terms. Of special note is the work of personality theor-

ist Walter Mischel(e.g., 1981), who has shown that

behavior often attributedto traits is affected in orderly

ways by the situations people face: “If you want to

predict what somebody’s going to do in a particular

situation now ..., probably the best estimate will be

made from theclosest, single approximation of behav-

ior in that situation” (1981, p. 92). In other words, as
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Skinner argued, the environment plays an important

role in determining what people do.

(See also: LEARNING AND INTELLIGENCE; THURSTONE,

L. L.)
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ROBERT EPSTEIN

BENTON, ARTHUR L. (1909— ) Arthur

Lester Benton was born in New York City, on October

16, 1909. In 1931, he received his B.A. from Oberlin

College, and he earned his master’s there in 1933. He

received his doctorate in psychology from Columbia

University in 1935.

Arthur Benton’s work became one of the corner-

stones of an international interdisciplinary effort that

founded and developed the field of human neuropsy-

chologyas a science. In turn,this helpedestablish clin-

ical neuropsychology as a recognized specialty within

professional psychology. Benton gained international

renown for his contributions as a scientist, practi-

tioner, scholar, teacher, organizer, andleader.

Broadly speaking, neuropsychology is the study of

brain—behaviorrelationships. The particular interest of

neuropsychology is the complex and distinguishing be-

havior of humans that includes cognition, conation

(desire and volition), and affect. The beginnings of

neuropsychology were ushered in by the cautious con-

clusion of Paul Broca (1865) in the 1850s and 1860s

that an acquired disorder of expressive language could

be localized to a lesion in a specific part of the brain—

the left side of the cerebrum. This helped establish the

doctrine of “hemispheric cerebral dominance,” mean-

ing that the two halves of the cerebrum werespecial-

ized for different cognitive abilities. At about the same

time, the doctrine of “localization of function” became

important—that vision, motor movement,tactile sen-

sation, and so on, were controlled by different parts

of the cerebrum. Combined, these two doctrines im-

plied that at least some mental phenomena were the

product of discrete, almost tangible, structural and

physiological mechanisms in the brain. Since this in-

quiry involved assessing patients with brain disease and

localizing their lesions by autopsy, it was mainly con-

ducted in neurological centers. There followed many

reports of mental phenomenaattributed to disease in

specific parts of the cerebrum; however, these dem-

onstrations often were not standardized or adequately

developed, and they were seldom tested on control

subjects. Therefore, it was difficult to distinguish valid

from invalid findingsand toresolve contradictory con-

clusions.

Benton’s formative interest in this field was shaped

by two professors at Oberlin College during his un-

dergraduate and master’s studies. Later, as a doctoral

student in psychology at Columbia University, his in-

terests were specialized toward the psychological test-

ing of patients with various types of brain disease. In

the late 1930s, as a practicing pediatric psychologist,

his appreciation of the types of specific cognitive def-

icits that could result from brain disease increased, and

he identified a need for a reliable nonverbal test of

perceptual memory. Also, he began experimenting
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with a test of finger localization; this study continued

while he served in the ULS. Navy during World

War II. His work had introduced him to the variety

of visual and other perceptual disturbances that re-

sulted from brain disease. In 1945, Benton publiished

the first version of his now internationally famous Vi-

sual Retention Test.

Benton’s overarching interest in the mind, the

brain, and measurement can be seen in his earliest

writings, starting with publications in the 1930s on the

developmentand application of psychological tests for

clinical use. In 1940, he presented a substantialcritical

review of the mental development of premature chil-

dren. In 1941, he demonstrated how psychological

tests could be used toidentify a head-injured patient’s

presumed “neurotic” symptoms as manifestations of

brain trauma. After World War II, Benton became an

associate professor at the University of Louisville

School of Medicine. He published an extensive case

report on the psychological effects of bilateral frontal

lobe disease in 1947. In 1948, he was brought to the

University of lowa to head the new doctoral program

in clinical psychology. In a little more than a year, he

developed associations within the medical school and

established a research laboratory and neuropsychology

service in the Department of Neurology at the Uni-

versity of Iowa Hospitals and Clinics. The identifica-

tion and localization of cerebral disease through the

evaluation of mental functions figured prominently

in the diagnostic roster of neurological medicine.

Consequently, neurology and neurosurgery welcomed

Benton’s expertise and collaboration.

It was the melding of the scientific rigor of exper-

imental psychology with the careful development of

specific psychological tests to investigate the behav-

ioral consequences of brain diseas: that helped launch

the contemporary held of human neuropsychology—

and Benton’s owninternational preeminence. Benton’s

research program stressed the importance of under-

standing the historical roots of neuropsychologicalis-

sues and of maintaining a sense of historical continuity

in conducting and interpreting empirical investiga-

tions.

Despite the work of Benton and others, older tra-

ditions persisted in the medical literature. In 1961,

Benton issued in the Journal of Neurology, Neurosurgery

and Psychiatry a startling denunciation of the then

widely accepted “Gerstmann syndrome,” calling it a

fiction. The “syndrome” consisted of four behavioral

signs of brain disease (right—left disorientation, acal-

culia, agraphia, and finger agnosia), which Gerstmann

believed to be the manifestations of a single problem

(a disturbance in body schema). The presence of the

syndrome wassaid to identify a lesion in a particular

area of the brain (the angular gyrus in theleft parietal

lobe). Benton demonstrated through research and re-

viewof the literature that this syndrome was “an ar-

tifact of defective and biased observation.” More

important, he warnedthat the uncritical acceptance of

scientifically unfounded conclusions “carries the haz-

ard of retarding advances in the understanding of the

organizationofabilities and disabilities in patients with

cerebral disease” (p. 181). This led to the recognition

that a new standard of evidence, one that was more

psychologically sophisticated and scientifically rigor-

ous, was required for the proper study of brain—be-

havior relations.

The history of neuropsychology and behavioral top-

ics in neurology remained a continuing interest of Ar-

thur Benton. Some of the major areas of investigative

research in his program included the method of double

tactile stimulation, motor impersistence, aphasic dis-

orders, and asymmetries in hemispheric functions as

reflected in diverse visual, constructional, tactile, and

auditory types of performance. Benton charted the de-

velopment of right-left orientation and finger rec-

ognition in normal children and in children with

cognitive disorders. This work demonstrated how dif-

ferent cognitive abilities were involved in different

types of performance and howthe prominenceof each

componentvaried with and depended uponthechild’s

stage of mental development. Findings such as these,

along with reviews of the behavioral effects of various

types of cerebral disease in children, helped identify

fundamental and specialized considerations for re-

search andclinical practice in child neuropsychology.

Reaction time in patients with cerebral disease, includ-

ing the effects of motivational factors and task com-

plexity, was another major topic associated with the

Benton Laboratory of Neuropsychology. A more de-

tailed account can be found in a paper by Hamsher

(1985).
Benton was a founding-organizer of the Interna-

tional Neuropsychological Society. He held appoint-
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mentsas a visiting scientist and scholar at universities

around the world (Eron, 1992). He has been recog-

nized for his distinguished contributions to both the

science and profession of neuropsychology by the

American Psychological Association, the American

Psychological Foundation, the American Board of

Professional Psychology, the International Neuropsy-

chological Society, the Orton Dyslexia Society, the

American Board of Clinical Neuropsychology, the Na-

tional Academy of Neuropsychology, and others.

Beginning in 1948 and continuing for over four de-

cades, for psychology graduate students aspiring to

specialize in neuropsychology, in his laboratory and in

the University of lowa Hospitals and Clinics, Benton

provideda tailored program of study and experiences.

Visiting scientists frequented his laboratory and en-

riched the process. This evolved into a curriculum for

the making of a new professional—the clinical neu-

ropsychologist. Benton wasactive in the development

of the definition of the field when it was an emerging

specialty, in the development of guidelines for educa-

tion andtraining, and in establishing a board for cer-

tifying competentpractitioners.

Tests devised by Benton to answer specific ques-

tions or meetparticular needs in research often proved

to hold clinical significance and utility in their own

right; therefore, they were revised and standardized

for clinical application. For example, prosopagnosiais

a rare but fascinating neurobehavioral syndrome in

which the affected patient loses the ability to identify

familiar people by their faces despite having adequate

vision. To test the hypothesis that this syndrome might

be the severe manifestation of a more commondeficit —

that could be found in other patients with brain dis-

ease, a test for the recognition of unfamiliar faces was

constructed. Evidence from Benton’s and other re-

search laboratoriesfailed to support an important con-

nection between this type of performance and

prosopagnosia. Nevertheless, in the process, this test

was found to be a sensitive indicator of certain types

of cognitive dysfunction in patients with focal brain

lesions.

Benton’s other contributions to neuropsychological

assessment included the Neurosensory Center Com-

prehensive Examination for Aphasia (Spreen & Benton,

1969), the Multilingual Aphasia Examination (Benton

& Hamsher, 1989), and an array of specialized tests of

orientation,learning, perception (visual, spatial, tactile,

and auditory), and motor impersistence (Bentonetal.,

1983). To provide in a single source an overview of

Benton’s contributions to neuropsychology, Costa and

Spreen (1985) reprinted a selected collection of his

historical, theoretical, and empirical papers.
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BIAS IN TESTING Bias as a commonstatis-

tical term refers to systematic, predictable, directional

error, as opposed to the random errorpresentin all

psychological and educationaltests of less than perfect

reliability (i-e., all tests). In more commonusage,bias

mayrefer to warpedor prejudicial judgmentor a lean-

ing toward such biased judgments based upon atti-

tudes or interests that may be unfounded. The two

usages of the term bias are easily confused; the former

often is unknown to the lay person, and some psy-

chologists and educators simply fail to make the dis-

tinction between the two usages. In the present entry,

bias is used accordingto the statistical definition given
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above, as it must be if it is to be used to investigate

potential bias in tests of intelligence and other psycho-

logical instruments of measurement.

A test maybe biased along many dimensions. Most

often, such variables as gender,race, ethnicity, and so-

cloeconomic status are cited as dimensions on which

tests, especially of intelligence, may be very biased.

This has led to the development of the “culturaltest

bias” hypothesis, the most prominent and emotionally

laden criticism relating to bias in testing (Reynolds &

Kaiser, 1990).

The cultural test bias hypothesis is the contention

that differences in the mental test scores of members

of different racial and ethnic groupsare the result of

inherentflawsin the tests themselves. These flawsbias,

or cause systematic error, in a mannerthat causes eth-

nic minorities to earn low scores. It is therefore be-

lieved that the meandifferences between groupstested

on such thingsasintelligence quotient (IQ) are arti-

facts of the test and do notreflect any real differences

in mental abilities or skills.

Mean differences in mental test scores between

races are some of the most frequently published find-

ings in psychological research on individual differ-

ences. One of the primary explanations of differences

in scores is that the people tested have been reared in

very different environments, with lower-scoring groups

having been relatively deprived of the quantity and

quality of stimulation received in the formative years

by the higher-scoring groups. Another explanation is

that the measured ability of the lower-scoring groups

reflects a difference in their genetic potential for in-

tellectual performance. However, most contemporary

authors take the position that the lower scores earned

by someracial and ethnic groupsare the result of some

still-undefined interplay of environment and genetics.

Cultural bias in testing has existed as a potential

explanation at least since it was raised by Sir Cyril

BURT (1921) and by R. Pintner and R.Keller (1922),

with occasional papers on the issue appearing over the

years. It was not widely accepted as a serious hypoth-

esis until the late 1960s, when the Association of Black

Psychologists (ABP) called for a moratorium on the

psychological testing of minorities and disadvantaged

students, particularly for the purpose of placing such

children in special education programs. In 1969 the

ABP issued an official policy statement encouraging

parents of black children to refuse to allow their chil-

dren or themselves to be evaluated on any achieve-

ment, intelligence, aptitude, or performancetest.

The primary objections to the testing of minorities

because of race or cultural bias in the tests have been

classified by C. R. Reynolds (1982a; 1987) into six cat-

egories as follows:

1. Inappropriate content. Black and other minority

children have not been exposed during their develop-

ment to the material dealt with in the test questions

or other stimulus materials. Rather, the item content

of such tests is geared toward white middle-class

homes and values.

2. Inappropriate standardization samples. During the

developmentoftests of mentalabilities, ethnic minor-

ities are underrepresented in the collection of norma-

tive reference-group data. It was not unusual several

decades ago for all standardization samples of major

tests to be white only.

3. Examiner and language bias. Since most psycholo-

gists who administer such tests are white and speak

only standard English, they intimidate blacks and other

minorities. They are also unable to communicate ac-

curately with minority children. Lowertest scores for

minorities, then, are said to reflect this intimidation

and difficulty in the communication process, not lower

ability levels.

4. Inequitable social consequences. As a result of bias

in educational and psychological tests, minority-group

members, who are already at a disadvantage in the

educational (and later vocational) markets because of

past discrimination, are disproportionately directed

onto dead-end educational tracks and so are thought

unable to learn. “Labeling effects” also fall into this

category.

5. Measurement of different constructs. Related to the

question of inappropriate content, this objection as-

serts that today’s tests are still measuring significantly

different attributes when used with children from

other than the white middle-class culture.

6. Differential predictive validity. While tests may ac-

curately predict a variety of outcomes (such as num-

bers of years of schooling completed and high school

and college grade point averages) for white middle-

class children, they fail to predict at an acceptablelevel

any real-life outcomes for minority-group members

that are relevant for those groups. A corollary to this
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objection is a variety of competing positions regarding

the selection of an appropriate, common criterion

against which to validate tests across cultural group-

ings. Scholastic or academic attainmentlevels also are

considered bya variety of black psychologists as biased

criteria.

The actions by the ABP hadseveralpositive effects.

Prior to the association’s call for a moratorium on the

testing of minorities, little actual research existed in

the area. Subsequently, much research was prompted

by the ABP position as it brought the race bias hy-

pothesis to the forefront of explanations of race dif-

ferences in intelligence. Also in response to this call

for a moratorium, the American Psychological Asso-

ciation’s Board of Scientific Affairs appointed a com-

mittee to study the use of tests with disadvantaged

students. The committee, headed by T. Anne Cleary,

gave its official report in the form ofan article in the

American Psychologist (Cleary, Humphreys, Kendrick, &

Wesman, 1975). After an extensive review of many

potential sources of bias, the authors concluded that

“in general, more and better data are recommendedas

one of the most desirable elements in a program con-

cerned with better and fairer use of tests” (p. 40).

Research on race bias in testing was, and continues

to be, of major importance to psychologists as well as

to society at large. The cultural test bias hypothesis is

a major scientific question facing psychology today

(Reynolds, 1981). If this hypothesis is ultimately ac-

cepted as correct, then the past century or so of re-

search into the psychology of individual differences (or

differential psychology, the basic psychological science

underlying all fields of applied psychology) will have

been confounded and will have to be reexamined.

Nevertheless, race bias in testing has been, and contin-

ues to be, tested both in the judicial courts and in the

scholarly court of open inquiry. Three major federal

court cases have decided the issue of cultural bias in

intelligence testing. The first and most famous of these

cases, known as the Larry P. case (1979; Reynolds &

Mann, 1987), resulted in a decision that standardized

intelligence tests were in fact biased against black chil-

dren and could not be used for placementin special

education. However, the Larry P. decision was subse-

quently overturned and twoadditional, highly similar

cases (PASE v. Hannon, 1980; Marshall v. Georgia, 1984)

yielded opinions indicating that intelligence tests are

not biased against racial minorities. These three cases

are discussed at length in C. R. Reynolds and L. Mann

(1987) and D. Bersoff and P. Hofer (1990).

Only since the mid-1970s has considerable research

been published regarding race bias in testing. For the

most part, this research has failed to support the

test bias hypothesis, revealing instead that (1) well-

constructed, well-standardized educational and psy-

chological tests predict future performance in an

essentially equivalent manner across race for Ameri-

can-born ethnic minorities; (2) the internal psycho-

metric structure of the tests is essentially not biased in

favor of one race over another; and (3) the content of

the items contained in these tests is about equally ap-

propriate for all these groups. Some have challenged

certain assumptions underlying these investigations, so

we do not now have definitive answers. On a related

issue, reviewsof the literature on bias in employment

testing by J. E. Hunter, FL. Schmidt, and R. Hunter

(1979) and of bias in personality assessment by M.P.

Moran (1990) have also drawn quite similar conclu-

sions.

The controversies of the past have prompted the

major test-publishing houses to investigate in depth

the potential ethnic, racial, and gender bias oftests

prior to publication, namely, during the test-develop-

mentphase, when necessary changesstill can be made.

Using a variety of bias-detection statistical methods,

most publishers assay not only individual items but

also entire scales. Some prominent examples oftests

by various publishers that evaluated bias on an priori

basis include BASC: Behavior Assessment Systemfor Children

(Reynolds & Kamphaus, 1992), Test of Memory and

Learning (Reynolds & Bigler, 1993), and Wechsler Intel-

ligence Scalefor Children—III (Wechsler, 1991). The man-

ual for each of these tests contains details of the

various analyses done to evaluate potential bias during

the developmental phase of the measure. Ultimately,

such efforts will improve the practices of minority

testing, because test publishers and consumers have

been sensitized to the issues of bias to a degree un-

knownprior to the mid-1970s.

The above comments notwithstanding, racebiasin

testing is one of the most controversial and emotional

issues in psychology. It will not be resolved entirely on

the basis of published research findings, because in the

past many tests have unquestionably been abused
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When given to minority groups. Much of the current

controversystill centers on the placement of larger

numbers of minority children in special education pro-

grams. Thus, special care must be taken by test devel-

opers and publishers to ensure that the misuses and

abuses of the past are thwarted by “intelligent testing”

(Kaufman, 1979).

A general reviewof race bias in testing can be found

in A. R. JENSEN (1980). Specialty reviews have been

published by Hunter, Schmidt, and Hunter (1979) on

race bias in employment testing and by Reynolds

(1982a) on bias in the testing of children. A book-

length debate covering a numberofrelevant issues is

found in Reynolds and Brown (1984). Methodology

for investigating most aspects ofcultural bias in testing

relevant to special education is reviewed in Jensen

(1980) and in Reynolds (1982b).

(See also: ETHNICITY, RACE, AND MEASURED INTELLI-

GENCE.)
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CEcIL R. REYNOLDS

BILINGUALISM Thepresent state of under-

standing about bilingualism can be traced to three

principal areas of research. The first is the question of

the relationship of bilingualism to intelligence, a liter-

ature that dates back to the origins of psychometrics

and extends to present-day cognitive approaches. The

second is the study of second-language acquisition as

defined by a combination of questions from language

teaching (e.g., how muchattention to give to the na-

tive languageof the learners) and inspiration from ra-

tionalist approaches to language that followed the

collapse of behaviorist accounts. The third is the level-

of-analysis issue of whether to conceptualize bilin-
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gualism as a psycholinguistic or a sociolinguistic

phenomenon.

BILINGUALISM AND INTELLIGENCE

The question of whether bilingualism resulted in a

“language handicap” on standardized tests of intelli-

gence can be found in the literature from the early

twentieth century. The key tension in this literature

was whether bilingualism caused the poor perform-

ance of immigrant children. Those who favored “na-

ture” explanations claimed that the language handicap

itself was the result of hereditary factors (Good-

enough, 1926). In contrast, advocates of the “nurture”

explanation saw the experience ofbilingualism as caus-

ing mental hardship and linguistic confusion (Smith,

1931).
More recent researchers found positive effects of

bilingualism and pointed to methodological and soci-

ological problems associated with the early research.

On the methodological side, E. Peal and W. E. Lam-

bert (1962) noted that the selection criteria for the

early research did not assess for bilingualism and that

a fairer assessment of bilinguals can be made by se-

lecting for “balancedbilinguals,” those with equivalent

proficiencies in the two languages. On the sociological

side, it has been noted that the early research focused

almost exclusively on immigrant and lower-status bi-

linguals, excluding populations for whom bilingualism

resulted in enhancedsocial status (Fishman, 1977).

Research has also expanded the dependentvariable,

moving away from narrow conceptionsof intelligence

to a wide array of measures, such as specific thinking

skills, creativity, social cognition, and metalinguistic

awareness (see Reynolds, 1991). A clear generalization

is that when subjects are selected on the basis of being

balanced bilinguals, they perform at a level at least

equivalent to monolingual controls, and in manycases,

the results show a positive effect of bilingualism, al-

though the effect sizes are small to moderate. These

effects are demonstrable even in low-status bilingual

children as long as their degree of bilingualism is con-

trolled (Diaz, 1985).

The major challenge to this field of knowledgeis

more theoretical than empirical. The emphasis thusfar

has been on demonstrating the effect, with a corre-

sponding lack of attention to providing an explanation

of the effect. Aside from the area of metalinguistic

awareness in whichthere is a hypothesized link to au-

tomatic versus controlled processing (Bialystok, 1988)

and to Lev vyGoTsky’s theory of word-object separa-

tion (lanco-Worrall, 1972), there has been very little

activity in the field. Now that fears about the negative

consequencesofbilingualism have been puttorest, the

field would be well served by strong linkages to more

general theories of language and cognition that might

explain the positive effects obtained.

SECOND-LANGUAGE ACQUISITION

The main questions surrounding second-language

acquisition are the role of the native language and

determinants of individual differences in successful

acquisition. Up until the 1960s, second-language ac-

quisition and teaching were defined by the contrastive

analysis of grammatical structures of the native (first)

and target (second) languages, in which potential

sources of positive and negative transfer were identi-

fied (Lado, 1964). This view of second-language ac-

quisition was rooted in empiricist accounts of language

and learning and becamediscredited in the face of the

popularity of the rationalist views of language acqui-

sition that followed Noam Chomsky (1957).

Studies of second-language acquisition followed the

path of studies of child language acquisition, in which

the errors produced by the learner were considered an

important window into the developmental process.

Studies of second-language learner errors conducted

in the 1960s and 1970s supported the general move

away from contrastive analysis, in that a remarkably

small proportion of errors observed in the learner

speech could be traced to the native language (Larsen-

Freeman & Long, 1990). The majority of errors were

similar to those found in child language learners, in-

cluding the simplification of structures (e.g., omission

of grammatical inflections) and overgeneralization of

rules (e.g., past tense -ed added toirregular verbs as in

eated, instead ofate).

Althoughit is clear that source-language errors are

rare in second-language learners, this does not mean

that the source language is unimportant. First, there

are persistent reports of difficulty in specific areas of

grammarthat are related to the source language, such

as the English article system for speakers of many
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Asian languages. Second, within the frameworkoflin-

guistics called “universal grammar,” whichis distinctly

rationalist in orientation, predictions are made that

certain abstract linguistic parameters that distinguish

between groups of languages are “set” in the process

of first-language acquisition. This setting may have

consequences for second-language acquisition, de-

pending on whether the parameter in the target lan-

guage is the same as, or different from, the native

language. Although the empirical tests of this theory

are still being worked out (White, 1989), there is a

strong theoretical attempt to revive the role of the

source language within a rationalist framework. And

third, as trainers of foreign languages know,different

languages take vastly different amounts of training to

master. The Foreign Service Institute, for example, of-

fers intensive language courses of very different

lengths, depending on the language, ranging from

twenty weeks for French, German,Italian, and Spanish

to forty-four weeks for Arabic, Turkish, and Urdu

(Odlin, 1989). These differences have much to do with

each language’s degree of similarity to English. These

are clear influences of the native language that are ob-

scured when oneonly pays attention to the process of

second-language acquisition.

With respect to the question of individual differ-

ences, language aptitude is clearly important (Carroll,

1981), as are attitude and motivation (Gardner, 1985).

The role of the social-psychological variables is espe-

cially evident in the case of language learning that oc-

curs in settings where the second language is not a

prominent feature of the sociolinguistic landscape,

suchasin the learning of French in the English-speak-

ing parts of Canada or the learning of most foreign

languages in American classrooms. Some have specu-

lated about the relevance of other features, such as

personality and cognitive style, but these effects are far

from established.

Another important source of individual variation is

the age at which second-language learning begins. In

a review of the literature, Long (1990) found that

there is sufficient evidence to conclude that there are

maturational constraints on second-language acquisi-

tion, that is, the younger the learner, the better, par-

ticularly in the areas of phonology, morphology, and

syntax. It is difficult to interpret this age effect as due

to biological constraints, such as a critical period, as

hypothesized by E. H. Lenneberg (1967). First, age ef-

fects are generally linear in nature and appear both

before andafter the supposed endofthe critical period

at puberty. Second, considerable within-age variation

and manyinstances of highly successful adult second-

language acquisition have been documented.Third,in-

stances of qualitative differences in the grammatical

development of child and adult second-language ac-

quisition have not been documented.

PSYCHOLINGUISTIC AND

SOCIOLINGUISTIC PERSPECTIVES

A psycholinguistic definition of bilingualism results

from examining the question of an individual’s relative

proficiency in the two languages. In contrast, a socio-

linguistic definition results from studying the question

of the speech communities to which the bilingual in-

dividual belongs.

The psycholinguistic perspective has resulted in the

classification of individuals into compound versus co-

ordinate bilingualism (Weinreich, 1953), balanced ver-

sus unbalanced bilingualism (Peal and Lambert, 1962),

and early versus late bilingualism (Genesee et al.,

1978). Although each of these classifications results

from different sociolinguistic experiences, each is

thought to result in distinct psychological organiza-

tions that would have measurable consequences in

psycholinguistic behavior. The compound versus co-

ordinate distinction has been subjected to considerable

empirical scrutiny. According to this distinction, the

lexicon is organized either on the basis of a single con-

cept associated with the corresponding words in the

two languages or on the basis of separate concepts for

each language. None of the evidence produced thus

far validates the distinction. The null hypothesis holds

that if oneis bilingual, it does not matter how one got

there.

The sociolinguistic perspective has produced dis-

tinctions along thelines of the social status of the lan-

guages

bilingualism, referring to whether bilingualism is a

involved. These include elite versus folk

marker of elite or plebeian social status (Fishman,

1977); additive versus subtractive bilingualism, refer-

ring to whether the second language enriches or
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threatens the native language (Lambert, 1975), and

elective versus circumstantial bilingualism, referring to

whether bilingualism is a consequence of individual

choice or an accompanimentof a social reality, such

as immigration or annexation (Valdes, 1992). Such dis-

tinctions help account for whether bilingualism is

valued and maintained or allowed to shift into mono-

lingualism. They also explain the language policies

adopted by the government and educational systems

toward bilingualism.

Psycholinguistic and sociolinguistic dimensions of

bilingualism are in principle separable from one an-

other. For example, in the United States many individ-

uals with proficiency in English and another language

spend most oftheir lives as practicing English mono-

linguals (Veltman, 1983). In a sense, these individuals

are psycholinguistically bilingual but sociolinguistically

monolingual. This distinction is especially useful in un-

derstanding what is happening to the native language

of minority communities in the United States and

other immigrant countries. There is strong evidence of

a rapid shift toward a preference for English among

immigrants, as indicated by census information. This

shift is not a psycholinguistic phenomenon,the result

of individuals losing their bilingual proficiency in the

course of their lifetime; rather, it is a sociolinguistic

phenomenon,the result of the low-status immigrant

language falling into disuse and thenfailing to be trans-

mitted from one generation to the next (Hakuta &

D’Andrea, 1992). The psycholinguistic perspective,

then,tells us how languages are learned, butit is the

sociolinguistic perspective that tells us how a language

is lost by a community.

CONCLUSION

The concept of intelligence has undergone major

changes since the question of the language handicap

wasfirst raised. Likewise, the concept of bilingualism

has become far more complex than the simple mea-

surement of vocabulary or grammar in the two lan-

guages. The issue is no longer whether the theories

need to bring social factors into account butrather the

manner in which linguistic and cognitive theories in-

teract with social theories. At this point, thereis little

evidence to suggest that the linguistic and cognitive

aspects of bilingualism are affected in any qualitative

ways by the social factors involved.

(See also: LANGUAGE AND INTELLIGENCE.)
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KENJI HAKUTA

BINET, ALFRED (1857-1911) Alfred Binet

was born in Nice, France, in 1857, and considered fol-

lowing his father and grandfather into the profession

of medicine. He decided otherwise when his physi-

cian-father had him touch a cadaver to prepare him

for his profession. Instead, he studied law and in 1878,

at age 21, took his license in it. He never practiced

law (or any other profession, owing to his independent

wealth) but began to study psychology on his own at

the Bibliotheque Nationale (the National Library). At

age 23, he published his first paper on the “fusion”

that occurred in an individual’s perception upon being

simultaneously stimulated (i.e., pricked by a pin) at

two different points of the body separated by various

distances. Between 1882 and 1883 Binet gravitated to

Professor C. H. Fere and Professor Jean Charcotat the

Saltpetriére and, during the next seven years, pub-

lished numerous papers with Fere. The papers de-

scribed the powerful influence magnets allegedly had

on the behavior of hypnotizedpatients, including trans-

ferring perceptions of movements from oneside of the

body to the other in consort with the position of

the magnet. The papers also described the capacity of

magnets to initiate andinfluenceillusions, perceptions,

and hallucinations—and even to reverse emotions

(such as hate into love, joy into despair). This research

wasseverely criticized by Professor Joseph R. L. Del-

boeuf, who visited and found Binet and Fere, two in-

experienced investigators, openly announcing in front

of their hypnotized patient exactly which results they

expected to achieve under hypnosis. Delboeuf  re-

turned to his own laboratory in Liege, repeated the

experiments with the proper controls and, in 1886,

published his negative findings—showing that Binet

and Fere had been duped.

From 1887 to 1891, Binet went to study and carry

out research in the laboratory of his embryologist

father-in-law, Professor Edward G. Balbiani. Binet

was awarded a doctorate in natural science from the

Sorbonne in 1894, based on his search for anatomical-

physiologic correlates of behavioral responses in in-

sects. Earlier, in 1891, continuing his own study of

psychology, Binet had gone to work at the Sorbonne

for Professor Henri E. Beaunis who, in 1889, had

founded that university’s Laboratory of Physiological

Psychology. Before beginning to work with Beaunis,

and three years before completing his doctoral studies

in natural science, Binet had begun the study of child

psychology through the systematic investigation of the

developmental processes observed in his own two

daughters—Madeleine, born December 1885, and Al-

ice, born July 1887. In the first paper describing that

research (published in 1890; reprinted in Pollack &

Brenner, 1969), Binet reported that children could not

be distinguished from adults in the nature of their re-

sponses to simple measures of reaction time and other

physiological indices. In that same 1890 paper on child

versus adult functioning, Binet flirted with what later
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would be his discovery of the concept of a person’s

mental age when he suggested:

If one could succeed in measuring intelligence, that is,

reasoning, judgment, memory, the power of abstrac-

tion—andthis does not appear to me absolutely impos-

sible—the number expressing the mean intellectual

development of an adult would represent a relationship

quite different from the number expressing the intellec-

tual developmentof a child (Binet, 1890, p. 74; Pollack

& Brenner, 1969, p. 85).

Thus, while studying complex (as opposed to sim-

ple) mental operations in his two young daughters and

while also completing his dissertation, Binet had the

first glimpse of what he later would call mental age

and its almost full development before the end ofad-

olescence.

Despite the flourishing German and American em-

phasis on simple sensory processes, the next decade

would see Binet progressively refine his feebly emerg-

ing conception of intelligence as a characteristic of

global human performance—a unitary characteristic

that is present in young children and can be assessed,

even in them, by questions requiring answers exhibit-

ing complex acts of judgmentor reasoning. As a fore-

runner of Jean PIAGET, Binet began to appreciate the

stages of reasoning through which the average child

develops. In the 1890 publications (Wolf, 1966; see the

full translations in Pollack & Brenner, 1969) are ex-

amples of the types of judgment and reasoning items

that would appear in the 1905 scale (e.g., “What does

it mean to be afraid?”), as well as Binet’s appreciation

of the complex phenomena (1) that such items could

tap and (2) whose underlying psychological and theo-

retical properties Piaget would begin to unravel many

decades later (Pollack, 1971).

By 1892, Binet became codirector and then for-

mally succeeded Beaunis in 1895 as director of the

Laboratory of Physiological Psychology. Nevertheless,

Binet was notyet able to translate his observations into

a viable approach for assessing intellectual ability. In

1896, Binet and V. Henri published a paper describing

a program ofprojected research that would utilize sev-

eral tests for assessing each of ten complex mental

functions or “faculties’"—-memory, attention, imagi-

nation, comprehension, motorskill, and others. They

hoped thereby to reveal, in a brief period of time, the

potential of such tests for the study of individual dif-

ferences in specific intellectual capacities. The results

of Stella E. Sharp’s study (1899), some of the Binet-

Henri tests, and his own subsequent researches con-

vinced Binet that the study of specific faculties was a

fundamental error—that what many of these tests

tapped was a more general, unitary (albeit complex)

intellectual process.

In their 1904 follow-up report on the results of

their 1896 project, Binet and Henri reported that they

too had failed to find any relatively economical or use-

ful measure of individual differences. Binet had hoped

that his ambitious program would reveala test that,

requiring an hour or two to administer, would reflect

the individual differences in humans so obvious to the

eye. After an eight-year search, as Charles SPEARMAN

and a colleague wrote following Henri’s presentation

of this joint 1904 paper, Binet and Henrihadfailed to

find a single test and could, for the present, only rec-

ommend the continued, long, systematic investigation

of each individual being assessed (Wolf, 1969, p. 113).

The experience that Binet gained from his controlled

experimental laboratory studies would, however, be

reflected in the 1905 Binet-SimonScale.

THEOPHILE SIMON AND
ALFRED BINET

Almost one year to the day later, another chapter

in the breakthrough and solution to the riddle came

about, in part because of Binet’s other interests and

involvements. In 1899, a 26-year-old physician, Théo-

phile Simon, came tothe laboratory of the 42-year-old

Binet, and asked to work with him (Wolf, 1961, p.

245). Simon wasan intern of a Dr. Blin, at Perray-

Vaucluse, an institution for mentally retarded and ab-

normal (then called “morally degenerate”) children

and adults. After close scrutiny of the depth of Simon’s

motivation, Binet accepted hii in 1899 and thereby

began to forge anotherlink in the chain of discovery.

Simon was a devoted pupil and, later, a colleague; his

vigor helped in the data collection from hundreds of

subjects for their joint and more ambitious 1908 and

1911 revisions of the 1905 Binet-Simon Scale. Simon’s,

and later Binet’s, work on the wards of Vaucluse pro-
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vided Binet with access to the bona fide mental retar-

dates he and Simon would use in 1905 as the lowest

anchor points around which to compare the perfor-

mance of normal and subnormal children in the Paris

schools. This association with Simon probably also

provided Binet with another point of contact with Dr.

Blin—his student H. Damaye, who was studying the

intellectual processes of mental retardates underBlin’s

direction at Perray-Vaucluse. As will be described

shortly, Blin and Damaye, in 1902, would provide an-

other link in the chain. Simon wasalso carrying out

research under Blin’s direction and, in 1900, Simon

published a thesis on an anthropometric study of the

head measurements of 223 retarded boys, for his M.D.

degree (Wolf, 1969, p. 126). Simon’s thesis impressed

Blin so muchthat he accorded Simon a second year of

internship to continue his studies of retardates; he also

encouraged Simon to study with Binet, who had de-

veloped more exact methods for such measurements.

During the next few years, Binet and Simon pub-

lished some dozen papers related to cephalometry,

(head measurements), including norms for age levels

and a search for differences between normals and re-

tardates. Binet’s association with Simon brought him

into contact with the publications of Blin (1902) and

the M.D.thesis of his student Damaye (1903), it re-

ported on twenty test items that Damaye andBlin had

developed as a crudetest ofglobal intelligence for more

objectively differentiating the three clinically recog-

nized forms of mental deficiency—idiot, imbecile, and

moron. Until then, the diagnosis differentiating mental

retardation from normal as well as the further classi-

fication of the three grades of mental retardation then

in vogue were subjective; therefore, diagnoses differed

among examiners or even by one examiner on re-

peated examinations of the same person. Binet and

Simon, in the introduction to their 1905 scale,

acknowledged that the Blin-Damaye test, a twenty-

item oral questionnaire, was “superior to anything

previously accomplished.” The twenty test items (pre-

sented below) contained forerunners of the type of

questions that would later appear in the Binet-Simon

Scale. Binet’s major criticisms were that the Blin-

Damavetest (1) contained questions that were “super-

fluous,” or could be answered merely by “yes” or “no,”

requiring little thought or judgment; (2) employed a

system (0 to 5 points) for scoring each test reply that

was too subjective; (3) failed to provide the responses

of normal children as anchor points for comparison;

and (4) most important, failed to provide what Binet

and Simon later called an age scale or other form of

gradation of intelligence, which would allow the ex-

aminer to ascertain at once how much behind (or

ahead) a child was in intellectual development. Blin

and Damaye’s test yielded a total score with a crude

range for normal without taking into accounttheall-

important effect of age on test scores.

FACTORS LEADING TO

BINET’S BREAKTHROUGH

Binet had studied hypnosis as a global characteristic

of behavior, had studied the development of his two

young daughters, and then shifted to a study of sepa-

rate faculties in his 1896 program of research with

Henri. Through his own subsequent research and that

of the American Titchenerian, Stella Sharp, he had re-

alized his failings. He then found himself returning to

the earlier notions of H. Taine—that intelligence was

a global property of performance and could not be

separatedinto specific faculties. Blin and Damaye, two

practitioners involved in everyday clinical work with

patients, had now helped reorient his thinking along

practical lines. Binet’s break with the type of mental

testing done by Charles Spearman, Edward L. THORN-

DIKE, James McKeen CATTELL, and others was taking

shape. By 1903, he conceived ofintelligence as a global

process that perceives external stimuli, then organizes,

chooses, directs, and adapts such stimuli; that individ-

uals differed widely in this capacity. He still had not

devised a method of adequately assessing these differ-

ences. In 1903 his thoughts, although notfree oftest-

ing the separatefaculties of intelligence, began to move

away from this approach.

THE ROLE OF LA SOCIETE IN
THE BREAKTHROUGH

Anothercruciallink in Binet’s discovery of the con-

cept of mental age, with a single scale for its assess-

ment, came from his concurrent activities in a study

group known as La Societe. As Wolf (1969, p. 132)

discerned from a reading of the organization’s early

minutes, membership in this Society for the Psycho-

logical Study of Children was open to anyandall in-
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terested in studying normalchildren. It soon came to

include teachers in the elementary, secondary, and

early college grades, principals and other school ad-

ministrators; lawyers; judges; medical doctors; psychi-

atrists; psychologists, sociologists; parents, and others.

The society was organized in 1899 by Ferdinand Buis-

son, professor of education at the Sorbonne; from the

very beginning it was dominated by Binet.

The role that La Société played in Binet’s break-

through developed because of the opportunities it pro-

vided. As a scientist, he tested his ideas on children

involved in real-life situations, where decisions con-

cerning their level of intellectual functioning would

profoundly affect their subsequent educational expe-

riences and thus their future lives. His association in

La Société with influential leaders in education, law,

politics, medicine, psychology, pedagogy, and other

relevant professions provided him an opportunity to

form study groups (“commissions”) that worked on a

variety of interrelated problems. Members of La So-

ciete created (1) a commission on graphology (hand-

writing; 1901), devoted to its general study but later

including its potential to separate the retarded from

the normal child (1903); (2) a commission for the

study of the retarded (1904); and (3) a commission on

memory (1904). There were others, including palmis-

try, by which he hoped to distinguish normal from

subnormal.

At that time, intense social pressure existed in Paris

for the separation of children who were fully educable

from those educable with special help in the schools

or those retarded to the point of being unable to ben-

efit from public-school instruction. The sixteen mem-

bers of the society’s commission for the study of the

retarded proposed at the February 1904 meeting that

the society insist that (1) a medico-pedagogical ex-

amination be authorized by the school authorities be-

fore a child was denied public instruction due to

mental retardation; (2) those children diagnosed ed-

ucably retarded be educatedin a special class or special

establishment; and (3) as a demonstration project, a

special class for the educably retarded be opened in

one of the public schools near the Saltpetriére.

Wolf (1969, p. 210) reports that this resolution was

adopted unanimously by La Société, and three mem-

bers were then appointedto takeit as a proposal from

the society to the ministry of public instruction. Binet

asked the society’s commission for the study of the

retarded to draw upa vast plan ofresearch toestablish

scientifically, as well as to measure objectively, the dif-

ferences—mental and anthropometric—that separate

the normal from the abnormalchild.

CHRONOLOGICAL AGE NORMS ARE

AN ESSENTIAL INGREDIENT

Under Binet’s guidance, the commission on mem-

ory had been studying in a classroom of one ofits

teacher-members, M. Parison. They assessed the rela-

tionship of a pupil’s score on several objective tests of

memoryto intelligence as subjectively rated by all the

previous teachers of this same pupil. The results, pub-

lished in the July 1904 Bulletin, revealed a positive re-

lationship between children’s memory ability and

teachers’ ratings of their intelligence. Binet com-

mended the research and added “one could ignore the

teachers’ judgments ... and compare the children of

the same ages who are in different grades,” an idea he

acknowledged had been proposed earlier by M. C.

Schuyten of Antwerp, Belgium. Binet had read about

the results of this particular memoryresearch and had

already asked some teachers to carry out this same

experiment in two school grades—fifth and_ sev-

enth—buton 12-year-olds in those grades. Theresults

revealed vast differences between those youngsters.

The mean memoryscore for 12-year-olds in the sev-

enth grade was twice that of 12-year-olds in the fifth

grade. Binet realized that these results had potential

for creating an objective index of individual intellec-
tual differences.

In the November 1904 issue of the Bulletin, Binet

announced the appointment, by the minister of public

instruction, of a ministerial commission for the abnor-

mal(i.e., a commission for the study of retarded chil-

dren). The members included Binet and three other

members of La Société. Binet’s appointment to this

commission—with its responsibility for evolving an

objective method for the diagnosis of different types

of retardation—provided the social “necessity” for

which, in a short eight months (June 1905), the Binet-

Simon Scale would become the “invention.”

Aslate as January 1905, Binethadstill not achieved
the insight that led him and Simonto the first scale.

V. Vaney wasthe principal of a school in which Binet
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set up a pedagogical clinic in 1905. UnderBinet’s guid-

ance, Vaney developed the world’s first age-related

achievement test for arithmetic; it could objectively

grade academic retardation in terms of one, two, or

three grades, relative to a child’s age peers. For ex-

ample, Vaney’s research led him to report that at age

7, first grade, a child could read and write from dic-

tation the numbers 1 to 20; also add and subtract

among them orally. At age 8, second grade, a child

could do the same up to 100; multiply any number

from 1 to 10 by 2, 3, 4, and 5; and divide numbers

from | to 20 by 2, 3, 4, and 5. Vaney proceeded

through ages 9, 10, 11, 12, and 13, which was seventh

grade,citing similar objective criteria. As early as 1845

in the United States, Horance Mann had introduced a

standardized written test to replace the subject-by-

subject oral examination of his day. In 1897, Rice

followed this with a standardized written vocabulary

test consisting of fifty items. E. L. Thorndike would

soon introduce numerous other standardized written

achievement tests. Yet Vaney’s test is important be-

cause, by its age-related benchmarks, it provided a

way to measure age-normedindividual differences in

French schools.

Binet was impressed, but he described Vaney’s

work only as a contribution to pedagogy that La So-

cieté had inspired. From Wolf’s account of these sev-

eral attempts at assessing intelligence, it is apparent

that Vaney’s work on age differences in performance

helped Binet see a tie to the earlier crude Blin-Damaye

global scale of twenty items. The latter included the

following:

1. What is your name?

2. When were you born?

3. Are your parentsliving?

4. What do theydo?

5. Put out your tongue.

6. Put your finger in your left eye.

7. Go to the wall and come backhere.

8. Experiment with little dots.

9. Name objects shown—key,pen, pencil, etc.

10.

11. Are youless thirsty when it is hot than whenit is

cold?

Whattimeis it?

Is a week longei L

Whatcoloris this pencil?

12.

13. aA «a month?

14. Where are you, here?

15. Is Brittany in France?

16. What do soldiers have on their heads?

17, 18, 19. Questions on reading, writing, spelling,

and arithmetic.

20. What is the difference between the Catholic reli-

gion and the Protestant religion? (Varon, 1936,

p. 43).

THE 1905 BINET-SIMON SCALE

Binet and Simon objected to this Blin-Damayetest;

they found some questions to be superfluous, that a

subjective method of scoring responses was employed,

and that no normal children were used as anchor

points—thus providing no opportunity to assess rela-

tive ability. Their objections are contained in their in-

troduction to the 1905 Binet-Simon Scale. They also

introduced their scale as superior to the Blin-Damaye;

it contained the following thirty tests arranged in as-

cending order of difficulty:

1. Following a moving object with one eye.

2. Grasping a smal] object that is touched.

3. Grasping a small object thatis seen.

4. Recognizing the difference between a square of

chocolate and a square of wood.

5. Finding and eating a square of chocolate wrapped

in paper.

6. Executing simple commandsandimitating simple

gestures.

7. Pointing to familiar named objects.

oe Pointing to objects represented in pictures.

9. Naming objects in pictures.

10.

11. Repeating three spoken digits.

12.

13.

14.

15.

16.

17.

18.

. Repeating a longerseries of digits than the three

Comparing two lines of markedly unequal length.

Comparing two weights.

Showing a susceptibility to suggestion.

Defining common wordsbyfunction.

Repeating a sentence of fifteen words.

Telling how two commonobjects are different.

Retaining a memoryofa picture.

Drawing a design from memory.

in item 11.

20. Telling how two commonobjects are alike (“sim-

ilarities”).
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21. Comparing twolines of unequal length.

22. Placing five (blocks) weights in order.

23. Designating which of the five weights has been

removed.

24. Making rhymes(e.g., “What rhymes with ——?”).

25. Completing sentences.

26. Using three proffered nounsin one sentence.

27. Replying to twenty-five abstract (comprehension)

questions (e.g., “When a person has offended you,

and comes to offer apologies, what should you

do?”).

28. Reversing the handsof a clock(in telling time).

29. Folding and cutting paper.

30. Defining abstract terms (e.g., What is the differ-

ence between esteem andfriendship? . . . boredom

and weariness? ... etc.).

The ascending order of difficulty of these thirty

tests in the 1905 scale was ascertained empirically by

Binet and Simon, whobased the order on results from

their original standardization group of 100 (later re-

duced to 50) normal children, aged 3 to 12 years, and

an unspecified number of mentally retarded children.

The 1905 scale was developed to sample a wide range

of functions, especially judgment, comprehension, and

reasoning, which Binet felt constituted the essence of

intelligence.

THE 1908 SCALE AND THE CONCEPT

OF MENTAL AGE

The 1905 scale was published by Binet and Simon

as a preliminary and tentative instrument for sampling

intellectual behavior, not as a finished product. Their

1905 report contained no precise or objective method

for arriving at either a score or an index. Rather, this

first scale was meant to provide an approximation of

the level of each child’s intellectual development. Binet

and Simon continued their developmentof this crude

“Measuring Scale of Intelligence,” as they called it, in

their 1908 report on the further progress of their

work. Not until the 1908 report did they formally in-

troduce the concept of mentalage, by specifically listing

the three to eight items that could be passed by a

majority of children at each age level from 3 through

12 years. Additionally, in this 1908 scale, the number

of items had been increased from thirty to fifty-eight;

some of the earlier items had been discarded and oth-

ers added; and, as just noted, the items were grouped

into clusters for different age levels. With the intro-

duction of age levels for different items, the revised

1908 Binet-Simon test permitted an examiner to

judge, in units of one year, any given child’s mental

age. Thus had the first objective, practical measure of

intellectual functioning comeinto being.

MEASURED INTELLIGENCE

AND ASSESSMENT

Binet and Simon weresensitive practitioners and

they were theoretically oriented scientists. This is clear

from the care with which they described the essential

features of the psychological assessment of a child in

1905 and 1908. Their description of the “general con-

ditions of the examination” was:

First the testing should take place in a quite isolated

room. The examiner should be alone with the child ...

[who] should be kindly received; if he seems timid he

should be reassured at once, not: only by a kind tone but

also by giving him first the tests which seem mostlike

play, for example—giving change for 20 sous. Con-

stantly encourage him during thetests in a gentle voice;

one should showsatisfaction with his answers whatever

they may be. One should nevercriticize nor lose time

by attempting to teach him thetest; there is a time for

everything. The child is here that his mental capacity

may be judged, not that he may be instructed. Never

help him by a supplementary explanation which may

suggest the answer. Often one is tempted to do so, but

it is wrong.

Do not become over anxious nor ask the child if he

has understood, a useless scruple since the test is such

that he ought to understand. Therefore one should ad-

here rigorously to the formulas of the experiment, with-

out any addition or omission. Encouragement should be

in the tone of voice or in meaningless words, which serve

only to arouse him. “Come now! Very good! Hurry a

little! Good! Very good! Perfect! Splendid! etc., etc.” If

witnesses are inevitable, impose on them a rigorous

silence.

Always begin with the tests that fit the child’s age. If

one gives him too difficult work at first, he is discour-

aged. If, on the contrary, it is too easy it arouses his
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contempt, and he asks himself if he is not being made

fun of, and so makes no effort. We have seen examples

of this misplaced self-esteem (Binet and Simon, 1908).

Binet and Simoninsisted in the paragraph thatfol-

lowed those quoted above that the psychologist, while

carrying out the standardized examination, should not

be influenced by information about the child obtained

from other sources; rather, that the psychologist

should obtain a thorough knowledge of each child

through testing. Binet and Simon saw a completeas-

sessment as consisting of a tripartite approachto child:

(1) psychological; (2) pedagogical; and (3) medical.

In the general instructions for administering their

scale, they insisted that the psychometric aspect of

psychological assessment be objective—notinfluenced

at the moment of its conduct by information from

other sources. The practicing psychologist, physician,

or educator-administrator could then make allowances

when all the information was integrated to form a

sound decision—a view recently rediscovered.

BINET’S DEATH, WORLD WARI, AND

RELIANCE ON IQ ALONE

Binet saw his test as a technique for sampling a

child’s current intellectual behavior and notas rigid,

fully developed, finalized test for all time of an indi-

vidual’s (innate) intelligence. He argued against finer

gradations of mental age than a wholeyear(e.g., 6, not

6.5), resisting the finer gradations into tenths of a year

that would comelater. Although Binet died in 1911,

before Wilhelm Stern (1912, translated by Guy M.

Whipple, 1914) replaced the concept of mental age by

intelligence quotient, it is fair to assume from Simon’s

1959 oral report (Wolf, 1961, p. 245) that Binet might

have vigorously objected to the later developments

that fixed a single unchanging IQ on the millions of

children subsequently examined by variants of his

method. In their 1905 publication, Binet and Simon

reported that they already were working on the age

levels that they published in the 1908 revision. In

1905, they did not wish to calibrate their scale into an

instrument that would do anything other than classify

the three degrees of mental retardation—idiot, imbe-

cile, and moron. In examining their fifty normal chil-

dren as a comparison group, however, it became

apparentthat their scale could classify children of nor-

mal and above normal mental functioning as well. This

change in emphasis from a study of mental retardation

for the Paris school system in 1905 to a study of gen-

eral intellectual functioning among schoolchildren by

1908 is made clear in the titles of the two papers:

“New Methods for the Diagnosis of the Intellectual

Level of Subnormals” (1905) as opposed to “The De-

velopmentofIntelligence in the Child” (1908). Had he

lived, the probable direction Binet’s work would have

followed is clear from the title of his second and last

revision: “New Investigation on the Measures of the

Intellectual Level among Schoolchildren” (1911).

By 1911, Binet began to foresee numeroususes for

his method in the study of child development, in ed-

ucation and medicine, and in longitudinal studies pre-

dicting differing occupationalhistories for children of

differing intellectual potential. The 1911 revision was

thorough. It involved equalizing the numberof items

at 5 for each age level—but extending the age levels

upward, to include 15-year-olds, addingfive tests for

adults (ungraded), and relocating many of the test

items or questions. By 1911, the two earlier scales had

been translated into many languages. Despite a certain

crudity, the scales were proving highly useful (valid)

clinically in the hands of practitioners like H. H. God-

dard in the United States (who unfortunately saw

intelligence as a fixed, innate faculty) and among nu-

merous European practitioners.

In reading Binet (Wolf, 1969, pp. 226-230), one

concludes that he was interested in intellectual func-

tioning and its potential for change as based on adap-

tive behavior. Binet would haveresisted vigorously the

heredity—environment controversy of the next re-

search generation, considering it a pseudo-problem,

born of an incomplete understanding of the nature of

psychosocial assessment, on the one hand,and the cru-

dity of his early test forms (tools), on the other. In

1911, Binet’s premature death at age 54 deprived us

of the full explication of his position. It became pos-

sible to develop objective empirical indices of “intelli-

gence.” With the 1916 revision developed by Stanford

University’s Lewis TERMAN, the Stanford-Binet, as the

new test came to be known, would soon betranslated

into many languages and used worldwide by school

and clinical psychologists before even more refined
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testing methodologies and interpretive procedures

were devised. |

(See also: MENTAL AGE; STANFORD-BINET INTELLIGENCE

SCALE.)
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JOSEPH D. MATARAZZO

BIOECOLOGICAL THEORY OF INTEL-

LECTUAL DEVELOPMENT The bioecological

theory of intellectual development proposes to ac-

count for the unevenness of intellectual performance

in different contexts (for example, the rocket scientist

who cannot grasp the gist of a literary passage; the

street urchin who accurately makes change in a half

dozen foreign currencies but cannot do a simple arith-

metic problem; and the blurrier case of the student

who scores 98 on the Miller Analogy Test but cannot

negotiate a contract or assemble a VCR). It also pro-

poses to avoid the limitations of reified unitary mea-

suresofintelligence, such as IQ, in predicting complex

behavior in the everyday world (for instance, the gam-

bler who exhibits a high degree of complexity but —

scores low on IQ). The three main concepts of the

bioecological theory are these:

1. There are multiple innate abilities, as opposed to a

single ability.

2. Innate abilities serve as a range of possibilities that

develop, fail to develop, or develop, but later atro-

phy.

3. Motivation is important.

Like psychometric theories, the bioecological the-

ory holds that intellectual growth is limited by innate

capacity. But unlike psychometric theories, it holds

that there is not just one capacity but many. So it is

possible to be well endowed for someintellectual feats

but not others. Second, in contrast to psychometric

theories’ view of innate intellectual capacity as pretty

muchfixed at birth and stable thereafter, the bioecol-
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ogical theoryholds that each innate ability is a potential

ability, which will develop, fail to develop, or develop

and sometimes atrophy as a result of its interaction

with various aspects of the environment. Finally, the

bioecological theory holds that motivation determines

which innate potential abilities get developed into ac-

tual ones. So it is not enough to possess a potential

innate ability or even possess it and also live in an

environment that favors its development and expres-

sion; one must also be motivated to developit.

Bioecological theorists refer to innate abilities (or,

to be more precise, to innate potential abilities) as bio- _

logical resources or biological resource pools; the total en-

vironment with which a personinteracts is referred to

as the ecology; and the set of specific aspects of the

environment that makes possible maximum develop-

ment of a specific ability is referred to as an ecological

niche. As in other theories, the term genotype means the

total genetic endowment of the individual, and the

term phenotype means the physical expression of that

portion of the genotype that gets actualized (notall of

the genotype gets actualized).

Tenet #1: Multiple Abilities.

cal theory is, as its name implies, a blend of biological

The bioecologi-

and ecological factors. The biological part of this the-

ory holds that human intelligence is comprised of a

system of biological resource pools, each responsible

for a different aspect of information processing (e.g.,

visual rotation, contrast detection, angle displace-

ment). These multiple biological sources ofintellectual

ability differ from those specified by traditional psy-

chometric theories, because, unlike the latter, the

bioecological theory denies that so-called general in-

telligence (or g) reflects a single biological resource

that permeatesall intellectual feats. This requires some

explanation, given the venerable status that the con-

cept of general intelligence (g) has occupied through-

out this century.

The evidence for the existence of g comes from

factor-analytic studies: simply put, whenevera battery

of tasks are factor analyzed, a common ingredient can

be shownto exist that all of the tasks seem to share,

over and above their unique ingredients. So, for ex-

ample, while a vocabulary test may reflect a set of

specific skills (e.g., verbal fluency, skill at inferring

meaning from context), it also is said to reflect the

operation of some commonorgeneralintellectual re-

source, knownasg.

According to the bioecological theory, such a com-

mon factor can result from overlapping specific ingre-

_dients (that possess similar intercorrelations with each

other) rather than a shared single ingredient that is

commonto all tasks. The factorist Godfrey THOMSON

(1948) proposed the related view that multiple shared

neural bonds rather than a single bond could underlie

commonalities in a factor structure. For example, sup-

pose that a battery of three tests (arithmetic, vocabu-

lary, and spatial reasoning) is administered to children

and that their scores are factor analyzed and g is ex-

tracted, indicating that performance on all of these

tests is intercorrelated, with the child who is poor at

one being generally poor at the others. Now suppose

that performance on the arithmetic test depends on

three cognitive ingredients: a (verbal encoding or the

interpretation of words), b (a spatial mapping skill that

is relevant for geometric problems), and c (a highly

specific quantitative skill that is useful for a broad ar-

ray of arithmetic problems, but is not useful for non-

arithmetical problems). Also suppose that the two

other tests (vocabulary and spatial reasoning) also sam-

ple some, but not all, of these same ingredients, in

addition to some ingredients that are highly specific to

each of them. For example, suppose that vocabulary

requires a, verbal encoding, as well as d, the ability to

“compare representations,” ande, a highly specific vo-

cabulary skill. Finally, suppose that spatial reasoning

requires b, in order to engage in spatial mapping; d, in

order to compare representations; andf, a highly spe-

cific spatial skill. Then vocabulary and arithmetic per-

formances might be correlated because they share a

verbal encoding ingredient (a), arithmetic and spatial

reasoning might be correlated because they share a

mapping ingredient(b), and vocabulary andspatial rea-

soning might be correlated because they share the abil-

ity to compare representations (d). Accordingly, g

could end up being substantial in magnitude without

actually representing a single ingredient that is com-

monto all three tasks. In other words, performance

on one test would be correlated with performance on

the others not because all of these tests are saturated

with some general intellectual resource but because

they are multicomponenttests that involve some con-
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stellation of partially overlapping ingredients. Children

whoare raised in an enriched ecology (environment)

that fosters spatial skills (e.g., a home or school with

plentiful supplies of jigsaw puzzles), tend also to have

enriched environments that foster verbal and quanti-

tative skills. Thus, g is seen as the result of correlated

environments, not the result of a single biological re-

source that imbues every type of intellectual test.

Tenet #2: Interaction and Synergy. The

bioecological theory is inherently developmental and

interactionist, holding that biological potentials are de-

veloped and shaped by the environment, while at the

same time they help to shape the environment. Like

all interactionist perspectives, the bioecological theory

asserts that from the very beginningoflife there is an

interplay between biological potentials and environ-

mental forces. In order to understand how individuals

can begin life possessing comparable intellectual po-

tentials but differ in the level of intelligence they sub-

sequently manifest, the bioecological theory posits an

interaction between various biologically influenced re-

sources (innate potential abilities), such as the capacity

to store, rotate, and scan information, and the ecolog-

ical contexts (particular sets of environmentalfeatures)

that are relevant for the unfolding of each potential

ability. At each point in development, the interplay

between biology and ecology results in changes that

may themselves produce other changes until a full cas-

cading of effects is set in motion.

Although biology and ecology are interwoven in an

indivisible whole, their relationship is continually

changing, and with new change a newsetof possibil-

ities is set in motion until soon even small changes

produce cascading effects. Hence intellectual change is

not always or even usually linear, but rather is syner-

gistic and nonadditive. A small environmental influ-

ence on a protein-fixing gene mayinitially result in

only tiny intellectual changes, but over time the chain

of events may produce a magnification of effects on

other processes. In addition, certain periods in de-

velopment can be thought of as sensitive periods

during which a unique disposition exists for a specific

intellectual “muscle” to develop in response to its

interaction with the environment. During such pe-

riods, neurons within specific compartments rapidly

“overarborize” (spreading their tentacle-like synaptic

connections to other neurons in response to environ-

mental stimulation). Although some of the arboreal

connections laid down during these periods of brain

spurts will not be used at the time, they can be re-

cruited to enable future behaviors to occur, provided

they are not “pruned” because of atrophy or disuse.It

appears that while Some neural processes are more

fully under maturational control, others are much

moreresponsive to the environment, and synapsesare

formed in response to environmental stimulation

(learning) that may vary widely among humans.

Tenet #3: Motivation. The bioecological the-

ory incorporates motivation as a key ingredient in its

explanation of empirical findings.Briefly, it is not suf-

ficient for an individual to be endowed with some bio-

logical potential for a given intellectual ability, or

merely to be exposed to an environment that is im-

portant for the expression of this ability, the individual

must also be motivated to benefit from exposure to

such an environment. The gamblersin S. J. Ceci and

J. Liker’s study (1986) who demonstrated highly com-

plex forms of reasoning at the racetrack did not ex-

hibit the same degree of complex reasoning in other

domains. Had they been exposed to environmentsthat

were conducive to, say, learning science or philosophy,

and motivated to take advantage of such environ-

ments, they undoubtedly would have acquired the

ability to think as complexly in those domainsas they

did at the racetrack, given the similarity between the

type of reasoning needed to handicap a race and that

needed to reason scientifically.

The Mismatch Between g and Real-World

Intelligence. Since the three tenets of the bioecol-

ogical theory of intellectual development have been

described, it now can be contrasted with other views

of intelligence on five grounds.

First, the bioecological view, like other theories that

posit the existence of multiple intelligences (e.g.,

Gardner, 1983, Sternberg, 1985), proposes that these

multiple cognitive abilities are, at best, only imper-

fectly measured by tests of so-called general intel-

ligence (IQ). For example, Ceci (1990) provides

numerous examples of IQ failing to predict cognitive

complexity in the workplace. According to the bioe-

cological theory, IQ is seen as a marker for a specific

set of verbal/academic skills that are acquired in school
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and in school-related activities (e.g., plays, class trips).

In this sense, IQ is an achievement test much like

those that routinely are administered to students in

school. It is susceptible to the same influences asall

achievementtests, namely, the time spent studying the

material, the motivation to benefit from instruction,

and the biological capacities that are relevant for the

type of learning involved. Tosee this clearly, one needs

only look at the relationship between the amount of

time one spends in school and one’s IQ (as well as

math, reading, and science achievementscores). Basi-

cally, the evidence is quite strong that staying in school

props up one’s IQ and achievement scores. Once

schooling is terminated, children’s IQs begin a steady

decline. There is nothing mysterious about this if one

views IQ as a form of achievement that is learned in

school. This does not deny that biology is involved,

too, because biology is involved in virtually everything

that is cognitive. But it does depart from the simplistic

notion that IQ scores are direct reflections of the bio-

logical capacity to learn. Instead, it suggests that IQ is

itself influenced by learning.

Second, the bioecological theory differs from tra-

ditional nature—nurture interactionist views in the

conception of the interaction between biological and

environmental factors. The traditional interactionist

view gives primacy to the importance ofbiological fac-

tors (“genes encapsulate phenotypes,” meaning that

the physical expressions of our genetic endowmentare

fully under biological control, as opposed to environ-

mental control). The bioecological theory departs from

this deterministic view of the genotype and gives the

environment a moresignificant role. Genes do not en-

capsulate phenotypes; rather, they manufacture pro-

teins and enzymes that influence the expression of

neighboring genes as well as interact among them-

selves. This implies that such interactions are governed

by physical and chemical laws independent of the

strand of DNA from which they originated (Subtelny

& Green, 1982). A model of the translation of geno-

types into phenotypes requires that we consider not

just the proteins that genes manufacture but also the

developmental role such proteins play, since most of

the hormones, inducers, and inhibitors are connected

in complex ways with the activity of multiple gene

systems. Thus the resultant brain structures are only

indirectly related to genes, making it impossible to ex-

plain their development exclusively or even primarily

in terms of genes.

Third, like other interactionist views of develop-

ment, the bioecological theory argues that the eff-

ciency of cognitive processes dependsonaspectsof the

context. However, according to Ceci (1990), context

is not an adjunct to cognition, but a constituentofit.

That is, unlike traditional theories of intelligence,

which assume that context is merely a background for

cognition, the bioecological theory regards context as

an inextricable aspect of intellectual efficiency. Here

context is defined broadly to include not only external

features of the near and far environments and their

motivational properties, but internal features of the

organism’s mental representation, such as the manner

in which a stimulus or problem is represented in mem-

ory. Thus, speed in recognizing letters and numerals

depends on how those stimuli are represented in

memory, with more elaborate representations leading

to faster recognition rates. This explains why the same

cognitive ability, no matter how basic, operates incon-

sistently across diverse contexts. The same individuals

who are slow at recognizing a word in one domain

(e.g., sports), may recognize it in another domain(e.g.,

culinary terms) more quickly if its representation in

the latter domain is more elaborate. In short, intelli-

gence-in-context research has shown that context, in-

cluding the mental representation or mental context

of a task, determines the efficiency ofintelligence.

Fourth, the bioecological theory assumes that there

exists many nonintellectualabilities that are highly im-

portant for subsequent intellectual development but

are nevertheless inherited. For example, a child may

inherit various types of temperament(e.g., restless-

ness, impulsivity), physical traits (e.g., skin color, facial

shape), and “instigative characteristics” (e.g., “reward-

seeking”) that may influence later learning and devel-

opment. While these traits are themselves influenced

by gene systems, and can be shownto exert direct as

well as indirect effects on subsequent IQ performance

and school success, they are notintellectual in nature.

So, these nonintellectual characteristics and abilities

can account for part of the heritability pattern (e.g.,

IQs that run along family lines) without claiming that

this is a consequence of the inheritance of a central

nervous system with, say, a set signal-to-noise ratio

that limits processing capacity. Family members who
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share such characteristics (e.g., impulsivity) may per-

form similarly as a result of these nonintellectual dis-

positions, rather than because they share the same

rate-limiting nervous systems. Significantly, accounts

of rate-limiting intellectual functioning that are based

on EEG-powerspectral-density measures, blood glu-

cose levels in the brain, central nerve—conductance ve-

locity and oscillation, and heritability analyses cannot

distinguish between intellectual (i-e., inherited limita-

tions on one’s central nervous system functioning) and

nonintellectual bases of performance that are biologi-

cally based (e.g., impulsivity). Again, this is not to deny

the importance of genes in intellectual performance,

but merely to caution that just as it is the case that

not all that is intellectual is genetic in origin, notall

that is genetic is intellectual in nature.

Finally, the bioecological theory departs from tra-

ditional behavior genetic models regarding the nature

and meaningofheritability, or h*. The latter hold that

intellectual ability is transmitted according to the de-

gree of consanguinity, with children sharing approxi-

mately 50 percent of their parents’ genes, and

therefore resembling their parents’ IQs by a similar

magnitude. According to the bioecological theory, h?

reflects the proportion of “actualized” genetic poten-

tial, leaving unknown and unknowable the amount of

unactualized genetic potential. Thus nothing can be

said about an individual’s biological potential for suc-

cess or failure without some information about the

level of environmental resources and motivation that

exist in the child’s environment to translate various

genetic potential abilities into various phenotypic or

expressed abilities. If there are insufficient resources

and motivators in one’s life, then h? will reflect only

that portion of one’s potential that can be brought to

fruition by the limited resources available.

In sum, the bioecological theory is an attempt to

craft an account of intellectual functioning that is

mindful of the developmental, cultural, and psycho-

metric findings. To encompassall of these factors, the

theory has abandonedreliance on notions of general

intelligence that are the result of a single biological

resource(€.g., signal-to-noise ratio in the transmission

of information in the nervous system). It has elevated

the role of context from one of background noise to

one of centrality, and it has incorporated motivation

into its tenets. To undertake someintellectual feat at

a high level, it is not sufficient to be endowed with a

specific biological resource, one mustalso be exposed

to the relevant educational experiences, and be moti-

vated to benefit from them.

(See also: INTERACTIONIST VIEWS ON INTELLIGENCE;

NATURE, NURTURE, AND DEVELOPMENT; THOMSON’S

RANDOM OVERLAP THEORY.)
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STEPHEN J. CECI

BIOLOGICAL MEASURES OF INTELLI-

GENCE
GALTON was engaged in state-of-the-art but premature

In the late nineteenth century, Francis

efforts to discover sensory measures of intelligence. In

1905, Alfred BiINeT and Theophile Simon developed the

first successful test for the measurement of intelli-

gence, but none ofits items measured sensory or bio-

logical functions. During the subsequent hundred

years, others in the field attempted to add biological

and other classes of items radically different from the

primary paper-and-pencil items included in the Binet-
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Simon Scale. Most such attempts were unsuccessful.

Recent attempts utilizing very different approaches

(ie., sensory and other physiological indices) than

those used by Binet and Simon,as well as their suc-

cessors, however, have borne more fruit (reviewed in

Eysenck, 1986, 1987, 1988; Kranzler & Jensen, 1989;

Jensen, 1987, 1991; Vernon 1990; Vernon & Mori,

1990). Specifically, there is accumulating evidence

from a numberof laboratories that the scores of indi-

viduals who differ on traditional measures of Charles

SPEARMAN’S g (the presumed general factor underlying

differences in intelligence scores), such as scores on

the RAVEN PROGRESSIVE MATRICES, the Binet-Simon

Scale, and the WECHSLER SCALES OF INTELLIGENCE, cor-

relate statistically significantly with their own equally

reliable “scores” on measures that also reflect sizable

individual differences in a variety of biological indices.

These biological indices include (1) individual differ-

ences in the average evoked potential (AEP) index ob-

tained from electroencephalogram (EEG) recordings

from the surface of the brain; (2) individual differences

in the durations of reaction times (RTs) in responding

to stimuli presented to the eye or ear, including both

N
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Figure I

single and more complex RTs (e.g., discrimination and

choice RTs); (3) inspection times; and (4) the trial-to-

trial, intraindividual oscillations and variabilities (i.e.,

standard deviations) in such person-specific physiolog-

ical measures and reaction time measures. In addition,

the results of early studies suggest that measures of

both nerve conduction velocity and the rate at which

glucose is metabolized in the brain also correlate with

scores on these traditional measures of IQ.

Two examples of these biological correlates of the

Wechsler Full Scale IQ are illustrative. The first is a

study reported by D. E. Hendrickson (1982). The bio-

logical measure used by Hendrickson was the AEP ob-

tained from each individual’s own EEG recording. The

EEGis a measure of the electrical activity of the brain

that is recorded from electrodes attached to the skull.

Figure | is a diagrammatic presentation of the resting

EEG (to the left of the arrow), followed at point A in

this case by an auditory (sensory) stimulus introduced

by the investigator and reacted to cortically by the

individual being tested as he or she processes the au-

ditory stimulus just presented. Averaging the series of

EEG waves following the stimulus, negative and then
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Following an auditory sensory signal. The stimulus was administered at point A.

SOURCE: Hendrickson, 1982.
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positive in each case, produces the AEP for this indi-

vidual, a wave process that gradually dies out after

something like 750 to 1000 milliseconds. In Figure 1,

successive negative and positive EEG wavesare labeled

N,, P;, N,, P,, etc., and are averaged to produce a

biological index (AEP), which differs from person to

person but which, althoughit is variable from trial to

trial, nevertheless yields a reliable (stable), idiosyn-

cratic index for each individual when averaged across

successive presentation trials.

In his investigation, Hendrickson studied a sample

of 219 older adolescents (121 boys and 98 girls), to

each of whom he administered both a Wechsler Adult

Intelligence Scale (WAIS) and an EEG, which pro-

duced the basis for the second measure (AEP). From

the AEP, Hendrickson derived two additional scores:

(1) the trial-to-trial variability (technically referred to

as the standard deviation, or variance) of the AEP as

each individual focused attention and processed the

auditory information before executing a choice re-

sponse; and (2) the complexity of the height, breadth,

TABLE1

number, and other physical dimensions of the AEP

wavesthat the individual’s brain produced while he or

she was executing the choice-response cognitive task.

Hendrickson’s remarkable findings are presented in

Table 1. As is shown in the bottom row, Full Scale IQ

was highly correlated with both of the two biological

(EEG) measures recorded from the brain. The inde-

pendently measured Full Scale IQ correlated — .72

with the EEGtrial-to-trial variability (variance) mea-

sure and also correlated .72 with the complexity of the

EEG wave measure derived from the AEP of the same

individual. (What this means is that individuals who

obtained higher IQ scores were also individuals.whose

EEG-derived brain waves [1] were the most complex

and [2] varied in shapethe least across successive pre-

sentations of the auditory choice-response task.)

Equally striking are the correlations shownin the body

of the table between these two biological measures and

each of the eleven subtests of the WAIS measure of

intelligence. In a study explicitly designed as an at-

tempt independently to confirm Hendrickson’s find-

Correlations between WAIS subtest scores and AEP variance, complexity, and

combined score
 

 

Complexity

Minus

WAIS Subtest Variance Complexity Variance

Information — .64 55 68

Comprehension — .50 53 59

Arithmetic — 57 56 65

Similarities — .69 54 71

Digit Span — 54 49 59

Vocabulary — 57 62 .68

Verbal (IQ) — .69 .68 78

Digit Symbol — 28 32 35

Picture Completion — 47 52 57

Block Design — 50 45 54

Picture Arrangement — 36 45 46

Object Assembly — 32 45 44

Performance (IQ) — .53 53 .60

WAIS (Full Scale IQ) — .72 72 83
 

SOURCE: Hendrickson, 1982.
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ings, Stough, Nettelbeck, and Cooper (1990) also

found high correlations between their AEP measures

and the same individual’s score on Verbal IQ (VIQ),

Performance IQ (PIQ), and Full Scale IQ (FSIQ)as

measured with the Revised WAIS (WAIS-R).

These latter findings, plus those of Hendrickson,

appear to suggest that, as a measure ofintelligence,

each of these EEG measuresis almost as robust a mea-

sure of the Spearman g loadings (i.e., a measure de-

rived from a factor analysis of the WAIS subtests) as

are the IQ indices derived from the Binet, Wechsler,

and many group-administered paper-and-pencil tests

of intelligence currently in use. Furthermore, in his

review of this literature, Jensen (1987, pp. 105-106)

underscores the results of a study by Eysenck and Bar-

rett (1984), independently confirmed in a study by

Schafer (1985), in which Eysenck and Barrett reported

that the Spearman g loadings showed a rank-order

correlation of .95 with the correlations of each of the

twelve WAIS subtests with the AEP. In a study that

independently repeated the 1982 Hendrickson study,

however, Barrett and Eysenck (1992) were able to du-

plicate only the main thrust (butnotall) of Hendrick-

son’s findings—an indication that research on EEG

and otherbiological correlates of IQ isstill in its rel-

atively early stages.

The second example is from a recent completed

study by Reed and Jensen (1992), which involved

an investigation of the relationship between an indi-

vidual’s IQ as measured by the Raven Advanced Pro-

gressive Matrices test and the same individual’s

independently determined averagecerebral evoked po-

tentials following the presentation of a visual stimulus.

The investigators used 147 male undergraduates, from

each of whom (in response to a visual pattern-reversal

stimulation task) they obtained short-latency, visually

evoked potentials (VEPs), comparable to those shown

in Figure 1, which were recorded over the primary

visual cortex at the back of the brain. Dividing each

subject’s head length by the average latency of his VEP

provided a measure of each person’s visual neural con-

duction velocity (NCV), as nerve impulses (of 70 to

100 msec) were transmitted from the retina through

the brain’s visual tract to the visual cortex. This nerve

conduction velocity measure (V:P/100) for a group of

VEPs averaging about 100 milliseconds showeda sta-

tistically significant correlation (.37) with each person’s

Raven Progressive Matrices IQ score. To present the

same findings diagrammatically, the distribution of the

NCV measure from the 147 undergraduates, ranging

from the lowest (1.75 m per sec), or least efficient, to

the highest (2.22 m per sec), or most efficient, was

divided into quintiles (i.e., each quintile contained the

scores from 20 percent of the students). Averaging the

Raven IQ scores for students in each nerve conduction

velocity quintile, Reed and Jensen obtained the results

shownhere in Figure 2. Specifically, for the five groups

of subjects with progressively and increasingly more

efficient NCVs during the processing of the visually

presented pattern-reversal information tasks, the av-

erage IQ scores were 114, 116, 117, 121, and 122,

respectively. Whether these results are represented

diagrammatically or more precisely by the reported

Pearson product momentcorrelation of .37, they ap-

pear as remarkable as those of Hendrickson.

To add credence to the robustness of these Reed

and Jensen findings, Vernon and Mori (1992), in a

study of conduction velocity in the median nerve of

the arm, found a correlation of .42 (and .48 in a con-

firmation study reported in the same paper) between

Full Scale IQ and NCV. Although the correlations were

lower in magnitude than those reported by Hendrick-

son, Vernon and Mori also found significant correla-

tions between their arm NCV measures (as well as

their reaction time measures) and scores of the indi-

vidual subtests of their multiple-choice variant of the

WAIS measure ofintelligence. It is necessary to em-

phasize thatresearch in this area is still in its beginning

stages: Other investigators have not confirmed these

Vernon and Mori findings. Thus, although Barrett,

Daum,and Eysenck, (1990) found a statistically signif-

icant correlation of —.44 between the variability of

the averaged sensory nerve action potentials in the

hand and the Raven IQ score in a study of forty-four

individuals, a study by Reed and Jensen (1991) failed

to find a correlation between NCV in the arm and IQ

score. The thrust of most of the findingsis clear, how-

ever.

Some two decades ago, when correlations between

IQ scores and biological measures were first being re-

ported, most investigators in the field of intelligence

wereskeptical that the century-old search for biolog-

ical measuresofintelligence would bear fruit, and they

remained so until recently. The increasing numbers of
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Mean Raven IQscore by quintile of nerve conduction velocity. The first quintile represents

the slowest (and thus least efficient) velocities.

SOURCE: Reed and Jensen, 1992.

such studies, however, as well as the duplication of the

positive findings in many—but, it is important to

note, not all—laboratories in different parts of the

world (see Kranzler & Jensen, 1989), has led a number

of scientists to believe that in the foreseeable future

some biological correlates will be shown to be valid

measures of what up to now has been measured by

traditional paper-and-pencil intelligencetests.

Weshould expect additional technological advances

in both the biological measures that are recordableas

well as the way they are recorded. It is reasonable to

suppose that the technology for measuring these neu-

rophysiological parameters of simple and more com-

plex information-processing activities, as well as their

executed end-stage target behaviors, also will be im-

proved considerably in the not-too-distant future. For

example, one may anticipate that such improvements

will come from the development of new generations

of neurophysiological, neurochemical, and neuromo-

lecular measures of information processing and related

aspects ofcortical functioning, as well as from insights

yielded by new generations of advanced systems of

brain-imagining techniques, such as successors to Pos-

itron Emission Tomography (PET). As an example, the

types of technological measuring advances one mayan-

ticipate are discernible from pilot study of eight vol-

unteers that utilized PET by Haier et al. (1988). The

study found significant negative correlations between
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glucose metabolic rate (the rate at which sugaris used

up) in the brain and a measure of abstract intelligence

from the Raven Advanced Progressive Matrices test.

This finding suggested that the individuals who ob-

tained the best scores on the Raven intelligence test

actually expended the least brain energy while re-

sponding to the items that comprise thetest.

To test their hypothesis that people who obtain

higher scores on IQ tests expend less brain energy,

Haier et al. (1992) next measured the rate of glucose

metabolism in the brain on two occasions. Glucose

measurements were made duringtheinitial trial, when

their eight male subjects first began to learn (using the

computer gameTetris) a complex video learningtask,

and again during the verylast trial after four to eight

weeks of daily practice of the complex video game

skill. The results for the eight subjects indicated that

over the four to eight weeks of practice, metabolic rate

measured in surface regions of the brain decreased de-

spite a more than sevenfold average improvement in

game performance skill. Furthermore, the subjects

who improvedtheir performance the most after prac-

tice showed the largest glucose metabolic decreases in

several areas of the brain. Haier and his colleagues in-

terpreted this finding as suggesting that the learning

of a complex motorskill response is associated with a

decreased use of extraneous or inefficient brain areas.

In a further test of their hypothesis, Haier, Siegel, Tang

et al. (1992), correlated the scores earned on both the

Wechsler Adult Intelligence Scale-Revised (WAIS-R)

and on the Raven Advanced Progressive Matrices In-

telligence test by each oftheir eight subjects with mea-

sures of rate of glucose metabolism in the brain of the

same individual. That study yielded statistically signif-

icant findings to supporttheir brain efficiency hypoth-

esis. They found that individuals who score highest on

measures of intellectual ability also expend lesser

amounts of brain energy than do lower-scoring indi-

viduals. These IQ findings also supported their evolv-

ing belief that learning is correlated with the rate of

glucose metabolism in some brain regions and not in

others.

These findings by Haier andhis colleagues are con-

sistent with those reported from other laboratories.

Specifically, a study by Parks et al. (1988), utilizing

sixteen normal volunteers, and correlating a PET mea-

sure of glucose metabolic rate in the brain with the

individual’s score on a neuropsychological test of ver-

bal fluency, also yielded a negative correlation between

glucose metabolic rate in the brain and verbal fluency

as measured by the number of words beginning with

different letters produced by the individual during

each sixty-minute trial. Other studies that have re-

ported significant correlations between rate of metab-

olism and measures of IQ are summarized by H.J.

EYSENCK (1987, pp. 53-55), and many other studies

reporting statistically significant correlations between

the PET measure of metabolic rate and various types

of intelligence measures are included in a literature

review of this small body of studies by Haier (1992).

All the biological indices of intelligence discussed

above are indices of brain function. It appears likely,

however, that these indices will be complemented by

measures of brain structure derived with future gen-

erations of modern imaging technologies. One exam-

ple of such research was conducted by Willerman et

al. (1991). After controlling for body size, these au-

thors reported correlations between brain size and

WAIS-R IQ of .65 in men (N = 20) .35 in women

(N = 20), and .51 for both sexes combined. A further

statistical correction for the sample of forty college

students involved indicated a correlation for both

sexes combined of about .35 in a more representative

sample. A follow-up analysis of the same forty subjects

by these authors (Willerman et al., 1992) suggested

that in men relatively larger left hemisphere pre-

dicted better WAIS-R subtest verbal than nonverbal

ability, whereas in womena largerleft hemisphere pre-

dicted relatively better nonverbal than verbalability.

Obviously, the small numbers of individuals used in

this study requires the independent confirmation of

these results by other investigators. Nevertheless, as

increasingly refined neuroimaging technologies be-

come available, other structural features of the brain

in studies utilizing larger numbers of subjects and ad-
ditional biological measures undoubtedly will become

targets for assessment and may be found to correlate

significantly with aspects of intellectual (if not also

personality) functions.

At this point, a note of caution is necessary. The

studies discussed above all reported positive results,

and taken in toto, they suggest that valid biological

measures of intelligence have been identified. Other

experts in this field, however, believe that these studies
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are too few in number and substance for anyone to

draw the far-reaching conclusion that biological in-

dices of intelligence have been identified. Psychologists

and other cognitive scientists (although not all of

them) have regarded these studies as questionable for

three reasons:

1. The sizes of the samples studied are too small;

2. Someofthestatistically significant correlations may

be spurious and artifactual (ie., the result of

chance) due to the very large numbers of correla-

tions computed in those studies rather than mir-

roring true biology-intelligence relationships, and

3. Most important, some investigators (who have not

published their findings) who repeated one or an-

other of the studies were unable to duplicate their

own or others’ positive findings.

Nevertheless, the number of positive findings in this

area reported to date is of sufficient size that one

should expect a larger numberof studies of these types

to be undertaken in the near future.

In summary, research on the biologyof intelligence

is, at most, only in the beginning stages. Given the

potential of such research, however, it is possible to

anticipate further development and use in practice of

the measures described above and other biological in-

dices of brain function and structure in a test (or a test

battery) for the measurementof individual differences

in intelligence and related aspects of mental ability—

the first clear break from test items and tests in the

Binet tradition in a century. New tests (or batteries of

new tests) comprising only biological measures of cor-

tical functioning may be developed that will predict,

as well as do today’s tests, success in school, as well as

occupational attainment and other aspects of everyday

living. Unless technological advances in miniaturiza-

tion, as well as other inventions and developmentsre-

lating to the practicability of administration (including

social acceptability) also occur, however, it is unlikely

that such biological tests will replace the group-ad-

ministered tests, such as the Scholastic Aptitude Test

used in schools and the comparable group tests used

in industry. Nevertheless, if research in this area

proves to be reliable and valid, the use of such new

biological measures of ability by a school psychologist

or a clinical neuropsychologist providing diagnostic

and rehabilitative help in the individualcase(e.g., to a

brain-injured adult or to a dyslexic or other learning-

disabled child) is much morelikely than is their larger-

scale use with normal groups of children or adults.

(See also: BRAIN; EEG EVOKED POTENTIALS; MEASUREMENT

AND PREDICTION OF INTELLIGENCE.)
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JOSEPH D. MATARAZZO

BIRTH DEFECTS Teratology, which is a sci-

entific subspeciality of biology, combines two words

from the Greek: terato (monster) and ology (study). It

is a word that has been retained, although infants born

with abnormalities are not “monsters” in either col-

loquial or current medical usage. Teratology is the

branch of embryology, pathology, and neuropsychol-

ogy that examines physical malformations, abnormal

development, and behavioral changes in offspring that

occur as a result of an insult to the fetus during preg-

nancy. The termfetus will be used here to include the

entire gestational period, although the term is techni-

cally appropriate only for the ninth week of pregnancy

through delivery.

EXTENT OF THE PROBLEM

Some 250,000 ULS. infants, or 7 percent, are born

annually with mental or physical defects. Of these, 20

percent, or 50,000, have genetic defects, such as Tay-

Sachs disease (characterized by mental retardation and

blindness) or cystic fibrosis (characterized by severe

respiratory problems). Another 10 percent, or 25,000,

are born with chromosomal abnormalities, such as

DOWN SYNDROME, whoseeffects include altered body

and facial features and mild to extreme mental retar-

dation. Some inherited factors are sex linked. For ex-

ample, Turner’s syndrome affects only females; these

children have an XO sex chromosomeinstead of the

XX found in normal females. The effects of this syn-

drome include retarded growth and sexuai develop-

ment and physical deformities.

The remaining 70 percent of the cases, or 175,000,

are infants affected by environmental toxins, which the

mother had either ingested or taken in through the
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environment as pollutants. One birth in 750 is esti-

mated to be a fetal alcohol syndrome (FAS) infant.

Caused by maternal alcohol abuse, FAS is the most

common cause of mental retardation; other effects in-

clude altered facial features and hyperactivity.

HIGH-RISK PREGNANCIES

Some women are morelikely to give birth to an

infant with the capacity to develop physical, intellec-

tual, emotional, or social handicaps. Such handicaps

may be due to unfavorable heredity, environmental in-

fluences, or both. The age of the motherat either end

of the reproductive continuum is one factor. Teenag-

ers, especially those under 16 when conception occurs,

and women who are 40 years of age or older when

conception occurs place their pregnancies at risk. For

example, women over the age of 40 are 11.5 times

more likely to have a Down syndrome child than

women whoare 29 years old or younger. Other risk

factors include low socioeconomic status (which may

be an indicator of poor maternal and/or prenatalcare),

nutrition, maternal diabetes or hypertension, birth of

a previous infant with anomalies, and/or maternal drug

use during pregnancy.

This

concept was first used by Pasamanick and Lilienfeld

(1955) to describe the effect on the fetus from most

to least severe: death; malformation; growth retarda-

Continuum of Reproductive Deficit.

tion; and functional deficits, including mental retar-

dation. Which of these will occur in any individual

case depends on manyfactors. For example, the gen-

otype (inherited component) of the mother mayact as

a safeguard: Only 20 percent of the infants whose

mothers took the prescribed tranquilizer Thalidomide

during pregnancy in the 1950s were born with the

extreme physical defects (missing or incomplete limbs)

associated with that sedative. Twenty percent of preg-

nancies end in spontaneous abortion or miscarriage

during early pregnancy; most of these are malformed

embryos, with 25 to 50 percent of them having chro-

mosomal abnormalities incompatible withlife.

Principles of Teratology. According to J. G.

Wilson (1973), who first described the role of envi-

_ronmentin birth defects, the genotype, the develop-

mental stage of exposure, the dose of the agent, and

the pattern of exposureall determine the effect on the

fetus. The mostsensitive time is during major organo-

genesis (embryogenesis), in the first trimester (three

monthsoffetal development), when the major organs

are developing. Growth retardation and mental retar-

dation are the commonresults of late fetal exposure,

during the last trimester. Death and major malforma-

tions occur with exposure during the first trimester,

but, since the central nervous system develops during

the last third of pregnancy, this is when cognitive def-

icits are mostlikely to occur. The critical-periods, or

critical-moments, hypothesis (Stockard, 1921) states

that the part of the brain that is developing at the time

of exposure is most affected. Other parts may be af-

fected as well, but to a lesser extent. Some agents may

have an effect on a specific organ system, whereas an-

other agent will not. For example, the heart develops

early, with the first heartbeats at 22 to 28 days ofage.

Cardiac anomalies are one of the consequences of ma-

ternal alcohol, cocaine, and/or amphetamine use. The

amountof the agent to which the fetus is exposed and

the pattern of maternal ingestion are both important.

The pattern of binge drinking, for example, is probably

more important for the development of FAS than is

the total amountof alcohol consumed during the preg-

nancy. This is particularly true if the binges occur dur-

ing the first few weeks of gestation, usually before a

womanis awarethat sheis pregnant. Nicotine (ciga-

rettes, snuff) does not have a detrimental effect upon

fetal growth until the second trimester, that is, begin-

ning with the fourth month. All forms of tobacco

ingestion result in growth-retarded infants. There is

evidence that subsequentlearning rates are affected as

well (Martin, 1992).

Causal Factors. Genetic factors and chromo-

somal abnormalities have been mentioned as part of

the inherited constitution of the mother and father.

Although usually they can be assessed prior to delivery

of the infant, they cannot be altered. Chronic illness

of the motheris another factor. Maternal diabetes, epi-

lepsy, and heart disease may have an effect on the in-

fant, since prescription medications usually must be

taken by the pregnant woman to control these con-

ditions. These drugs then pass through the placenta to

enter fetal blood through the umbilicus.
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Low-birth-weight infants are at considerable risk,
particularly if the infant is also premature. Low birth
weightis defined as under 2,500.grams, or 5.5 pounds.
An infant below a birth weight of 2,000 grams, or
under 4.5 pounds, is at risk for neonatal (newborn)
death.

A numberofprescription drugs place the fetus at
risk; thus it is important for doctors to ascertain
whether a woman is—or might be—pregnant _be-
fore prescribing them. Over-the-counter drugs (e.g.,

aspirin) and drugs of abuse (e.g., alcohol) are causal

agents over which the pregnant woman hascontrol.

Other environmental agents, such as pollutants and

food additives, maybe only partially avoidable. Aware-

ness of such factors and care to avoid them are both

necessary.

Maternal Role.

not affect the infant unless the placental barrier is

Maternal drug ingestion does

crossed. The placenta is the organ that supplies the

fetus with all nutrients. One scientist has said that the

placental “barrier” should be relabeled “sieve,” since

all molecules (except the very large ones, such as pro-

tein molecules) do cross. The rate of flow increases

with placental and fetal age, so the older fetus is ex-

posed to moreof a drug. Flow rate is important, be-

cause drug uptake by the fetus occurs only if the

placenta is unable to metabolize and detoxify the drug.

This rate depends on the drug itself, the age of the

placenta (and fetus), and the physical condition of the

mother. Some of the drugs that cross the placenta

easily and that have demonstrated adverse physiolog-

ical or chemical effects on the fetus include nico-

tine (cigarettes, snuff), alcohol, caffeine (coffee, tea,

cola drinks), amphetamines (particularly methamphet-

amine), LSD, phenobarbital, morphine, heroin, and

antihistamines. Some of the prescription drugs that

cross readily include androgens, estrogens, corticoste-

roids, reserpine, cortisone, streptomycin, sulfonamide,

Thalidomide, vitamin K (in excess), and some diuret-

ics. Somefertility drugs (sex hormones), notably DES,

mayresult in genital malformations in male and female

fetuses during weeks four to twelve of pregnancy and

vaginal cancer in female offspring if taken up to week

eighteen in pregnancy. Although womenstop taking

fertility drugs once they become pregnant, they may

not be immediately aware they are pregnant. The ef-

fects of exposure of the pregnant women to heavy
metals on later functioning and survival of the off-
spring have ranged from extreme physical and mental

disability in the case of methylmercury exposure (the

Minamata syndrome) to possible mental retardation

from low levels of lead. Physical agents, such as X rays,

tend to be partially screened out by maternaltissue,

but chemical agents are transported across the pla-

centa without such a screening effect.

The mechanism of individual drug action is notal-

ways known.It is unclear if the effects of cocaine on

infant small size, small head circumference, and hyper-

or hypoactivity are due to the direct effects of the drug

on cellular growth anddifferentiation or if cocaine in-

directly affects vascularization by lessening placental

blood flow. The latter is true of nicotine, which, like

cocaine, activates the central nervous system (CNS).

Alcoholaffects cellular growth veryearlyin pregnancy,

and death of the fetus and/or severe brain malforma-

tions result whenintake is high enough.

Paternal Role. Very little research has been

done in the area of paternal effects. Although drugs

taken by the mother can affect the fetus during the

entire gestational period, drugs taken by the father can

have an effect only by affecting the sperm prior to

conception and the germ cells at the time of concep-

tion itself. The only way that the fetus can be affected

is by changes in the sperm. These changes mayaffect

sperm morphology (genes, chromosomes,cell physi-

ology), count (fewer viable sperm), or motility (ability

to move up the vaginal tract). All of these have been

found with heavy alcohol, nicotine, cocaine, and her-

oin use. Older paternal age and poorphysical condi-

tion have been correlated with an increase in the

incidence of Down syndromein infants sired by Ger-

man World WarII soldiers who were survivors of Al-

lied prison camps. Smoking reduces sperm count and

motility, and one large-scale but unreplicated study

found increasesin facial malformations in the offspring

of smoking fathers. The effects of other drugs on off-

spring function are not knownatthis time. Methadone

is excreted in high concentrations in human semen,

however, and caffeine, lead, and anesthetic gases are

other agents that may affect human offspring. Studies

on these agents need to be performed (Soyka & Jaffe,

1980).
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COGNITIVE AND

BEHAVIORAL DEFICITS

Several scientists have argued that mental and other

functional effects on the infant and child depend not

upon the specific drug, but upon the amount of the

agent and the stage of gestation when it was delivered.

For example, in utero exposures to amphetamines,

nicotine, and alcohol all result in a higher rate of ac-

tivity in the offspring. Since amphetamines and _nico-

tine are CNS-activating agents and alcohol is a

sedative, this effect would not be understandableif one

looked only at pharmacology. One of the most potent

predictors of problems that emerge in childhood is an

infant’s being growth-retarded. An infant thatfails to

thrive usually has developmental slowing, which in

turn results in slower learning and delayed develop-

mental milestones. Hundreds of studies have con-

firmed that the mother’s smoking during the last two

trimesters is the strongest predictor of small size at

birth. There is a dose-response effect—thatis, size de-

creases as cigarette intake increases, with the heaviest

smokers delivering the most growth-retarded infants.

Cocaine, alcohol, amphetamine, and heroin exposure

also result in undergrown newborns. One test fre-

quently given to newbornsis the Brazelton neonatal

scale, which measures reflexes, babies’ abilities to con-

sole themselves, and responses to auditory and visual

cues.

One indication of delayed neurological maturation

is the failure to habituate to (get used to) a stimulus,

which indicates a lack of learning. Maternal alcohol

use has this effect on the baby. Activity is a measure

of arousal and rest patterns. Amphetamine exposure

results in overactive infants, and animal studies have

found that this hyperactivity continues until old age.

Suchlifespan (longitudinal) studies have not been per-

formed on humans. Oneclinical study found thatclin-

ically diagnosed hyperactive children were more likely

to have had mothers who smoked cigarettes during

their pregnancies.

Nicotine and amphetaminesare similar drugs. Co-

caine exposureresults in either very high or very low

activity patterns, which are not normal and which in-

terfere with learning. The male fetus is the one most

at risk for developmentaldisabilities, and hyperactivity

is found in boys far more often thanin girls. Learning

and performance in offspring exposed in utero have

been shownto be affected by smoking, alcohol, bar-

biturates, and amphetamines. One long-term British

study has found lowered scores on achievement tests

in children whose mothers smoked during pregnancy.

This was particularly true of mathematics scores

through age 11, although the effect lessened with age.

This study was flawed, however, because questions

were not asked about use of other drugs, such as al-

cohol. The effects could have been dueto an interac-

tive effect of multiple drug use (Martin, 1987).

REVERSIBILITY OF DEFICITS

The human brain continues to grow and develop

after birth and has a great capacity for overcoming

deficits. The only long-term studies done on humans

are studies of moderate maternal alcohol use; these

continue to find vigilance, attention, and memorydef-

icits up through age 11 (Carmichael-Olson et al.,

1992). A Swedish study on maternal amphetamine

users, the only long-term study done on this drug,

found lower IQ scores at age 4 in children whose

mothers used drugs during pregnancy as compared

with children of mothers whodid not use drugs. Many

animal studies have found irreversible deficits in off-

spring learning, attention, ability to withstand stress,

and earlier death for the offspring of dams who were

administered moderately high to high levels of drugs.

The long-term effects on offspring of maternal drug

and other substance use are unpredictable, since so

many other factors may enter into the equation. There

is no reason to use drugs during pregnancy and many

reasons for not using them. Certain prescription med-

ications are the exceptions, since to discontinue them

is to place the health of the mother at risk. In such

cases, the doctor has an ethical obligation to fully in-

form the motherof possible effects on the fetus.
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JOAN C. MARTIN

BIRTH ORDER, SPACING, AND FAMILY

SIZE Do big families necessarily make dumb chil-

dren? Are later-born children generally at an intellec-

tual disadvantage compared to their earlier born

siblings? Does wider spacing between children result

in smarter children? Contrary to a great deal of pop-

ular belief (and even some expert opinions), the an-

swer to each of these three questions is a fairly

unequivocal no. This article will treat the empirical

and theoretical literature that links family structure

and intelligence.

In 1874, Sir Francis GALTON published English Men

of Science. Galton’s book noted that most British sci-

entists were the firstborn in their families. His obser-

vation anticipated an ever-increasing interest in the

relationship between structural features of the family

andintelligence. (Strictly speaking, Galton was inter-

ested in scientific eminence and not intelligence. The

two are certainly correlated, however, and in this ar-

ticle we will treat several related areas, including in-

telligence, achievement, and eminence.) That interest

continues unabated, over one hundred years later.

DEFINITION AND CLASSIFICATION

Birth order, family size, and other measures of fam-

ily structure have been tremendously popular research

variables. Rodgers and Thompson (1985, p. 144) de-

fined family structure characteristics as ones “related

to the age, sex, and presence or absence of human

members of the family (or household) environment.”

Although birth order and family size have been the

most popular family-structure variables—especially

for those studying intelligence—hundreds of other

measures fall within the scopeofthis definition. Other

family-structure variables used by family researchers

include parental age at first birth, inverse family size,

average family size, average time betweenbirths, fam-

ily density, family sex ratio, paternal presence in the

household, numberof adults in the household, and sex

of the next older sibling. Most of these measures were

constructed by researchers who recognized that birth

order and family size are not always very sensitive

measuresof the types of psychological and sociological

processes that go on within families.

Rodgers and Thompson (1985, p. 150) defined two

different ways to classify such measures. Thefirst dis-

tinguished between static and dynamic measures.

Static measures (e.g., birth order, spacing to the next

older sibling, mother’s age at first birth) are onesthat,

once defined, stay fixed. Dynamic measures change

over time with the changing family (e.g., family size,

number of youngersiblings, father’s age at last birth).

The secondclassification distinguished between mea-

sures of individuals and measures of families. Birth or-

der is the prototypical measure of an individual; such

indices can be used to distinguish between siblings

within a family. Family size is an example of a family
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measure; such measures are useful for studying pro-

cesses that make families different from one another.

FAMILY-STRUCTURE VARIABLES—

CAUSES OR CONFOUNDERS?

In fact, much of the confusion over what causal

influences family-structure variables have on intelli-

gence (and other dependent variables) can be traced

to confusion over family and individual characteristics.

Most family-structure variables—even very fine-tuned

individual-level measures—can act as proxies for

higher-level sociological processes. The literature re-

lating family structure to intelligenceis filled with mis-

attributed causal interpretations in which processes

occurring at the between-family level are mistakenly

believed to contribute to differences betweensiblings.

This point is important enoughto justify an example.

Suppose that parents with low levels of formal ed-

ucation tend to have larger families than do parents

with higher levels of formal education. (Note that

there is considerable empirical evidence supporting

this particular pattern. However, low-educated and

low—socioeconomic status individuals also are less

likely to marry and have any children. Higgens, Reed,

and Reed [1962] used this latter relationship to help

explain why aggregate intelligence is not going down.)

This would imply that children in families of ten mem-

bers, for example, would come disproportionately

from low-educated parents. To the extent that edu-

cation and achievement scores correlate, one might

conclude that large families cause lower achievement,

when,in fact, an equally plausible interpretation is that

low education causes both large families and low intel-

ligence. By the same argument, in a cross-section of

children, those with birth orders of five or higher

would come disproportionately from low-educated

parents; in this case birth order would act as a proxy

for parental education, just as family size did in the

previous example. Only recently in the long history of

family-structure research has the importance of lon-

gitudinal and intact-family data been fully appreciated.

Such data are required before the confounded rela-

tionships between family structure variables and other

moresociological variables (e.g., Socioeconomicstatus,

parental education, parental income) can be under-

stood.

METHODSOF STUDYING

FAMILY-STRUCTURE EFFECTS

There are three waysto study birth order and other

family-structure variables. The first two are empirical

approaches. The third combines theory development

with empirical testing of a theory. In the first method,

a researcher selects a special group of interest, and

collects data to investigate whether the birth-order

patterns in that special group are the sameas those in

the population as a whole. Birth-order studies have

been conducted of alcoholics, artists, assassins, au-

thors, convicts, dentists, hockey players, musicians,

presidents, scientists, smokers, soldiers, and strippers,

among many others. Even the birth-order patterns

among birth-order researchers have been studied.

Galton’s work was an early example of this approach

to studying the relation between family structure and

intelligence (as measured by scientific eminence). The

second method is to define some quantitative depen-

dent variable (like intelligence) and test analytic

models (e.g., correlation or regression) relating mea-

sures of family structure to the dependentvariable.

The third method of research, and the most scien-

tific, involves the development of formal models (so-

cial-science theories) that explain the relationship

between family structure and some important depen-

dent variable like intelligence; then these models are

tested against patterns in empirical data. Such formal

models were not proposed in the family-structure lit-

erature until the 1970s. Several have engendered great

interest and controversy among social scientists; these

will be reviewed later in this article.

EMPIRICAL STUDIES

A numberof reviews have considered the empirical

literature relating family structure to intelligence (e.g.,

Adams, 1972; Altus, 1966; Anastasi, 1956; Rodgers &

Thompson, 1985; Schachter, 1963; Schooler, 1972;

Thompson, 1974; Zajonc, Markus, & Markus, 1979).

Two recent books have addressed these issues (Blake,

1989; Ernst & Angst, 1983). Many reviewsare at least

slightly skeptical that there is a strong relationship be-
oetween family structure andintelligence: “... the gen-

eral lack of consistent [birth order] findings . . . leaves

real doubt as to whether the chance of positive results
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is worth the heavy investment needed to carry out any

more definitive studies” (Schooler, 1972, p. 174);

“... findings suggestthat it is not size of sibship per se

but other factors associated with family size within a

given culture which produce the obtained differentials

in intellectual level” (Anastasi, 1956, p. 197).

Perhaps the best known of the empirical studies

relating family structure and intelligence was con-

ducted by Belmontand Marolla (1973). They obtained

data from approximately 400,000 19-year-old Dutch

males who were in the military and who had been

born between 1944-1947. For each respondent Bel-

mont and Marolla had both family-structure informa-

tion (birth order and family size) and an IQ measure

(from the Raven Progressive Matrices). A reportrayal

of their famousplot of the birth order/family size/IQ

pattern is shown in Figure 1 (note that low Raven

scores indicate high IQ). Clearly, there is a tendency

for intelligence to decline with increasing birth order

and family size. When the respondents were separated

into three social classes, the patterns persisted.
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A numberof other national studies showed similar

patterns; several of these are reviewed and shown

graphically in Zajonc (1976). Because these data sets

are so large, many believed that methodological arti-

facts present in previous smaller and moreselect data

sets could simply not be present in patterns such as

those from Belmont and Marolla’s data. Zajonc (1975,

p. 37), writing in a popular magazine, reviewed the

patterns in the Dutch data and suggested to parents

that “to have brainier children, keep them few and far

between. The brightest children come from the small-

est families, and within any given family size, the chil-

dren that comealong early tend to have higher IQs.”

Unfortunately, when these words were written few

intact-family studies (studies in which children within

the same family were compared) had been conducted.

When such data were examined (e.g., Berbaum &
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IQ by birth order andfamily size (FS) among U. S. children

from intact families

SOURCE: Outhit, 1933, cited in Berbaum & Moreland,

1980.

 



BIRTH ORDER, SPACING, AND FAMILY SIZE
 

FS=5

105

   
So

100

95 dl l l l J

| 2 3 4 5

Birth Order

Figure 3

IQ by birth order andfamily size (FS) among Ohio children

from intact families in Fels data

SOURCE: Rodgers, 1984.

Moreland, 1980, p. 509; Rodgers, 1984, p. 327), the

patterns were totally different from those systematic

relationships exemplified by the Dutch data (see Fig-

ures 2 and 3). In these families, which wererelatively

homogeneousin terms of SES and parental education,

neither birth order nor family size had any strong re-

lationship to IQ scores.

One of the peculiar features of the Belmont and

Marolla data was the large drop-off in the IQ scores

of last-born children (which can be seen at the end of

each line in Figure 1). Zajonc (1976) suggested that

this was caused by a “tutoring effect,” that gave all but

the last sibling the opportunity to teach a younger

child, but last-born children do not have a younger

sibling to teach. Blake (1981), on the other hand,ar-

gued that the last-born discontinuity was probably

caused by a potato famine that occurred during the

birth years of the Dutch sample, which disproportion-

ately affected the poor and lower-class; those who died

or suffered malnutrition stopped having children, so

that last-borns were morelikely to come from families

strongly affected by the famine. These two different

argumentsillustrate how plausible explanatory models

can be developed at a number of levels, from the

within-family theorizing of Zajonc to the sociological

explanation offered by Blake. Intact-family and longi-

tudinal data are required to separate the different pre-

dictions of such competing explanatory models.

THEORIES OF THE RELATIONSHIP

BETWEEN FAMILY STRUCTURE

AND INTELLIGENCE

It is only in the last two decades that formal theo-

ries have been developed. The first such theory, the

confluence model (Zajonc & Markus, 1975), engen-

dered a remarkable amount of discussion and contro-

versy. Much of this controversy sprang from the same

question that had muddied interpretation of the earlier

empirical patterns: Are such patterns caused by

within-family processes or by extra-family processes

for which within-family measures are proxies?

The confluence model was developed directly from

observation of the patterns in the Belmont and Marolla

data and other similar national datasets. The model

suggested that within any family there is an intellectual

environment(the “confluence” of the individual con-

tributions to it). An individual’s contribution can be

quantified by their mental age, which increases sys-

tematically with age. Thus, the presence of manychil-

dren will dilute such an environment, and the

developing childrenin a large family are at an intellec-

tual disadvantage. Further, the theory suggested a tu-

toring effect that puts last-born children at an added

disadvantage. Several theoretical features of the con-

fluence model madeit attractive. First, it was the first

process-oriented theory to make quantitative predic-

tions. Second, it accounted for the aggregate patterns

in a number of previous datasets. Third, it accounted

for spacing patterns as well as birth order and family

size; the larger the spacing between children, the less

the intellectual environment would be diluted by the

presence of many young children. Finally, it also was

consistent with other intelligence patterns in the lit-

erature (e.g., twins have lower IQs on average than

nontwins).

Early acclaim for the confluence model was fol-

lowed by criticism from a numberofsocial scientists.

Dozens of tests of the confluence model were per-
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formed,includingseveral using the type of intact-fam-

ily data ideally necessary to test the model (e.g.,

Berbaum & Moreland, 1980; Galbraith, 1982;

Grotevant, Scarr, & Weinberg, 1977; Rodgers, 1984;

Retherford & Sewell, 1991). Many of these criticisms

were concerned with the gap between the level at

which the confluence model madepredictions(i.e., it

is a within-family model) and the patterns (between-

family patterns) that had been observed to stimulate

the development of the model: “Valid inferences re-

garding sibling differences in intellectual development

cannotbe reliably made from between-families samples”

(Galbraith, 1982, p. 166). Steelman (1985, p. 353)

made an extensive review of the merits and criticisms

of the confluence model and concluded “studies re-

viewed in general tend to refute the confluence

model.”

However, without regard to the many subtle sub-

stantive and methodological arguments about the con-

fluence model, Zajonc and Markus’s (1975) work must

be viewed as the signal development that stimulated

theories of family structure andintelligence. Page and

Granden (1979) advanced an “admixture hypothesis”

suggesting that the apparent within-family patterns in

national data sets are caused by mixtures of SES and

educational backgrounds, and not by within-family

processesat all. They noted that aggregate R”’s of .60

to .90 dropped down to around .01 when the same

data were analyzed at the individual level. Blake (1981)

proposed a “dilution model,” which suggested that the

more children in an environment, the morediluted the

parental attention and resources. While not as strongly

quantitative as the confluence model, her explanation

also moved to the within-family level to explain ag-

gregate patterns in intelligence (which patterns dis-

appeared in the subsequentstudies using intact-family

data). Rodgers and Rowe (1985) proposed a “conti-

guity model,” which suggested that children who

shared a great deal of the family environment (such

sharing was measured by birth order, age spacing, and

sex similarity) should be more similar in intelligence.

Whenthey tested this model using within-family data,

however, no consistent patterns emerged.

When the proper analyses are run, the strong re-

lationship between these family-structure variables and

intelligence that can be observed in aggregate be-

tween-family data virtually disappears in within-family

data. This observation alone helps us to understand

causal mechanisms that underlie the consistent pat-

terns in national data like those from Belmont and

Marolla’s (1973) work. Within-family processes (like

those suggested by the confluence model or the dilu-

tion model) are not potent predictors of intellectual

differences within families. Between-family differences

in aggregate data account for most of the fit of the

confluence and dilution models.

CONCLUSION

There is little evidence that structural features of

the family, such as birth order, family size, and spacing,

have direct causal influences on the intelligence of

children. If such influences exist, they are certainly

subtle and will require new developments in theory

and measurement. A rather more fruitful research en-

terprise than continued focus onstrictly structural

variables would be to develop models that are

thoughtful about the mechanisms of influence on

intelligence. Environmental influences are probably

translated to children through much moreprocess-ori-

ented mechanisms than are measured by such struc-

tural variables; for example, it seems very reasonable

that the amount of time a motherreads to her child

should be a more potent influence on the child’s in-

telligence and achievementthanthe child’s birth order

perse.

However, the family structure measures carry with

them hidden information about parental education, so-

cioeconomic status, intrauterine effects, and other

psychological, sociological, and biological processes.

Understanding these correlates (andartifacts) can sub-

stantially enrich our understandingof the different fac-

tors that directly and indirectly affect intelligence.

Given the general conclusion of this article—that

most past fascination with the influence of family

structure on intelligence has been driven by arti-

facts—we might wonder why both researchers and

informed laymenalike have such a fascination with the

relation between family structure andintelligence. We

speculate briefly about this fascination. Family struc-

ture features are salient, often discussed, and superfi-

cially significant. Everyone has a birth order, andit is
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easy to observe andtalk about. Out of such discussions

arise hundreds of informal, personal theories of the

birth order—intelligence relationship. Other influences

that certainly contribute causally to intelligence and

achievement (factors like genetic characteristics, qual-

ity of schooling, quality of parental support) are more

subtle, less obvious, and more difficult to discuss.

Nevertheless, more than a century of research on

family structure is enough to demonstrate that the

most potent sources of influence on intelligence are

not those measured structurally. We need to look well

beyond the too-simple horizon defined by birth order,

family size, and spacing to understand the causal influ-

ences that contribute to the intellectual development

of our children.

(See also: FAMILY ENVIRONMENTS; NATURE, NURTURE,

AND DEVELOPMENT.)
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BOND SAMPLING THEORY OF HUMAN

ABILITIES Bond sampling theory was developed

by Godfrey H. THOMSONto explain the g factor that

Charles SPEARMAN specified for ability test scores (see

Spearman’s TWO-FACTOR THEORY). Spearman showed

that if all of many tests involved one ability in com-

mon, which he symbolized as g, and eachtest involved

also a specific ability that was not involved in any other

test, then the matrix of intercorrelations among such

tests would stand in a very precise order that he des-

ignated “hierarchical order” (not to be confused with

HIERARCHICAL THEORIES OF INTELLIGENCE). In particu-

lar, under these conditions, if the tests in a matrix of

intercorrelations are arranged in order of the sum of

their correlations with all other tests in the battery

(from largest sum to smallest sum), it can be seen that

the correlations in any two columns have a constant

ratio throughout all rows. For example, if the tests in

rows i and j and columnsk and m are arranged

lig Tim

Fk Tims

then theratio r,/r,, is equal to the ratio r,/r,,. This is

true for all tests (i = 1, 2, ... n) throughout the

matrix of test intercorrelations. The hierarchical order

is the order from thetest involving the largest amount

of the commonfactor (the sum ofits correlations with

all other tests being the largest) to the test with small-

est amount of the commonfactor (its sum of correla-

tions being the smallest).

Since the ratios r,/rj, and ry/rj_ are equal, it follows

that the following difference, which Spearman called

the “tetrad difference,” is zero:

(rip) jm) Cm) a) = 9. (1)

A hypothesis that tests do indeed involve the two

kinds of factors stipulated in the modelis supportedif

all the tetrad differences are found to be zero (within

chance variability). Since for n tests there are n(n —

1) (n — 2) (n — 3/8 ofthese differences, and all

must be zero, the test is very demanding. For example,

for 10 tests there are (10) (9) (8) (7)/8 = 630 tetrad

differences, all of which must be zero.

Under conditions in which the model hypothesis is

supported, Spearman interpreted g as “mental energy”

and specific abilities as “neural machines” that made

use of this energy. In a series ofarticles beginning in

1916, Thomson challenged this interpretation. He

argued that hierarchical order amongtest intercorre-

lations is a mathematical consequence of tests over-

lapping in their sampling of many thousands of

components of the mind, which he called “bonds.”

Thomson argued that “factorists” such as Spearman

werereifying a mathematical concept—thatis, ascrib-

ing reality to what was merely statistical coefficient.

THOMSON’S ALTERNATIVE

EXPLANATION

Both Thomson and Spearman aimedto explain a

mathematical (statistical) phenomenon, hierarchical

order. But in Thomson’s interpretation of this phe-

nomenon, it was proposed that the expected value of

the correlation between any twotests a and is

— V Pao * Ps

where p, and p, are the proportions of the mind’s

(2)lob

bonds that are sampled by tests a and b, respectively.

The expected value of the tetrad difference for a set

of tests fitting this model is zero (Thomson, 1927), just

as in Spearman’s theory. Thus, Thomson argued that

hierarchical order was not the consequence of any psy-

chological law but rather the consequence of the laws

of probability.

Although he did not commit himself to a particular

interpretation of these bonds, Thomson suggested a

neurophysiological model such that bonds represented

connections among neurons and that cognition repre-

sented patterns of excitation of these neurons. Intel-

ligence, he offered, was “probably associated with the

number and complexity of the patterns which the

brain can (or could) make” (Thomson, 1939, p. 51), a

hypothesis similar to one by E. L. THORNDIKE (1925).

Thomson argued against faculty theories in which

the mind was held to be highly structured and com-

posed of a few factors that operate through an im-

mense numberof specific neural machines. Thomson

believed that the tendency to hierarchical order and

the presence of g suggested that the mind was largely

unstructured, in the sense of having no fixed or strong
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linkages between its components, so that any sample

of components could be established to perform cog-

nitive tasks such as intelligence tests. Deviations from

this order suggested structure in the form of group

factors (common factors underlying three or more

tests). Thomson proposed that structure of this type

resulted from development and education, noting that

adults’ test scores required more factors to explain

than children’s test scores (cf. Atkin et al., 1977).

Thomson (1952) contended that the number of

bonds a person possessed had multiple determinants,

notably genes, informal learning, schooling, and other

environmental influences. Given this myriad of influ-

ences, the intercorrelation among test scores would

suggest performance depended on a small number of

commonfactors (plus specifics). Yet, it is just as likely

that commonalities among tests are due to overlapping

samples of bonds. This does not prove that common

factors do not exist, but it does suggest that they are

“fictions” or hypothetical entities. Thomson allowed

the possibility that g and other commonfactors would

nonetheless be useful for some practical purposes.

SIMILAR THEORETICAL

PERSPECTIVES

Theories similar to Thomson’s were put forth by

R. C. Tryon (1935), G. A. Ferguson (1954), L. G. HuM-

PHREYS (1984), and A. E. Maxwell (1972). Humphreys

(1971, p. 31), one of Thomson’s principal proponents,

defined intelligence as “the entire repertoire of ac-

quired skills, knowledge, learning sets, and generali-

zation tendencies consideredintellectual in nature that

are available at any one period in time.” Humphreys

believed circularity was avoided in this definition be-

cause there was sufficient agreement among psychol-

ogists as to what types of test items were appropriate.

Humphreys’s definition suggests that intelligence tests

should be designed to sample as much of these ac-

quired components as possible and that an omnibus

test consisting of a wide variety of item types would

be a better measure of intelligence than a test consist-

ing of one item type focusing on one theorist’s notion

of intelligence.

Ferguson (1954) offered a learning-theory account

of ability formation that is consistent with sampling

theory. He proposed that positive correlations among

ability tests were due to transfer of learning, which

occurred because tasks shared components. All abili-

ties are “overlearned acquisitions,” or skills that have

reached their asymptote and have stabilized. When a

person must learn a new task, task components that

were acquired previously transfer to the newsituation.

With practice, task performance stabilizes and be-

comesanability. Abilities that share a number of com-

ponents form a common factor.

EVALUATION OF BOND

SAMPLING THEORY

Bond sampling theory is primarily a mathematical

account of generalability and other commonfactors.

As a mathematical theory, it is a sound alternative to

the two-factor theory and its successors (Maxwell,

1972). Thomson’s point that factors are not immutable

structures in the brain is certainly consistent with the

proliferation of factors that has occurred in the dec-

ades since Spearman.If factors were robust phenom-

ena and truly reflected underlying brain structures,

then perhaps sample variables such as age, education

level, sex, and ethnicity would not have such strong

effects on factor solutions.

Bond sampling theory can be embarrassed by be-

havioral data. For example, the theory would predict

that an elementary cognitive variable such as inspec-

tion time would not show much overlap with g, yet

the median correlation with general ability measures

was foundto be -.50 in one meta-analysis (Kranzler &

Jensen, 1989). Either the inspection-time task is notas

elementary as it would appear to be and actually

evokes a large numberof bonds, orit serves as a major

componentofintelligence, and bond sampling theory

is thus questioned.

Thomsonbelieved that, in time, bond sampling the-

ory would be demonstrated to be consistent with neu-

rophysiology. The difficulty in evaluating this claim is

that it is ill specified; one can only infer what Thom-

son’s hypotheses were. There appear to be three major

propositions. Oneis that the brain does not havefixed

or strong linkages between its components,so that any

sample of components couldbeestablished to perform

the activity required by a test. The secondis that brain

structures do not exist that correspond to cognitive

factors. The third is that intelligence, which largely
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consists of acquired knowledge andskills, reflects the

number and complexity of the patterns of excitation

possible in the brain.

Knowledge of how cognitive processes map onto

the brain is still rather primitive, the principal data

coming from experimental work with animals and

clinical studies of humanbrain injury. Nonetheless, the

available evidence does suggest that the first proposi-

tion is true. The brain’s modifiable synapses are rela-

tively free to participate in learning, memory, and

cognition (Brindley, 1969; John, 1972; Marr, 1970).

The second proposition is problematic with respect

to the data. Specialized brain structures do exist, but

they do not necessarily correspond to abilities found

via factor analysis. For example, declarative memory

(facts and episodes) and procedural memory (cognitive

and motor skills) can be distinguished behaviorally and

neurologically (Squire, 1987). Neuropsychological re-

search has also demonstrated that cognitive functions

can be normal even when certain memoryabilities

have been impaired. In cases of amnesia, memory of

past events and school knowledge is intact, and im-

mediate recall.is intact if rehearsal is not interrupted.

Learning new information is impossible if short-term

memory capacity is exceeded. This phenomenon sug-

gests specialized neural mechanismsfor handling tem-

porary and permanent memories.

The third proposition is not yet empirically testa-

ble. New brain imaging and monitoring techniques

such as positron emission tomography, magnetic res-

onance imaging, and electroencephalogramswill prob-

ably advance knowledge considerably. Even so, it

seems unlikely that the means for estimating the num-

ber and complexity of neural connections ever will be

discovered.

CONCLUSIONS

Bond sampling theory avoids some of the problems

of essence and compound models (Horn, 1989) but has

certain propositions that are untestable, given the

present state of neuroscience. Perhaps the most im-

portant contributions of bond sampling theory are that

it refutes faculty theories and discourages sole reliance

on factor analysis in humanabilities research, that it

emphasizes the polygenetic and polyenvironmental

determinants of abilities, and that it encourages co-

operation between psychology and neuroscience in

understanding the complex phenomena of human cog-

nition.
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WILLIAM C. TIRRE

BRAIN Throughout the history of science, the-

ories about humanintelligence have been intricately

entwined with theories about brain function. There

have been questionable views, such as the notion that

intelligence is related to the size of one’s head. There

have been genetic views, which suggest that intelli-

gence is inherited by the transmission of “smart”

genes. Finally, there have been environmental views,

which suggest that intelligence is formed primarily by

the sculpting of brain processes through experience.

Clearly, both genetic and environmental factors con-

tribute significantly to intellectual and brain develop-

ment. But how does the brain’s activity provide us

with mental abilities, such as the ability to think, to

understand, to remember, and to speak? How do dif-

ferent parts of the brain control these cognitive func-

tions? How can an understanding of brain function

help us understand humanintelligence?

THEORIES OF INTELLIGENCE

AND BRAIN FUNCTION

In the past 2.5 million years, the human brain has

quadrupled in size, from the size of an ape’s brain to

that of modern humans. By evolutionary standards,

this increase in brain size is quite rapid. During this

time, we have also acquired skills that we conceptual-

ize as “intellectual” (Calvin, 1990). In particular, we

have acquired a sophisticated means by which to com-

municate with one another. These observations have

led to the speculation that there is a relationship be-

tween brain size and intelligence. Enormous differ-

ences in brain size across species, as defined by the

total mass of nervecells in the brain, may be roughly

correlated with differences in the complexity of brain

processes amongspecies. This theory also has been ap-

plied to the analysis of intelligence within a species,

such as homosapiens.

The view that differences in brain size in humans

are related to differences in intelligence has a colorful

and controversial history (Gould, 1981). In the nine-

teenth century, craniology, or the scientific study of

head size, was used in anthropological studies to com-

pare people of different races. It was suggested that

people with larger heads,and, therefore, larger brains,

were moreintelligent. Indeed, in the nineteenth cen-

tury a large head size was a popular means of proving

one’s intellectual prowess. Yet, this measure ofintel-

ligence was ultimately disregarded when somescien-

tific studies failed to support socially accepted beliefs.

For example, it was reported that the head size of a

sample of hardened criminals was actually larger than

average. Also, many prominent membersofthe intel-

ligentsia actually had rather small heads. Apparently,

head size was not a useful indicator of human intelli-

gence.

Following the failure of head size as a biological

measure ofintelligence, some investigators turnedto

psychological measures of intelligence. One of the

most prolific figures in the measurementofbiological

intelligence was Sir Francis GALTON, who was Charles

Darwin’s half-cousin. Galton studied psychological

measures, such as reaction time, that is, the timeit

takes to respondto a stimulus (Galton, 1883). He be-

lieved that reaction time reflected the speed of neural

activity and could, therefore, be a biological measure

of the speed of intellectual thought. If true, Galton

could then use the measure of reaction timeto test his

belief that intelligence is inherited (note here thein-

fluence of Darwin). The notion was appealing because

intelligence could simply be related to a general brain

property, such as neuronal speed or efficiency.

The notion that general neuronal efficiency plays a

significantrole in intellectualability is still a viable the-

_ory. Charles sPEARMAN’s theory (Spearman, 1923)

characterized intelligence in terms of a general factor

that he called the g factor. It was thought that intel-

ligence was mediated primarily by this single, per-

haps biological factor. It is reasonable to suppose that

intellectual ability could be greatly influenced by the

speed with which the tens of billions of nerve cells

in the brain communicate with one another. Indeed,

physiological measures, such as electroencephalo-

graphic (EEG) measures of nerve conductance vel-

ocities and positron emission tomographic (PET)

measures of glucose metabolism, have been shown to

be correlated with performance on IQ tests (Matar-

azzo, 1992).
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A different perspective on the biology of intelli-

gence can be viewed when oneobserves the break-

down of mental abilities due to brain injury or disease.

In such neuropsychological investigations, the pattern

of cognitive impairment after brain damage depends

critically on the locus of brain damage. Indeed, the

brain’s architecture appears to be built in a modular

or componential fashion (Kosslyn & Koenig, 1992).

These modules or components include brain mecha-

nisms for processes, such as object perception, spatial

imagery, reading, language, movement, and memory.

This concept of division of labor within the brain is

based on the finding that brain damagein one location

disrupts certain mental abilities but not others. For

example, brain injury in one location can disrupt lan-

guage but not spatial ability, whereas brain injury in

anotherlocation can disrupt spatial ability but not lan-

guage. Knowledge about the mentalabilities associated

with specific brain regions may provide an understand-

ing of humanintelligence. In particular, it may provide

insight into the enormousdiversity of intellectual abil-

ities in humans. For example, some individuals are

proficientin verbal skills, whereas others are proficient

in spatial or mathematicalskills. Still others are profi-

cient in artistic skills, whereas others are proficient in

musical skills. The next section briefly describes what

is known about the anatomical basis of such intellec-

tual skills.

THE ANATOMY OF MENTAL ABILITIES

The brain is not a uniform collection of nervecells

just as an automobile is not a uniform collection of

metal. The brain has characteristic parts and connec-

tions that serve different functions (Kolb & Whishaw,

1990; Martin, 1989). Figure 1 shows a magnetic res-

onance image (MRI) of a living humanbrain. The MRI

shows the medial or inner region of the brain imaged

from the side. With this technique one can image both

nerve cell bodies (i.e., gray matter) and nerve axonsor

fibers (i.e., white matter). Shown in Figure | is the

cerebral cortex, the convoluted outer sheet of nerve

cells that is vitally important for intellectual function.

The cerebral cortex is divided into two hemispheres

located on each side of the brain. Also shown are the

white-matter axons of the corpus callosum, the fibers

that allow the two cerebral hemispheres to commu-

nicate with each other.

There are various ways by which the brain receives

information from other parts of the body. For exam-

ple, the brain stem, which is situated at the base of

the brain (see Figure 1), connects the brain with the

spinal cord and receives sensory information—suchas

pressure, temperature, and pain information—from

other parts of the body. The brain stem is connected

to subcortical structures, such as the hypothalamus,

thalamus, and cerebellum, which serve to regulate

bodily function (e.g., temperature, hunger, balance).

Other sensory information is received from special re-

ceptors, such as the photoreceptors in the eye. Pho-

toreceptors transmit nerve impulses to subcortical

areas, such as the thalamus, which then relays the in-

formation to the cerebral cortex. In general, subcor-

tical areas playa vital role in regulating bodily function

and relaying information to be processed by the cere-

bral cortex. In many other animals, subcortical areas

play a primary role in the range of behaviors exhibited

by the animal. However, in humans, the cerebral cor-

tex serves as the primary mediator of mental pro-

cesses, such assensation, thought, andaction.It is this

area of the brain that will be the major focus of this
section.

The cerebral cortex is a sheet of nerve cells ap-

proximately 1.5 to 3.0 mm thick and 2,500 cm’in area

(Kolb & Whishaw, 1990). If the surface of the cerebral

cortex were flattened, it would be roughly equivalent

to the area ofa large pizza. It is the size of the cerebral

cortex that has increased enormously in the last 2.5

million years. By contrast, the brain stem of a sheep

or monkey is comparable in size to the brain stem of

a human. The convoluted appearance of the cerebral

cortex, with its ridges and valleys, is caused by squeez-

ing a large surface area into the relatively small volume

of the human skull. Underneath the cortical sheet of

cell bodies is a massive and intricate array of axon

fibers that connect regions within and between the

two hemispheres. In general, each hemisphere oper-

ates or controls the opposite half of the body or visual

space. That is, the left cerebral hemisphere controls

muscles on the right side of the body. It also receives

visual input presented to the right of eye fixation.

Conversely, the right cerebral hemisphere controls

 

214



BRAIN
 

 
Figure 1

The brain as seen by magnetic resonance imaging. A lateral view of the inner surface of the

brain is shown. Note the brain stem (1), cerebellum (2), thalamus (3), corpus callosum

(4), and highly convoluted cerebral cortex (5).

muscles on the left side and receives visual information

presented to the left of eye fixation. The partitioning

of information to the right and left hemispheres is an-

other example of the modularity or division-of-labor

characteristic of brain function.

Perceptual Functions. The mannerin which

we perceive and act with people and objects in the

world has typically not been the domain of intelli-

gence. Perceptual functions are assumed to be rather

constant and not indicative of our conceptual or in-

tellectual abilities. However, these functions provide

the basis for our conceptions and it is important to

characterize how they are represented in the brain.

Each sensory modality (e.g., touch, hearing, smell,

taste, sight) is registered in different areas of the ce-

rebral cortex. Touch information is first registered in

the parietal lobe, a region on the lateral or outer sur-

face of the cerebral cortex. There is a topographic(i.e.,

body) representation of touch information in the brain;

for example, nerve cells that register touch on the

right thumb are located near nerve cells that register

touch on the right index finger. Auditory information

is first registered in the temporal lobe. It is initially

represented tonotopically, that is, by sound frequency.

Sensory receptors for both smell and taste are

chemical in nature. Molecules from the environment

attach to chemoreceptors in the nose or on the tongue

(see Carlson, 1991; Martin, 1989). In the cerebral cor-

tex, smell informationis first registered in the piriform

cortex of the limbic lobe. The limbic lobe is a region

of cortical cells located on the surface of each cerebral

hemisphere near the center of the brain. Taste infor-

mationis first registered in the insular cortex,a region

in the frontal lobe. Both smell and taste information
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subsequently converge onto another region in the

frontal lobe, the orbitofrontal cortex, which perhaps

explains why both of these senses contribute strongly

to the perception of flavor.

Visionis the best studied sensory modality.It is first

registered in the posterior area of the cortex known

as the occipital lobe. Initially, visual informationis rep-

resented spatially. When an individual suffers damage

to the occipital lobe he or she will exhibit blindness in

certain portions of visual space. If the damage is con-

tained within a circumscribed area in one cerebral

hemisphere, a scotoma or blind spot will be apparent

in the visual field. If the damage involves much ofthe

occipital lobe in one cerebral hemisphere, a hemiano-

pia will occur in which the individual is functionally

blind across an entire half field of vision. Interestingly,

some visual information can be received by patients

with occipital lobe lesions who are functionally blind.

This phenomenon, knownasblindsight, is exemplified

bythe ability to point to the locations of stimuli in the

blind region, even though the individual claims to be

blind and states that responses were based on mere

guesses (Weiskrantz, 1986).

Language. Language was one ofthefirst intel-

lectual abilities to be localized in the brain. During the

1860s, Paul BROCAstudied brain-injured patients with

speech abnormalities (Schiller, 1992). He identified an

area in the left frontal lobe that when damaged con-

sistently led to a disturbance of speech production.

The disturbance involved problems in articulation,

word finding, and the formation of complete sen-

tences. In these patients, speech was often slowed and

telegraphic. However, language comprehension was

not severely affected. Today, this disorder is often

called Broca’s aphasia, and the area in the left frontal

lobe is called Broca’s area.

Several years after Broca’s discovery, Wernicke dis-

covered another area in the left hemisphere that was

important for language. Wernicke’s area is in the tem-

poral lobe and when damaged produces disturbances

in language comprehension. Thus Wernicke’s aphasia

appears to be a problem in speech comprehension

rather than speech production. Patients with Wer-

nicke’s aphasia speak fluently with goodarticulation,

but they cannot understand speech and their own

speech is not meaningful. Apparently, both the ability

to comprehend speech and the ability to arrange

words into meaningful sentences are impaired in pa-

tients with Wernicke’s aphasia. Wernicke developed a

theory of language processing that suggested that

speech soundsarefirst recognized and interpreted in

the left temporal lobe and then, by axonal connections

to Broca’s area in the frontal lobe, are processed for

speech production. Interestingly, Wernicke’s area is

adjacent to areas critical for the perception of basic,

nonspeech auditory information. More recently,

Geschwind (1972) developed a theory that elaborated

Wernicke’s theory and provided an anatomical basis

for the connections between Wernicke’s area and Bro-

ca’s area.

These findings from aphasicpatients suggest several

important factors about the biological basis of verbal

ability. First, the left hemisphere appears to play a

prominent role in language ability. Specifically, the

dominance of language in the left hemisphere occurs

in approximately 96 percent of right-handed people

and 70 percent of left-handed people. Other individ-

uals tend to have a bilateral or right-hemisphere rep-

resentation of language function. Second, the frontal

lobe appears to be related to speech production,

whereas the temporal lobe appears to be related to

speech perception and comprehension. Third, lan-

guage is not simply localized in a specific part of the

left hemisphere, but various components appear to be

distributed in different areas (e.g., Broca’s area versus

Wernicke’s area). In normal language processing, these

areas interact and work together to provide natural

language functions.

In 1953, a patient known as H. M.

underwent surgery for relief of severe epileptic sei-

Memory.

zures. The surgery involved bilateral excision of the

medial temporal lobe, which included a large portion

of the hippocampus, a structure that lies along the

medial border of the temporal lobe. Following surgery,

H. M.’s seizures were attenuated, but he exhibited a

profound memory disorder—he was unable to re-

memberevents andinformation encountered since his

operation. For example, a half hour after eating lunch,

H. M. could not recall what he had eaten or if he had

had lunch at all. H. M. was aware of his disorder and

reflected upon his impairment as always “waking from

a dream.” In other words, this disorder produced a
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lack of continuity in the memory of events across time,

even when the events were separated by only a few

minutes. In fact, H. M. was not able to store facts and

episodes that were encountered after his operation.

Despite H. M.’s severe impairment in memory, there

was no detectable impairmentin perception, language,

or other intellectual abilities. Moreover, H. M.’s mem-

ory for events prior to his operation were not severely

affected. He was capable of recalling autobiographical

episodes that occurred before his operation.

H. M.’s memory impairment—often called organic

amnesia—affects information received from all sensory

modalities and includes impairment of both verbal and

nonverbal (e.g., spatial) memory (see Shimamura,

1992). For example, H. M. could not acquire new vo-

cabulary words that had been addedto the dictionary

since his surgery (e.g., Jacuzzi). He also exhibited se-

vere impairment on laboratory tests of word and pic-

ture recall, cued-word learning (e.g., learning word

pairs), and multiple-choice, recognition memory. De-

spite the severity of his amnesia, H. M. was able to

think and act normally. In fact, even some memory

functions were spared, such as some functions of

short-term memory, whichis the ability to hold things

in mind, such as a telephone numberprior to dialing.

However, as soon as information was out of conscious

experience, it was forgotten. The analysis of H. M.’s

amnesia stands as a milestone in our progress to un-

derstand memoryin the brain. He provided the crucial

evidence for the specific role of the medial temporal

region in the process of memory formation and stor-

age.

There are other neurological disorders that damage

the medial temporal region and thus produce an am-

nesic syndromesimilar to that seen in H. M. For ex-

ample, tumors, head injuries, or vascular disorders

(e.g., strokes) in this region can cause organic amnesia.

Also, viral infections, ischemia (loss of blood flow to

the brain), or hypoxia (loss of oxygen to the brain) can

disproportionately affect the medial temporal region.

In these disorders, organic amnesia is often the out-

standing cognitive impairment. It appears that the

hippocampus is particularly important for memory

formation to occur. One theory for this is that the

hippocampus connects or associates new incoming in-

formation to existing knowledge. It is knownthat this

brain region is intricately connected to a wide distri-

bution of cortical areas (see Shimamura, 1992).

Spatial Ability. Although the left hemisphere

predominatesin the control of verbal ability, the right

hemisphere appears to predominate in the control of

spatial ability. Patients with right-parietal-lobe lesions

have particular problemsin organizingspatial relations

(Kolb & Whishaw, 1990; Walsh, 1978). For example,

these patients often have difficulty using maps and

finding their way in unfamiliar places. They also have

difficulty drawing objects, such as a house, in perspec-

tive. Patients with left-parietal-lobe lesions can also

exhibit impairment in spatial ability, but spatial im-

pairments following left-parietal lesions are typically

not as severe as those following right-parietal lesions.

Also, the pattern of impairment is often different.

Whenasked to draw a house in perspective, a patient

with a right-parietal lesion will fail to portray the fig-

ure in three-dimensions but maybe able to draw some

of the details (e.g., door, windows). A patient with

left-parietal lesion typically will be able to construct

the global features of the house and to draw the house

with perspective, but will have problems drawing the

details.

A particularly dramatic disorder of spatial ability

can occur following right-hemisphere lesions. In this

disorder, patients act as if they are not aware of the

left side of the world, including the left side of their

body. Such patients will fail to acknowledge individu-

als on the left side, fail to draw theleft side of objects,

and even fail to dress the left side of their bodies. This

disorder is called contralateral neglect syndrome be-

cause damage to the right cerebral hemisphere causes

the patient to neglect the opposite side of the world.

This disorder is often associated with patients who re-

cently have had a vascular stroke in their right hemi-

sphere,typically in their parietal lobes. The symptoms

are often transient and diminish following recovery

from the stroke. Contralateral neglect syndrome can

occur following damage to the left hemisphere, but

muchless frequently.

Contralateral neglect syndrome appears to be a

problem in attending rather than perceiving. The pa-

tient can see objects in the neglected side, if asked to

direct attention to the objects. One fascinating exam-

ple concernedanItalian patient with contralateral ne-
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glect syndrome who was asked to imagine himself

standing at the Piazza del Duomo,a beautiful cathedral

square in Milan (Bisiach & Luzzatti, 1978). When the

patient described the view from the cathedral entrance

looking out toward the square, he reported the details

on the right side but neglected details on the left.

However, when asked to imagine the view from the

opposite end of the square and facing the cathedral,

the patient nowdescribed all of the details that were

previously neglected (i.e., information that was now

on the right side). Thus, this patient was experiencing

left-sided neglect of imagined scenes in addition to

perceived scenes. The whole scene appeared to be ac-

cessible to the patient, but not all at once. Only half

of the scene was available or could be attended from

any imagined vantage point.

Executive Functions. How do you knowthat

something is on the “tip of your tongue” when you

cannot retrieve the information? How do you know

when to stop searching for an item in memory? How

do you know that the average man’s tie is less than 10

feet long? These questions address the ability to mon-

itor and control your thought processes, or what are

called executive functions. Planning, problem solving,

reconstructing memories, and making rational deci-

sions all require the use of executive functions. This is

the essence of what wecall intellectual reasoning. The

frontal lobes of the brain appear to mediate executive

functions. The frontal lobes encompass roughly a third

of the cerebral cortex in humans. They provide the

main cortical output for coordinating and executing

muscle movements (Luria, 1973). Also, Broca’s area,

in the frontal lobes, contributes to the coordination

and execution of speech and language. Other areas in

the frontal lobes appear to contribute to the coordi-

nation and execution of thought processes.

The frontal lobes are intricately connected to many

other areas in the cerebral cortex. As a result of these

extensive connections, damage to this area is associ-

ated with a variety of mental dysfunctions in humans,

including disorders of motor control, personality,

emotion, language, problem solving, and memory.

Studies of brain-injured patients suggest that different

regions within the frontal lobes mediate different ex-

ecutive functions. In termsofintellectual function, pa-

tients with frontal-lobe lesions are typically impaired

whenasked toplanstrategies or to determine methods

of approaching a problem. They appearto be “stimulus

bound” and act without forethought, and thusfail to

respond appropriately to questions that require delib-

erate thought or the formation of inferences. For ex-

ample, few would know specifically the length of the

average man’s tie, but most would be able to estimate

or infer the approximate length. Similarly, if strategies

to access your library of memories were not well

planned, it would be difficult to know whether you

were close to the retrieval of some fact or whether

you were far from retrieval. These kinds of errors are

commonin patients with frontal lobe damage.

There have beena variety of theories to explain the

array of mental disorders associated with damage to

the frontal lobes. Some researchers have suggested that

frontal-lobe function is what makes humans unique. In

particular, it has been considered to be the basis

for high-level, intellectual reasoning and abstraction

(Goldstein, 1939; Halstead, 1947). Although frontal-

lobe function doesplay role in intellectual reasoning,

such as decision making and problem solving, intelli-

gence appears to involve an enormous numberofmen-

tal componentsdistributed throughoutthe brain (e.g.,

perceptual analysis, language, spatial ability), and any

number of these components maybe particularly im-

portant for a specific intellectual task. In fact, Donald

Hebb (1945) argued strongly against the view that the

frontal lobes affect intelligence, and he demonstrated

that frontal-lobe damage in humans did not grossly

affect IQ scores. Recent findings suggest that patients

with frontal-lobe damage do not demonstrate signifi-

cantly impaired IQ scores because IQ measures pri-

marily test knowledge and the ability to solve simple

problems, but they do not adequately test executive

function.

One possibility is that the frontal lobes serve ex-

ecutive function by organizing and integrating mental

components or processes. In other words, the frontal

lobes may work as a central executive or supervisor of

the various specific components involved in language,

memory, and spatial ability (see Baddeley, 1986). This

view would explain the importance of the frontal

lobes on tasks that involve planning and monitoring

thoughts and actions. It also explains why patients

with frontal-lobe damage appear to act impulsively or

without forethought. That is, they often behave ac-

cording to what pops into mind without filtering or
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censoring inappropriate actions or behaviors. In gen-

eral, patients with frontal-lobe damage often appear to

have no inhibitory control.

CONCLUSION

Based on this brief summary of the ways in which

intellectual function is mediated by brain mechanisms,

it is apparent that several basic findings have been es-

tablished. First, different parts of the cerebral cortex

contribute to different aspects of intellectual function.

Second, brain damagecanlead to a disruption of some

aspects of intellectual function while leaving otheras-

pects entirely intact. Third, general intelligence cannot

be attributed to any single area of the brain, it clearly

occurs as a result of a concerted effort of many spe-

cialized processors. Finally, the frontal lobes appear to

act as a supervisor or executive of mental activity and

appear to be involved in the ability to plan, monitor,

and organize thoughts and actions.

Onetheory of intelligence incorporates these find-

ings from neurological patients. Howard Gardner

(1983) developed a theory of “multiple intelligences”

in which he suggests that there is not any single or

general criterion for intelligence. Instead, Gardnersug-

gests that intelligence is based on multiple components

and individuals may excel in one or many of these

components. Each component refers to a different

mentalability, such as linguistic, musical, logical-math-

ematical, spatial, bodily-kinesthetic. Excellence in one

form ofintellectual function does not necessarily imply

excellence in others. However, excellence in many of

these functions mayreflect a high level of intellectual

capacity. Thus, just as findings from brain-injured pa-

tients indicate that there are multiple forms of mental

deficiency, Gardner’s theory of intelligence suggests

that there are multiple forms of mental proficiency

(see MULTIPLE INTELLIGENCES THEORY).

The theory of multiple forms ofintelligence may

not encompassthe entire realm of intelligence capac-

ity. As noted by Galton (1883) and by others, there

may be aspects of general neuronal efficiency that may

make every componentofintelligence work in a more

effective manner. Moreover, a more effective supervi-

sor (i.e., frontal lobe) could facilitate the organization

and integration of intellectual functions. Therefore, the

view of multiple intellectual components must be tem-

pered by the notion of general neuronalefficiency that

could affect all components. This more global view

would account for the finding that proficiency of in-

tellectual functions (e.g., linguistic, musical, logical-

mathematical) is often correlated in highly intelligent

individuals. These struggles about the notion of intel-

lectual capacity can be approached effectively by in-

vestigations of brain function. Further analyses of these

brain functions will undoubtedly lead to a more com-

plete understanding of intelligence. [This work was

supported by a grant from the National Institute on

Aging (AG09055).]

(See also: BRAIN, PATHOLOGIES OF; EEG EVOKED POTEN-

TIAL.)
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BRAIN, PATHOLOGIES OF THE Struc-

tural alterations of the human brain may be produced

bya variety of factors—among them trauma, vascular

disease, toxins, infectious agents, and normal aging

processes. Depending on their extent, site, and mo-

mentum, as well as other variables, such as com-

pensatory reactions and the age of the individual,

these structural alterations may interfere with the

brain mechanisms that mediate cognitive functions.

When such interference does occur, intellectual im-

pairment in one form or another is an inevitable

consequence.

Classification of these structural changes proceeds

from various standpoints, such as a disease picture

(e.g., Alzheimer’s disease), an obvious deviation (e.g.,

congenital malformations), a cause (e.g., trauma or in-

fection) or solely an interest in changes in the brain

over thelife span (e.g., aging). Differing factors may

produceessentially the same structural alterations, and

there is overlap between age-associated normal and

pathological changes. Recently, advances in the under-

standing of the mechanisms underlying transmission of

information in the nervous system have created a func-

tional neuropathology, in which the focus of interest

is on the disturbances in neurotransmitter operations

that lead to significant cerebral dysfunction and re-

sulting cognitive impairment.

METHODS OF STUDY

The time-honored technique for bringing to light

gross pathological changes in the brain, such as tu-

mors, hemorrhages, and atrophy, is the autopsy. At-

tempts to correlate autopsy findings with patients’

deranged functions while they lived (including specific

cognitive impairments) achieved notable success in the

latter decades of the nineteenth century. During this

period, amongotherassociations, nonfluent and fluent

aphasic disorders (quality of pronunciation) were re-

lated respectively to frontal and posterior temporal le-

sions of the brain’s left hemisphere; visual object

agnosia (loss or impaired recognition of familiar ob-

jects) was related to bilateral occipital lobe disease; and

a peculiar assemblage of cognitive, emotional, and per-

sonality changes was found to be soclosely associated

with frontal lobe disease that it was given the desig-

nation “frontal lobe syndrome.” The rise of micro-

scopic anatomy madepossible histological study of the

brain, which disclosed the distinctive cellular changes

characteristic of (and indeed defined) specific degen-

erative diseases, such as Alzheimer’s disease, multi-in-

farct dementia, and the various types of tumors.

Histological quantitative study paved the way for es-

timating the degree of cell loss in old age and de-

menting diseases; for determining whether grossly

perceived “atrophy” did or did not reflect actual cell

loss; and for the minute examination necessary for elu-

cidating the status of neurotransmitter functions.

During the early and middle decades of the twen-

tieth century, a variety of techniques, including skull

X-ray, _pneumoencephalography, ventriculography,

cerebral arteriography, and electroencephalography,

were developed to visualize structural or functional

abnormalities in the brain. These procedures were of

tremendous value for neurological and neurosurgical

diagnosis; however, because they provided only impre-

cise indications of the locus (place) and extent of le-

sions, they had limited significance for the study of

specific brain-behavior relationships in living patients.

Reports of surgical excisions andplotting the paths of
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penetrating brain wounds were more informative but

could also be quite misleading.

Beginning in the 1970s, the successive introduction

of new techniques of elucidating cerebral structure

and function in the living patient led to a revolution

in the study of brain-behavior relationships. Some

techniques, such as X-ray computed tomography (CT)

and nuclear magnetic resonance imaging (MRI), visu-

alized structural changes in the brain with remarkable

precision. For example, the utilization of CT or MRI

enables the neuroradiologist to specify with a consid-

erable degree of confidence that a lesion is situated in

the territory of the left angular gyrus or on the inferior

surface of the right occipital lobe. Three-dimensional

mapping oflesions from MRIdata in the living patient

is a recent development of extraordinary importance.

This technique generates a picture of the location and

extent of a lesion that is comparable to, and indeed

even more informative than, autopsy findings (Dama-

sio & Frank, 1992). |

Other techniques, such as the measurementofre-

gional cerebral blood flow (rCBF), positron emission

tomography (PET), and the recording of evoked po-

tentials (EP) that are indicative of the level of neural

activity, make it possible to observe the changes in

brain function that occur during the course of a sub- —

ject’s performance. For example, cerebral blood-flow

studies of normal subjects have found that verbal-

task performance generates greater activity in the left

hemisphere than in the right and, conversely, that vis-

uospatial-task performance generates greater activity

in the right hemisphere. People who havesustained a

unilateral stroke show reduced activation in the af-

fected hemisphere during the course of task perfor-
mance—and a consequent loss of activity on the
opposite side of the body (since one side of the brain
controls the opposite side of the body). Utilization of
PET scans to plot the lesions producing aphasia has
demonstrated that the area of reduced functional ac-
tivity is significantly larger than the structural altera-

tion indicated by CT scans.

TYPES OF PATHOLOGY:

COGNITIVE CORRELATES

Degenerative Diseases. Degenerative diseases

result from progressive pathological changes in various

regions of the brain or spinal cord that primarily in-

volve neuraltissue. Genetically or environmentally de-

termined errors in metabolism are the primary

causative factors underlying these disorders. Although

considerable variation exists in the profile of cognitive

disabilities associated with degenerative diseases of the

brain, the diseases generally produce the pervasive de-

cline in level of intellectual functions denoted by the

nonspecific term dementia.

The most common form of dementia is Alzheimer’s

disease, which, for the most part, affects individuals

who are 60 years of age or older and henceis said to

be “age-associated.” From a neuropathological stand-

point, the disease is defined by certain specific changes

(neurofibrillary tangles, senile plaques) in the brain

substance that are disclosed by postmortem histologi-

cal examination. Since a definitive diagnosis rests on

autopsy findings, the more cautious terms, probable Alz-

heimer’s disease and dementia of the Alzheimer type, are

often used in diagnosing the condition in the living

patient.

Alzheimer’s disease is characterized by an extensive

loss of neurons, resulting in widespread atrophyof the

brain. The atrophy, which is clearly seen in enlarge-

ment of the cerebral ventricles and in widening of the

sulci and thinning of the gyri of the cerebral cortex, is
bilateral and often more or less symmetrical. Within
this setting of widespread atrophy, a predilection for
particularly severe involvement of temporal and fron-
tal lobe cortex exists, with sparing of the parietofron-
tal sensorimotor areas and the occipital cortex.
Pronounced involvement of the parieto-occipital cor-
tex or of Wernicke’s (speech)areain the temporal lobe

is seen in some cases, however.

The behavioral picture of Alzheimer’s disease is
one of an insidious onset of cognitive decline and
personality change. The modal pattern of cognitive
impairment is characterized by prominent defects in
short-term and recent memory, reasoning ability, and
practical judgment, with sparing of motorskills, sen-
sory capacities, and basic speech functions. Personality
changes include emotional lability (instability), intrac-
table stubbornness, and childish egocentricity. “Atyp-
ical” presentations, however, in which the onsetofthis
illness is signaled by frank aphasic disorder or pro-
nounced impairment of visuoperceptual functions, are
not rare.
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Numerous studies have found correlations of mod-

erate size between the severity of cognitive impair-

ment in Alzheimer patients and the degree of

neuropathological involvement, as reflected in the

brain—ventricular enlargement, depth and widening

of cortical sulci, and counts of neurofibrillary tangles

and senile plaques. Similar associations have been

found between cognitive impairment and functional

abnormality as assessed by measurement of cerebral

blood flow and PET scan. Moreover, specific associa-

tions between discrete cognitive deficits and regional

neuropathology have also been described (e.g., be-

tween aphasic disorder and involvement of Wernicke’s

area and between visuospatial disability and right-

hemisphere pathology).

Progress in knowledge of the neuropathological

correlates of Alzheimer’s disease has been particularly

rapid in the 1980s. As new techniques of investigation

are more widely applied, important advances in un-

derstanding may be expected. A noteworthy recent

finding is that loss of cortical dendritic connections

(and not neurofibrillary tangles or senile plaques) is the

variable that is most closely associated with the sever-

ity of cognitive impairment in Alzheimer patients

(Terry et al., 1991). If this finding is confirmed, it may

lead to a basic redefinition of the essential neuropa-

thology of the disease.

A numberofother less frequently occurring forms

of degenerative disease, such as Pick’s disease (a cir-

cumscribed atrophy of the brain usually affecting the

temporal or frontal lobes), present a distinctive neu-

ropathological picture but cannot always be differ-

entiated from Alzheimer’s disease on clinical and

behavioral grounds. Cognitive changes have been de-

scribed in association with Parkinson’s disease, which

involves degeneration of the basal ganglia and which is

characterized clinically by tremor, slowness in move-

ment, and motorrigidity. Frontal lobe degeneration is

a recently described form of dementia (Neary & Snow-

den, 1991). The disorder is characterized pathologi-

cally by an atrophy of the frontal and anterior

temporal lobes that is different from that found in

other degenerative diseases. The behavioral picture is

that of a pronounced frontal lobe syndrome, such as

might be seen in the advanced stage of a frontal lobe

tumoror a severe traumatic brain injury, withstriking

changes in personality as well as cognitive defects.

Lack of concern, neglect of personal responsibilities,

and disinhibition are prominent features of behavior.

Neuropsychological assessmentbringsto light reduced

speech production without frank aphasia, persevera-

tion (repetition of words), and motor impersistence

with sparing of visuoperceptual and visuoconstructive

(perception of forms and constructional) abilities and

recent memory.

Aging. Toregard oldageas a disease might well

be considered an affront to human dignity but, from

the standpoint of neuropathology, it is a disease. The

same changes in the brain that are seen in typical Alz-

heimer’s disease—atrophy, ventricular enlargement,

widening of the cortical sulci, neuritic plaques, and

dendritic loss—are found in the brains of normal

elderly persons, albeit to a much lesser degree. More-

over, the intensity of these changes increases pro-

gressively with advancing age——the typical findings

being that the correlation coefficients between such

variables as ventricularsize, cortical gyral atrophy, and

incidence of neuritic plaques and age are small but

statistically significant.

The decline of diverse cognitive performances with

age, particularly on tasks making demandsonrate of

information processing and on the capacity for learn-

ing and retention,is well documented. It is reasonable

to expect that there is a relationship between the state

of the brain and cognitive efficiency in normal aging.

The findings of the few studies that have been done to

date are equivocal because of methodological limita-

tions. There are sensory changes with age, such as di-

minished visual acuity, contraction of the visual field,

and hearing loss, which may affect performance on

cognitive tasks; these changes must be taken into ac-

count in relating performance to the status of the

brain. Moreover, educational and occupational back-

groundis closely correlated with level of performance

and this also needs to be controlled before the “pure”

association between cognitive ability and brain status

is assessed.

A point of some interest is that the resting rate of

cerebral blood flow (CBF) declines with advancing age,

thus shifting in the direction of the reduced CBF

found in patients with cerebrovascular disease and Alz-

heimer’s disease. The decline is most rapid in the pre-
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frontal region and less rapid in those regions that are

activated by continuousdaily activity, that is, the left

precentral and perisylvian areas (speech) and the right

parietal area (visuospatial activity). At the same time,

it has been shownthat, although older normalsubjects

have lower resting CBF values than younger subjects,

performance on cognitive tasks activates CBF to the

same degree in both groups. Taken together, these ob-

servations suggest that sustained engagementin high-

level cognitive activity may maintain CBFlevels in less

frequently activated regions and thus retard age-re-

lated structural changes in the brains of elderly per-

sons. “Conversely, inactivity associated with social

withdrawal, depression, or premature retirement may

hasten cerebral deterioration in the aged, and this has

long been suspected, based on clinical observation”

(Meyer & Shaw, 1984).

Cerebrovascular Diseases. Cerebrovascular

diseases occur in a variety of forms and range widely

in severity, from occlusion of a small blood vessel that

produces temporary cerebral dysfunction (transient

ischemic attack) to widespread involvementof the ce-

rebrovascular system resulting in marked impairment

of cognitive function (multi-infarct dementia).

The most common form of cerebrovascular disease

is stroke, a sudden onset of brain dysfunction pro-

duced either by occlusion (stoppage of the flow of

blood) in a blood vessel or by hemorrhage. Occlu-

sion, the more frequent of the two mechanisms, de-

prives the area of the brain supplied by the blood

vessel of the oxygenated blood required for its func-

tioning and survival (ischemia) and eventually results

in destruction (infarction) of that area.

Cerebrovascular disease, specifically the focal isch-

emic infarct, has been a most valuable “experiment of

nature” for the investigation of brain—behavior rela-

tionships; hence, it is of particular interest to the neu-

ropsychologist (Benton, 1991). Practically all our

knowledge of aphasic (speech) disorders is based on

the study of patients with well-defined, precisely lo-

calized ischemic infarcts. The neurological basis of spe-

cific cognitive and perceptual deficits, such as loss of

the ability to recognize faces (prosopagnosia) or famil-

iar objects (visual object agnosia) and acquired color

blindness (achromatopsia), has been elucidated by au-

topsy or neurodiagnostic examination of poststroke

patients. Moreover, it has been possible to relate dis-

tinctive combinations of such cognitive deficits to cir-

cumscribed ischemic lesions of the brain (Benton,

1991, 1992).
Dementia, resulting from widespread or particu-

larly severe cerebrovascular disease, tends to differ in

character from that seen in Alzheimer’s disease. Frank

aphasic disorder and dysarthria (impairment in pro-

nunciation) are encountered far more frequently in pa-

tients with multi-infarct dementia than in Alzheimer

patients. Other specific deficits indicative of focal brain

disease, such as poor perception of forms and poor

constructional ability, are also more common in vas-

cular dementia. Considerable variability exists in the

behavior pictures in the category of multi-infarct de-

mentia. The essential reason for this variability is that

the underlying neuropathology differs from one person

to another, with primary involvement of diversesites

in the brain including the cerebral cortex, the under-

lying white matter, the basal ganglia, or the thalamus.

Congenital Malformations. Congenital mal-

formations reflect abnormal prenatal development

caused either by genetic factors or by environmental

agents, such as toxins and infections. Examples are

lack of development(agenesis) of the corpus callosum,

fetal alcohol syndrome(a defective infant of an alco-

holic mother), and congenital rubella (German mea-

sles) infection, all of which involve varying degrees of

cognitive impairment. Numerous types of congenital

malformation vary widely in extent and severity, for

example, from anencephaly (absence of the cerebral

hemispheres) to porencephaly (a limited focal defect

in the structure of one brain hemisphere). Hydroceph-

alus—an excessive accumulation of cerebrospinal fluid

in the cerebral ventricles that can destroy brain tis-

sue—maybe produced by a variety of congenital mal-

formations. |

Manycongenital malformations are accompanied by

severe and pervasive mental deficiency. Other condi-

tions, in which the cognitive outcomeis variable, have

been of greater interest to psychologists. One such

condition is agenesis of the corpus callosum (lack of

developmentof the massive bandoffibers that provide

for transmission of information between the two

hemispheres). Surgical cutting of the corpus callosum

in adult patients (undertaken for the relief of intrac-
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table epilepsy) leads to a series of well-defined cogni-

tive changes that can be related directly to the loss of

the connection between the hemispheres. The behav-

ioral correlates of callosal agenesis are quite different.

The resulting overall intellectual level varies consider-

ably, ranging from frank mental retardation to high

average capacity with the median level being dull

average. Acallosal subjects show very few of the per-

formance characteristics indicative of defective inter-

hemispheric integration that are seen in patients with

surgical transections. The probable reason for this dif-

ference is that during the course of development, they

have learned to use other interhemispheric pathways

to achieve integration.

Another condition of interest is congenital or early

acquired hydrocephalus, which, as has been men-

tioned, is not itself a congenital malformation but

rather the product of one. The excessive accumulation

of cerebrospinal fluid in the ventricles with resulting

increased intracranial pressure leads to atrophy (death)

of surrounding brain tissue, sometimes to such an ex-

treme degree that the cerebral cortex is found to be

paper thin.

The determinants of the resulting intellectual out-

come in congenital or early acquired hydrocephalus

are not well understood. A variety of factors—brain

mass, thickness of the cortical mantle, the nature of

the congenital structural abnormality responsible for

the hydrocephalus, the presence of other congenital

anomalies, general health status and the occurrence of

seizures, whether or not a shunt operation has been

performed to relieve the excessive intracranial pres-

sure, socioeconomic status, and parental concern all

appearto play role in affecting the mental develop-

ment of the hydrocephalic child. Thickness of the ce-

rebral mantle of less than 1 cm is almost always

associated with frankly subnormal intelligence, but

even in this case some striking exceptions have been

reported. A hydrocephalic child may appear to de-

velop normally during the first 2 or 3 years of life and

then manifest cognitive disabilities as he encounters

new task demands. The type of malformation respon-

sible for the hydrocephalus appears to be of impor-

tance. Total brain mass is a correlate of intellectual

level but the size of the relationship is moderate. Non-

verbal test performances (such as copying a design) is

likely to be poorer than verbal skills (such as vocabu-

lary level). Eye—hand coordination, in all probability

associated with basic visual defects,is likely to be poor.

The extreme variability in outcomes that range from

those whoare severely retarded to those whoare in-

tellectually gifted, coupled with the limited implica-

tions of empirical studies to date, have left most of

these issues unsettled, however. Comprehensive mul-

tivariate studies should go far toward resolving many

questions (Donders, Canady, & Rourke, 1990).

Traumatic Brain Injury. There are two types

of traumatic brain injury: (1) penetrating head injuries

(such as are produced by gunshot wounds), and (2)

closed head injuries (such as in an automobile acci-

dent), in which the brain is injured by forces acting

upon it through the intact skull. The effects of these

two types of injury are rather different.

Penetrating Head Injury. Direct gunshot wounds to

the head are associated with a high frequency of mor-

tality. If the victim survives, however, the passage of a

high-speed missile through the brain is likely to have

produced a focal lesion of limited size. This is espe-

cially true of wartime head injuries, where the missile

is more often than not a fragment of an exploded

bomborshell rather than a bullet. These patients have

provided a valuable opportunity for the study of spe-

cific human brain—behavior relationships because they

are likely to show specific cognitive deficits within the

context of relatively spared “general intelligence”

(Newcombe, 1969). For example, studies of these pa-

tients were the first to furnish strong evidence of the

dominance of the right hemisphere for visual and spa-

tial abilities. Later analyses disclosed that wounds in

the upper parietal region produced visuospatial (rec-

ognition of location) defects, while those in the infe-

rior occipitotemporal area led to impairment in the

recognition of faces. Similarly, it was found possible to

relate isolated aphasic defects such asloss of the ability

to name objects or to write words to small circum-

scribed lesions in the left hemisphere.

Closed Head Injury. Although closed head injury

often produces small areas of brain damagein the form

of bruises or blood clots, its primary effect is diffuse ©

injury of varying severity involving shearing of nerve

fibers and brain swelling (Levin, Benton, & Grossman,

1982; Levin, Eisenberg, & Benton, 1989). In addition,
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there may belate aftereffects such as enlargement of

the ventricles (indicating brain atrophy) and progres-

sive degeneration of nerve fibers. Loss of consciousness

following the traumais a characteristic occurrence; in

the majority of cases it is of short duration but pro-

longed loss of consciousness (coma) is not uncommon.

Following coma, there is often a period of posttrau-

matic amnesia, during which the patient, although

conscious and reactive, does not remembersuccessive

ongoing events from one occasion to another. Since

both the duration of coma and of posttraumatic am-

nesia have been foundto be significantly predictive of

the final behavioral outcome of a closed head injury,

they are frequently utilized as indices of the severity

of injury.

As would be expected, the cognitive outcome of

closed head injury is quite variable, depending on a

numberoffactors including the severity of injury, the

region of the brain most affected, the age of the pa-

tient, the availability of appropriate medical and sur-

gical care, and the presence of a social support

network. The frontal region of the brain is very often

the site of contusions, hematomas, and intracranial

hemorrhages. As a consequence,a clinical picture of

moderate frontal lobe disease with its characteristic

cognitive and personality changes is commonly seen.

The major changes are disturbances of attention and

concentration, slowed information processing, and im-

paired learning and retention. Frank aphasic disorder

and visuospatial disability, such as are shown by pa-

tients with penetrating brain wounds, are rare. Per-

sonality changes in the form of emotional instability

and impulsive behavior are quite prominent. The cog-

nitive deficits of these frontally injured patients are not

adequately reflected in performance on conventional

intelligence test batteries that so often include mea-

sures of “crystallized” intelligence, such as vocabulary

level, range of information and social judgment.

Hence, total scores on such an intelligence test may

show little decline. The disparity between an intelli-

gence score within the normal range and the patient’s

obvious behavioral incompetence is sometimes a

source of puzzlement to family members andfriends.

Special test methods can bring the impairmentin at-

tention, learning, and reasoning capacity into sharp fo-

cus (Levin, Eisenberg & Benton, 1991).

Postconcussion syndrome OY posttraumatic symptom-com-

plex are terms that refer to the physical and psycho-

logical complaints (e.g., headache, fatigability, poor

concentration and memory, anxiety, insomnia) voiced

by patients who have sustained only a mild head in-

jury with a brief period of unconsciousness and who

otherwise appear to have nosignificant neurological or

cognitive deficits. There has been a longstanding con-

troversy between thoseclinicians who see the postcon-

cussion syndrome as psychological in origin (if not

actual malingering) and those who contend that the

patient’s complaints have an organic basis. The thrust

of recent investigations has been to support the belief

that more often than not the syndromeis in fact re-

lated to subtle brain pathology (Levin, Eisenberg &

Benton, 1989).

Tumors. The majority of intracranial tumors in-

volve the neuroglia (the network of cells supporting

neural tissue) and the meninges (the membraneous

covering of the brain) and not the braintissueitself.

These new tumor growths (neoplasms) influence ce-

rebral structure and function by exerting excessive

pressure (often through the accumulation of fluid) on

neural tissue and this may lead to displacement and

destruction of brain structures. Given this mass effect,

the behavioral consequences of neoplastic disease on

the individual are likely to be of a general rather than

focal nature with lack of spontaneity andinitiative, in-

ability to concentrate, indifference, and forgetfulness

as prominent features. Tumorsin the prefrontal region

lead to the cognitive and personality changes of the

frontal-lobe syndrome described above. Tumors. in

other regions of the brain can also produce this syn-

drome if the mass swelling and pressure effects are

sufficiently strong.

The behavioral consequences of tumors depend

very much on their age and rate of progression. An

early tumor may be behaviorally “silent” (i.e., have no

effects), and in some locations even a large tumor may

not exert significant mass effects. Due to early diag-

nosis, the devastating behavioral abnormalities associ-

ated with tumorsare less often reported today than in

earlier times. A recent comparative study of matched

groups of tumor and stroke patients found that the

stroke patients were cognitively impaired far more se-

riously than were the tumorpatients. Indeed, the per-
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formances of some tumorpatients were quite normal

on a lengthybattery of verbal and nonverbal tests (An-

derson, Damasio, & Tranel, 1990).

The Neuropathology of a Learning Disabil-

ity. Developmentaldyslexia (failure to learn to read)

and the diverse hypotheses—cognitive, physiological,

sociocultural—that have been advanced about its na-

ture and causation are familiar to psychologists and

educational specialists. Autopsy examination of the

brains of dyslexic adults has generated someinterest-

ing and unexpected findings and provided yet another

hypothesis to account for the disorder. Galaburda

(1989) and his coworkers have identified cellular ab-

normalities throughout the cortex, and particularly in

the language-associated perisylvian area of the left

hemisphere, in the brains of a numberof cases. More-

over, the anatomical asymmetry of the two hemi-

spheres that is found in the brains of normal

individuals was not apparent in the brains of the dys-

lexic cases.

EPILOGUE

This entry has dealt with the major types of human

brain pathology that disrupt cognitive functions. The

reader will have noted that the relationships that have

been established are of a simple associative nature, for

example, between left-hemisphere damage andaphasic

disorder, between right-hemisphere damage and vi-

suospatial disability, between frontal-lobe damage and

deterioration of personal conduct. The observed dam-

age presumably deranges the brain mechanisms that

mediate these behavioral functions. The identification

of these mechanisms is the task of the newer func-

tional neuropathology.

(See also: BRAIN; BROCA, PAUL.)
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ARTHUR BENTON

BRIGHAM, CARL C. (1890-1943) Carl

Campbell Brigham was born in 1890 in Marlboro,

Massachusetts, the son of privileged descendants of

Mayflower families, and he died in 1943 at age 53.

After a short and apparently unsatisfactory period at

Harvard,he transferred to Princeton, where he earned

his bachelor’s (1912), master’s (1913), and doctoral

(1916) degrees in psychology. Very early in his career

he showed a clear interest in the emerging field of
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intelligence testing; in 1917, a year after his receipt of

the doctorate, and eager to contribute to the waref-

fort even before the United States’s actual involvement

in the war, he went to Canada to serve as a psychol-

ogist in the veterans’ reeducation division of the Ca-

nadian Military Hospitals Commission. Apparently,

Brigham had already come to be knownas a talented

young man, andshortly after his arrival in Canada, he

wasvisited by Robert M. Yerkes, then president of the

American Psychological Association. Yerkes wanted to

discuss with Brigham the role he might take, with

other U.S. psychologists, in the war effort—especially

in assessing the intelligence of U.S. recruits. This

meeting marked the beginning of a long, close associ-

ation between the two men, in which Brigham, the

protege, seemed to benefit from the philosophies and

research interests of Yerkes, the mentor.

When the United States entered World War I,

Yerkes was appointed head of Army psychology and in

that capacity organized the first application of group

administered multiple-choice standardized intelligence

tests on a large scale. These Armytests, which were

based principally on the earlier 1916 Stanford-Binet

tests, were designed to help select recruits for officer

training and had been adapted to enable group admin-

istration for that purpose by Yerkes, Lewis M. TERMAN,

and ArthurS. Otis. Two types of tests were developed:

the Army Alphatests, designed for literate Army re-

cruit examinees, and the ArmyBeta tests, which de-

pended only on oral and gestured instructions,

designed for illiterate examinees and for those who

could not read English. Urged by Yerkes to join him

in his Army work, Brigham enlisted in July 1917,

and shortly thereafter he was administering prelimi-

nary tests at Camp Dix, New Jersey, where he col-

lected the data that formed the basis of the research

he later reported in A Study of American Intelligence

(1923). (See also ARMY ALPHA AND BETA TESTS OF

INTELLIGENCE.)

Collaborating with Yerkes and other Army psy-

chologists (among them, E. L THORNDIKE, L. M. Ter-

man, Arthur S. Otis, Frederick L. Wells, and Walter

Dill Scott), Brigham exerted an influential role, not

only in this particular testing program, but in the de-

velopment of the short-answer, and later, the multi-

ple-choice tests of the future.

In 1920, Brigham returned to Princeton as an as-

sistant professor (in 1924 he becameanassociate pro-

fessor and in 1928 a full professor) and continued to

work on the Army Alphatests. Brigham’s interest in

these tests led him to becomethe secretary of Prince-

ton’s committee on admissions, on which he served

for many years.

In 1923, the College Board, in an effort to identify

promising students for whom theexisting free-answer

achievement tests were not wholly adequate for this

purpose, commissioned Brigham to chair a committee

charged with the design and development of a “psy-

chological examination.” This was to be appropriate

for all students preparing to enter college, irrespective

offield of study, and it was to help the colleges assess

the student’s intelligence and aptitude for academic

work. Thefirst Scholastic Aptitude Test (SAT) was de-

veloped in 1925 and administered in 1926. Scores on

the SAT were intended for use by college admissions

officers as a supplementto the scores provided by the

subject matter achievement tests (see SCHOLASTIC AS-

SESSMENT TEST).

It was in his scientific orientation to testing and test

developmentin particular and his empirical approach

to the refinement of the testing instruments that

Brigham made his more importantandlasting contri-

butions. Perhaps more fundamental was his leadership

in making a break with a deeply held philosophy and

with assumptions concerning the intellect shared by

many of the influential psychologists at the time, some

of them active and dedicated members of the U.S. eu-

genics movement.

It should be recalled that in the United States, the

early decades of the twentieth century were marked

by a generally antipathetic, even repressive, attitude

shared by many membersof the Protestant “Nordic”

establishment toward all other ethnic, racial, and reli-

gious groups—Asians, eastern and southern Europe-

ans, Catholics, Jews, and especially blacks; the period

from the late nineteenth century through the early

twentieth century was notorious for vicious racism in

the United States (see Franklin, 1965, pp. 431-437).

Undoubtedly, this social climate was part of the atti-

tudinal legacy that Brigham inherited. On the scientifi

side, it should also be recalled that the notion of in-

telligence as a unitary trait, passed on genetically from
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parent to child and relatively impervious to environ-

mental effects, enjoyed considerable currency—much

more during the early decades of the twentieth cen-

tury than now. This view, held by many ofthe testers

at the time, including Yerkes, Terman, Brigham, and

others, coupled with the naive view—perhapschar-

acteristic of an overconfident young science—that the

intelligence test was an unerring indicator of native

ability, led Brigham to draw some conclusions that

would be regarded as truly astonishing today. On the

basis of his analysis of the Army Alpha data that he

collected during World War I on recruits of different

nationalities (1923), Brigham inferred that members of

some nationalities were inherently less intelligent than

those of other nationalities. The implication of his con-

clusion was that since the United States was then ac-

cepting a large number of immigrants from the “less

intelligent” nations and was also allowing “miscege-

nation” between white and African Americans within

its borders, it would soon suffer a serious and danger-

ous decline in the general intellectual level of its pop-

ulation.

Little doubt exists that Brigham’s writings contrib-

uted to the repressive social climate in the United

States in the 1920s. There is no evidence to show that

his work had a direct influence on Congressin its for-

mal deliberations on whether to restrict foreign im-

migration selectively. However, it would not be

unreasonable to assume that his wealthy friends and

mentors, all dedicated eugenicists who were well ac-

quainted with his work—Madison Grant, Charles W.

Gould, and Charles B. Davenport, among others—

may have exerted considerable influence on Congress,

which passed the restrictive immigration laws of 1924.

Some time after the publication of his 1923 book,

Brigham had a change of heart. Exactly what caused

this change is hardto say. In part, it may be attributed

to some of T. L. Kelley’s writings (e.g., The Influence of

Nurture upon Native Differences [1926] and Crossroads in

the Mind of Man [1928]), in which Kelley enunciated

his position that intelligence was not a simple unitary

trait but separable into at least two component abili-

ties—verbal and mathematical. Whatever the cause, in

1928, at a meeting of eugenics advocates, Brigham

withdrew support from his earlier claims. In 1930,

while secretary of the American Psychological Asso-

ciation, he published a formal retraction of his earlier

views in an article entitled, “Intelligence Tests of Im-

migrant Groups,” characterizing the conclusions ofhis

earlier book as “pretentious” and “without founda-

tion.” While it is perhapslikely that Brigham may have

retained his own private racial. and ethnic prejudices,

his scientific writings showed no support for them af-

ter the middle 1920s. Brigham’s courage and dogged

determination to fulfill his mission as an objective sci-

entist mark him as a man of unusualdistinction.

Perhaps most important among Brigham’s substan-

tive contributions was his determination—possibly

influenced, as suggested above, by T. L. Kelley’s writ-

ings—that intelligence, or academic aptitude, could

not be adequately expressed in one overall score, as

implied by the IQ. Rather, it required at least two

separate and distinct evaluations of the talents of in-

dividuals, and he decided to report SAT results in two

scores rather than one—describing separately the stu-

dents’ verbal and mathematical abilities. This change

of philosophy wasa significant departure from the pre-

vailing British view of intelligence as a single trait and,

also as suggested above, it wasat least partly respon-

sible for his repudiation in 1930 of the Army research

on which he had reported in 1923.

Brigham andhis statistician, Cecil Brolyer, who had

previously worked on mentaltests with both Thorn-

dike and Terman,first introduced the use of the three-

digit SAT scale, defined with a range from 200 to 800,

a mean of 500, and a standard deviation of 100, for

reporting scores on the SAT. The value of the three-

digit scale was that it avoided confusion with the then

current 50-10 scale. The new three-digit scale also

differed from the percentage mastery scale, then (and

even now) in popular use in the schools and applied

at that time by the College Board itself in reporting

scores on the objectively scored Achievement Tests,

which were introduced for regular use in the early

1940s. As a matter of routine, Brigham also introduced

and performedrigorous item analyses to an extent un-

precedented in testing practice, to examine the diff-

culty and discriminating power of test items being

considered for operational use. (In 1932 he published

A Study of Error, a volume summarizing and evaluating

in detail a number of item types under consideration

during the early years of the SAT and presenting the

results of the item analyses conducted in the study of

those items.) He also introduced the highly effective
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technique of administering a nonoperational section

(on which responses did not count toward the exam-

inee’s score) in regular operational forms ofthe test,

in which untried items were pretested and new items

types tried out on regular examinees. This practical,

and highly innovative, device afforded him the oppor-

tunity to conduct experimental tryouts ona rigorously

designed sample of regular examinees without the

concern that they might be undermotivated and there-

fore perform more poorly than they otherwise would.

It is noteworthy that these techniques of item tryout

and item analysis, having proven their worth over the

years, are even now in regular use by EducationalTest-

ing Service, somesixty-five years after they were first

introducedby Brigham.

| At about the same time, Brigham and Brolyer in-

troduced a new index of item difficulty, the “delta.”

Although the delta is simply a normal transformation

of the percentage-pass index of item difficulty and,like

the percentage-pass index, is still sample dependent,

the delta was a decided improvement because it

tended to equalize the separations between successive

values on the scale. The difference in difficulty be-

tween percentage-pass figures of .90 and .95 are much

greater than between .50 and .55; corresponding dif-

ferences on the delta scale are much morenearly equal

and therefore muchless likely to lead to interpretive

error.

Brigham also introduced a regular program of va-

lidity studies, in which he was able to monitor the

predictive power of the operational SAT and of pro-

posed new item types in the individual colleges. This

devotion to empirical checks remainsa tradition at Ed-

ucational Testing Service today and is implemented in

the modern Validity Study Service of the College

Board, a service offered without fee to all member

colleges of the College Board.

In most ways, Brigham’s views of the values and

limitations of tests are as valid today as they were

sixty-five years ago when he wasactively engaged in

developing the SAT. He urged that test scores be in-

terpreted only in the context of other information,

never alone, and he counseled against an overdepen-

dency ontest scores. He also suggested that test scores

should be used, along with other data, in counseling

and guiding students in making educational choices

and in helping the colleges make placementdecisions

for students. Tests, he maintained, are not only useful

for assessing present status and for making the usual

predictions, but also for studying the kinds of errors

that students typically make in their coursework and

using that informationto adjust and revise educational

programs appropriately.

Thus, Brigham’s contributions are more appropri-

ately described as of an applied nature than as newly

broken ground in theoretical development. Hisinsis-

tent adherence to rigorous psychometric principles

and his search for new scientific procedures in the

context of an ongoing testing program marked the be-

ginnings of a major, larger-scale, nationwide, scientific

testing effort that has remained the model of psycho-

metric quality throughout the world.

(See also: SCHOOLING.)
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WILLIAM H. ANGOFF

BROCA, PAUL (1824-1880) Pierre Paul

Broca was born on June 29, 1824, in Sainte-Foy-

La-Grande, France, and died July 8, 1880, in Paris. A

physician and surgeon during the critical transition

between the prescientific and scientific periods of neu-

robehavioral science, Broca becamea pivotal, yet con-

troversial, figure in the history of this knowledge

domain. The son of a country physician, Broca entered

medicine with the expectation of assisting his father in
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a rural family practice. His intellectual strength and

academic ambitions, however, led to extensive cross-

disciplinary contributions, spurred perhaps by the in-

tensely competitive Parisian scientific and academic

climate. Through an early association with Frangois

Lauret, psychiatrist and anatomist at Bicétre in Paris,

Broca was exposedto the revolution in the treatment

of major psychiatric disorders andto the study of brain

anatomy. This ultimately led to his becoming the

youngest aide ever to be appointed in the Société

Anatomique, where he pursued studies on cancer,

surgical anesthesia produced by hypnotism, and aneu-

rysms.

Simultaneously, Broca developed an interest in an-

thropology, consistent with contemporaryinterests in

evolution and archaeology as related to the antiquity

of humans. Theinterface of his interests and activities

with early discussions of intelligence became focused

in the Société d’Anthropologie, which he established.

Thus, Broca is identified with early controversies re-

lated to intelligence and the physical dimensionsof the

cranium as well as intelligence and race. The combi-

nation of dissatisfaction with craniometric methods

and the influence of the book, On the Comparative Anat-

omy of the Nervous System as Seen in its Relations to In-

telligence, by Francois Lauret and Pierre Gratiolet,

prompted Broca to explore the localization of cortical

functioning by examining the brains of patients with

previously observed disturbances of central language

function. Although the nineteenth-century phrenolo-

gists believed that the anterior lobes of the brain were

“the organ of articulate speech,” they had not pro-

vided evidence of an anatomical lesion in those regions

to accountfor language deficits. Broca’s description of

lesions in the left posterior portion of the frontal lobe

in one patient, and a morefocal lesion in the second

and third frontal gyri (brain convolutions) of the left

hemisphere in another patient, provided the first doc-

umented evidence of an anatomical lesion underlying

a nonfluent aphasia in both patients. Broca referred to

the language disturbance as an “aphemia,” to distin-

guish this disorder from a more general“loss of mem-

ory of words.” He subsequently presented additional

cases of aphemia in which the lesion was located in

the third frontal convolution. Seemingly contradictory

cases were introduced by Charcot, one a case of

aphemia with lesions in theleft parietal area and an-

other a case in which a right frontal lobe lesion did

not produce aphemia, were instrumental in convincing

Broca of the left-hemisphere dominance for speech.

Accordingly, Broca is credited with having docu-

mented the anatomical basis of nonfluent aphasia, now

also referred to as Broca’s aphasia. An annotated bib-

liography in support of his view was included with

his application for membership in the Academie de

Medecine and presented in the correspondence col-

umn of the academy’s bulletin. In the same issue, a letter

submitted by Dr. Gustav Dax referred to a posthu-

mous memoirof his father that provided evidence that

Dax’s father, Marc, had muchearlier presented details

of forty patients with left-hemisphere lesions whoevi-

denced speech impairment. Postmortem pathological

confirmation of the lesion was not obtained by Dax,

but there was indication in all cases of a right hemi-

plegia, thus pointing towarda basis in left-hemisphere

pathology for the speech disturbances. Gustav Dax

contended that his father had addressed the Southern

Medical Congress in Montpelier, France, in 1836, and

published a copy of his father’s work in 1865. Litera-

ture searches by Broca and by Dr. Gordon,librarian

of the faculty of the University of Montpelier, failed

to reveal any reference to the presentation to the

Southern Medical Congress or to an earlier publica-

tion. Broca then published his most definitive paper

on the subject of aphemia, in which he considered the

Marc Dax memoirandalso discussed the localization

of aphasic disorders in the left hemisphere as well as

the relationship between lateral dominance for speech

and hand preference.

R. J. Joynt (1964) cited attempts by Pierre Marie,

a well-known contemporary neurologist, to challenge

Broca’s anatomical and clinical observations. Marie

contended that Broca’s findings were superficial and

ignored involvement of more posterior portions of the

temporal lobes and the presence of diffuse neuro-

pathological changes across these two cases. Broca’s

biographer, Francis Schiller, in turn, examined the

brains of these patients and challenged the assump-

tions and conclusions of Marie.

Although Broca is knownprincipally for his role in

the localization of expressive language function in the

left prefrontal region, he has also been cited by influ-
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ential, more contemporary neuroanatomists, such as

Ramon y Cajal, who acknowledged Broca’s contribu-

tion to the study of the anatomyofthe limbic system.

The latter led him to conclude that the limbic lobes

were not exclusively involved with olfaction, a conclu-

sion that was later proposed by two scientists who are

today more widely known to have pioneered the anat-

omy and physiology of the limbic system, J. W. Papez

and P. D. McLean. Others before Broca had described

the relatively greater size of the frontal lobe in higher

mammalian species, but Broca called attention to the

proportional decrease in limbic size relative to the

frontal lobes as a function of the place in the ascending

order of species within the mammalian class.

Broca was knownas an uncharacteristically political

physician/scientist; he was elected to the French sen-

ate despite opposition from the more prevailing con-

servative and religious forces of the period. He died

prematurely only five months after the election, pre-
sumably from a heart attack. Active during the very
uneasy period of a shift in emphasis from a philosoph-
ical rationalism to a scientific empiricism during the

mid- to late nineteenth century, Broca was notewor-

thy primarily for his contributions to the neurology of

language and the anthropological interests that helped

establish an early basis for the study of individual dif-

ferences in intelligence as pursued subsequently by

William Stern, Alfred BINET, and manyothers.

(See also: BRAIN; BRAIN, PATHOLOGIES OF THE.)
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MANFRED J. MEIER

DAVID KENT MERCER

BURT, CYRIL L. (1883-1971) Sir Cyril Burt

wasthe twentieth century’s most dramatic figure in

British psychology. His research on intelligence andhis

strong personality generated both admiration and con-

troversy. His legacy is one of both awe and anger in

scientific circles. His posthumous reputation has been

attacked and defended repeatedly in three major books

and in numerous reviews and commentaries. Those

who knew Cyril Burt personally concur that he was

not an easy man to like. Sometimes arrogant, imperi-

ous, and always opinionated, Burt made enemies in

high places and kept most supporters at arm’s length.

During his extraordinarily long career, Burt

founded educational psychology in Britain, contrib-

uted to the development of FACTOR ANALYSIS, devel-

oped the hierarchical model of intelligence, explored

nature—nurture issues with studies of social-class dif-

ferences in intelligence and school achievements, used

his study of twins reared apart to defend his strong

genetic view of intelligence, and championed educa-

tional selection by intellectual merit. Burt’s research

and opinions were widely published in the journal he

founded,the British Journal of Educational Psychology, and

in other scientific journals. His impact on educational

policy in the United Kingdom is widely acknowledged

by supporters and critics alike. He was the first psy-

chologist knighted for his contributions to Britain.

After graduating from Oxford in 1906 and serving

as lecturer in experimental psychology at the Univer-

sity of Liverpool, he was appointed chief psychologist

for the London County Council in 1912, a post he held

until 1932. During his twenty years as a school psy-
chologist, Burt developed individual IQ tests, based on
Alfred BINET’s and Théophile Simon’s work in France,
and group intelligence tests that could be administered
in the schools. His practical tests led to the reliable
assessment of mentally retarded children and to the
educational selection system in the United Kingdom,

whichisstill partially in force.
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In 1932, he was appointed to the most prestigious

psychology chair in the United Kingdom, Charles

SPEARMAN’s chair at University College, London. Al-

though he retired from that chair in 1950 (at the age

of 67), he continued to write voluminously on nature—

nurture issues, intelligence, and school achievements

until his death in 1971.

Because Sir Cyril Burt was an outspoken advocate

of genetic influences on variation in intelligence and

achievements,he attracted manycritics as well as fol-

lowers. In 1974, Arthur JENSEN (a supporter), Ann and

Alan Clarke (former students), and Leon Kamin (a

critic) simultaneously published critiques of Burt’s data

on twins, raising questions about their veracity. All

reached the conclusion that Burt’s successively pub-

lished figures for the twins did not add up.

In 1976, his critics, led by Oliver Gillie of the Lon-

don Sunday Times, the Clarkes of Hull University, and

other British psychologists of liberal/radical political

persuasions, such as Liam Hudson, accused Cyril Burt

publicly of scientific fraud. Specifically, they accused

him offabricating data on identical twins reared apart,

a subject about which he had published several reports

showing high correlations for generalintelligence and

other cognitive abilities. Based on Jensen’s and Kamin’s

analyses of published reports, critics concluded that

Burt had invented the separated twins completely. In

addition, critics charged that Burt had inventedassis-

tants, collaborators, and co-authors, whohe said col-

lected twin data from the 1930s to the 1950s.

Three biographies were written about Cyril Burt,

one critical (Hearnshaw, 1979) and two exonerating

(Joynson, 1989; Fletcher, 1990). Hearnshaw accused

Burt not only of fabricating data on twinsbutalso of

exaggerating his contributions to the development of

factor analysis and of distorting his findings on social

class differences in intelligence. From 1979 to 1989,

Hearnshaw’s biography seemedtoseal Burt’s fate as a

fraudulent misanthrope. The British Psychological So-

ciety, which had previously held him in high regard,

officially condemned him as a fraud.

Hearnshaw claimed to have reached his negative —

conclusions about Burt after careful examination of

Burt’s diary, extensive correspondence, and volumi-

nous records left at University College, London,

and in the University of Liverpool archives. Later,

Burt’s defenders claimed that Hearnshaw’s examina-

tion of Burt’s career was anything but complete or

impartial.

Opponentsof Burt’s views of intelligence as a func-

tion of heredity and of social class differences domi-

nated Hearnshaw’s thesis that Cyril Burt was a

mentally unstable fraud in his later years. Not only

were his data on identical twins reared apart unreli-

able, perhaps nonexistent, but his earlier research on

social-class differences in tested intelligence and his

claims to major contributions to the development of

factor analysis were unjustified. In 1979, Burt’s

defenders were confused and demoralized by what

appearedto be scholarly evidence presented by Hearn-

shaw. Ten years later, Joynson and Fletcher undid

Hearnshaw’s reputation and revived Cyril Burt’s.

Oddly, this nasty confrontation over intelligence

and achievements had no implications for psychologi-

cal studies of intelligence. Cyril Burt’s researchresults

(alleged or real) and his conclusions about individual

and social-class variation in intelligence were entirely

in agreement with the preponderance of contempo-

rary research.

THREE DISPUTED ISSUES

Hearnshaw’s attack and the Joynson/Fletcher de-

fense of Cyril Burt’s work hinged on three disputed

ISSUES:

1. Cyril Burt claimed that his own contributions to

factor analysis (a method of extracting a few di-

mensions from diverse tests) were inspired by Karl

Pearson’s 1904 lecture at Oxford, where Burt was

an undergraduate. By giving credit to Pearson, Burt

seemed to diminish Charles Spearman’s claim to be

the father of factor analysis. Spearman supporters

were enraged with Burt’s claim.

Unless one was devoted to the method offactor anal-

ysis, this debate did not seem important. To measure-

mentexperts, Burt was clearly correct (e.g., Cronbach,

1979; Jensen, 1990). Spearman and Burt both contrib-

uted significantly to the development of factor analysis,

and Burt’s acknowledgment of Pearson’s ideas was

hardly reprehensible.

2. Cyril Burt claimed to have collected massive data

on the IQ scores of London school children and

their parents during the fifty years he was employed
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as a school psychologist by the London borough

and as a professor at the University of London.

Critics doubted that he analyzed any data, rather,

they proposed that he published his own prejudices

about IQ andsocialclass.

That Burt hadaccessto large bodiesof ability test data

on children by social class cannot be doubted. He de-

veloped manyof the tests and oversaw their adminis-

tration, scoring, and interpretation. Because Burt’s

data were destroyed immediately after his death, it is

impossible to know whether he actually had the data

in his possession. He certainly could have visited files

in the central schooloffices in the preceding fifty years

to compile his reports. Were it not for allegations

about other missing data, the school data would seem

less suspicious.

Burt’s interpretations of the social-class and IQ data

are consonant with contemporary theory about trans-

mission of intelligence from parents to children and

the relationship between ability and social mobility in

industrialized societies. Neither the reported results

nor Burt’s conclusions vary much from those of other

investigators, whose dataare not in doubt (e.g., Herrn-

stein; Horn, Loehlin & Willerman; Jensen; Scarr &

Weinberg).

It is ironic that Burt is accused ofclass bias; in fact,

he developed tests to select bright children from

working-class families into elite grammar schools and

universities. Tests are less class biased than teachers

are, he thought. Burt was fond of pointing out that

the majority of bright students came from disadvan-

taged backgrounds. The sameclass bias exists in the

United States, based on ignorance of the benefits that

standardized tests can afford talented but socially dis-

advantaged children.

3. Did Cyril Burt fudge, or even invent, data on iden-

tical twins reared apart to support his views on

heredity? Burt published several reports from 1943

to 1960 on IQ test scores, educational attainments,

andphysical development of genetic relatives, in-

cludingidentical twins reared apart. As the samples

reportedly grew, some of the correlation coefh-

cients did not change—an unlikely outcome,

which led both Arthur Jensen and Leon Kamin to

question the validity of Burt’s reports.

In Joynson’s view, Burt probably reported the same

correlations in subsequentarticles when no new data

had been collected. However, the unchanging corre-

lations were not concentrated in the intelligence data,

nor in the identical twin correlations. Rather, most of

the unchanging correlations were in the physical data

and for relatives other than separated twins.

The circumstances under which Burt collected data

on separated twins are hazy. Exactly when, where, and

how he came across separated twins and who actually

tested them are matters of great dispute. Critics sus-

pect that no such tests were ever given. Supporters

take a more benign view: That Burt came across sep-

arated twins in his work with the schools and collected

the pairs across many years. But where are the data?

Given the emergency evacuation of the University of

London to Wales during World WarII and the bomb-

ing of recordsat University College, it is not surprising

that Burt was separated from his data. He claimed to

have found them serially over twenty-five years. No

one will ever know whether Burt had separated-twin

data or not.

Consensus exists among combatants in the Cyril

Burt scandal on one point: He wascareless, if not de-

vious, about reporting details of samples and testing

procedures. Carelessness may render his data useless

but does not itself constitute proof of scientific fraud.

The loss of Cyril Burt’s intelligence data is largely

irrelevant to contemporary studies of intelligence. As

even his critic Liam Hudson (1989) suggested, scien-

tific standards have changed over the past century.

More importantcertainly are his contributions to mea-

surement, his developmentofability tests, and his the-

oretical work on the nature of intelligence. Others

have collected data that support Burt’s major theoret-

ical contributions.

(See also: HERITABILITY; HIERARCHICAL THEORIES OF IN-

TELLIGENCE; TWIN STUDIES.)
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CARROLL, JOHN B. (1916-—  ) John B.

Carroll is among the most prolific and influential of

the world’s psychologists and students ofintelligence.

His publications number 475 (and counting) and span

more than fifty-five years, from his study of diversity

of vocabulary usage (1938) to his spectacular review

and synthesis of theory and research on human cog-

nitive abilities (1993). A seminal contribution was The

Study of Language (1953), which effectively introduced

linguistic issues to psychology. His work is widely cited

in today’s literature on intelligence, psychometrics,

reading instruction, psycholinguistics, and foreign lan-

guage learning. In the literature surveyed for a recent

annual Social Sciences Citation Index (Institute for Sci-

entific Information, 1993), seventy-five of his writings

(from 1945 to “in press”) were cited at least once.

JohnBissell Carroll was born June 5, 1916, in Hart-

ford, Connecticut, of an English father who wasin the

insurance business and a New England mother and

homemaker. Carroll (1980, 1985) reports, of his early

years in Hartford, that before grade school he was

taught to read by his aunt. Prior to high school, he

read “history, antiquities, and the best American and

English authors of the nineteenth century” in his

grandfather’s library. In Hartford Public High School,

he learned not only Latin but also Greek—“three

years of it”; in his spare time, he read texts in French

and German and studied in the Hartford Library the

grammars of Sanskrit and Armenian.

At age 13, Carroll attended a lecture at the Hart-

ford Children’s Museumon the Aztec and Mayan In-

dians of Mexico by Benjamin Whorf, who mentioned

his interest in Nahuatl and other native Mexican lan-

guages. Whorf workedfor a fire insurance companyin

Hartford and wasa student at Yale with Edward Sapir.

Carroll talked with Whorf after the lecture, and for

many years they met regularly and worked together

on translations from the Nahuatl and on Whorf’s ef-

forts to decipher Mayan hieroglyphics. Carroll also

learned phonetics, phonemics, and other aspects of

linguistics that Whorf was learning from Sapir.

Carroll majored in classics at Wesleyan University,

andgraduated with highest honors in 1937. In 1936,

with Whorf’s encouragement, Carroll had become a

memberof the Linguistic Society of America. Also at

Whorf’s suggestion, Carroll attended the Linguistic In-

stitute at the University of Michigan in the summerof

1937, where Sapir was a faculty member. Whorf and

Sapir discouraged Carroll from graduate study in lin-

guistics, the discipline of -his choice, because career

opportunities appeared to be limited. He was encour-

aged to study the psychology of language instead. In

1937, at the University of Minnesota, he became the

first graduate student of B. F. Skinner, whom Carroll

(1980) describes as “a promising psychologist with an

interest in language and language behavior.”

Carroll’s dissertation project was influencedless by

Skinner’s interests than by his own, which included
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applying statistics to language (Carroll, 1938), and by

those of L. L. THURSTONE, whose visiting lecture at

Minnesota introduced Carroll to factor analysis as a

means for deriving the structure of verbal abilities.

During the summerof 1940, at Thurstone’s laboratory

at the University of Chicago, Carroll analyzed data he

had collected that spring. A version ofhis dissertation,

“A factor analysis of verbalabilities,” was published in

Psychometrika (Carroll, 1941) and continues to stand as

a valid analysis of the structure of verbal abilities.

From 1940 to 1944, Carroll was successively in-

structor in psychology and education at Mount Hol-

voke College, instructor in psychology at Indiana

University, and lecturer in psychology at the Univer-

sity of Chicago. His teaching assignments included

courses in statistics, tests and measurements, and per-

sonnel psychology. As a personnel psychologist, he

served from 1944 to 1946 as aviation psychologist,

U.S. Naval Research (ensign to lieutenant), and from

1946 to 1949 as research psychologist, Department of

the Army, in Washington, D.C.

In 1949, Carroll accepted a faculty position at the

Harvard Graduate School of Education in educational

measurementandstatistics, where he rose from assis-

tant professor to Roy E. Larsen Professor. From 1967

to 1974, he was senior research psychologist, Educa-

tional Testing Service, Princeton, New Jersey. In 1974,

he became William R. Kenan, Jr., Professor of Psy-

chology and director of the L. L. Thurstone Psycho-

metric Laboratory at the University of North Carolina

at Chapel Hill. In 1982, he formally retired from the

faculty, but remained active in both research and

teaching.

Carroll has been a memberof the Linguistic Society

of America since 1936 and a life member since 1952.

A member of the American Psychological Association

(APA) since 1939, he waselected a fellow in 1948 and

president of the Division of Educational Psychology

for 1966-1967. His membership in the Psychometric

Society dates from 1940; he was also its secretary

(1952-1955) and president (1960-1961). In 1965, he

became a founding memberofthe National Academy

of Education and served as vice-president from 1977

to 1981. He also has been a memberof the American

Association for the Advancementof Science (where he

was a Fellow), the Modern Language Association of

America, the Psychonomic Society, the National

Council of Teachers of English, the National Confer-

ence on Research in English, the Association for Com-

putational Linguistics, and the American Council of

Teachers of Foreign Languages.

In 1970, Carroll received the E. L. THORNDIKE

Award from the Division of Educational Psychology of

APA for distinguished service to educational psychol-

ogy. In 1971, he was awarded the Diamond Jubilee

Medal bytheInstitute of Linguistics (London), and in

1980 he won the Educational Testing Service Award

for Distinguished Service to Measurement. The Uni-

versity of Minnesota bestowed on him the honorary

Doctor of Science degree in 1986. He won the Distin-

guished Research Award from the National Confer-

ence on Research in English in 1990, and in that year

was also honored at the annual Roundtable Meeting

on Language Teaching by the School of Languages and

Linguistics, Georgetown University. In 1993, he was

invited to present the Spearman Lecture at the Spear-

man Seminar in Plymouth, England.

AmongCarroll’s significant publications directly re-

lated to intelligence are those of 1941, 1976, 1978,

1982, and 1993. The most extensive, by far, is Human

Cognitive Abilities (Carroll, 1993). In that volume, Car-

roll reviews the history of intelligence measurement

and evaluates competing theories of human intelli-

gence. He reanalyzes a total of 461 earlier studies of

the structure of cognitive abilities, employing a uni-

form method for analyzing these many sets of data.

From the results, Carroll derives a “three-stratum the-

ory” of cognitive ability, compares it with alternative

theories, and presents its implications for public policy

on ability testing and on other educational and social

policy issues. The book is important not only for its

textual content, but also for its comprehensive sev-

enty-five-pagelist of references to the scientific liter-

ature on intelligence and its measurement.

(See also: FACTOR ANALYSIS.)
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LYLE V. JONES

CASE REPORTS Thecase report is a written

record of a psychological evaluation. It is intended to

communicate the results of the assessmentin an easily

understandable form that indicates what actions need

to be taken. Reports take many forms, depending on

the examiner’s orientation and training, the purposes

of the evaluation, the background and qualifications of

the targeted readers of the report, the complexity of

the tests used in the evaluation, and so forth. Though

they adhere to no single blueprint, virtually all case

reports have commonfeatures, whether they are writ-

ten for evaluations conducted in schools, clinics, hos-

pitals, industries, prisons,or private practices; whether

they focus primarily ontests of intelligence, personal-

ity, adaptive behavior, neuropsychological functioning,

educational achievement, or personnel selection; and

whether they are intended for parents, teachers, psy-

chologists, physicians, clients, or some combination of

these audiences.

A case report should focus squarely on the individ-

ual being assessed, not on the tests used for that as-

sessment. It must present clearly written, insightful

interpretations of the test data that take fully into ac-

count the person’s particular background circum-

stances and test behaviors. It should avoid jargon and

communicate in the language of the intended reader.

Case reports serve the dual functions of providing

permanent records of evaluations and providing rec-

ommendations for future actions. Reports are orga-

nized in many ways, but the following sections should

alwaysbe included:reason forreferral, backgroundin-

formation, appearance and test behaviors, test results

and interpretation, summary, and recommendations.

Any evaluation is conducted for a reason, usually a

problem of somesort. The reasonfor referring an in-

dividual for a psychological evaluation is stated clearly

at the beginning of the report. The report should be

written with the referral questions clearly in mind.

Ideally, the report will include specific recommenda-

tions that address the referral questions.

The section on background information should

include pertinent facts about the person’s medical

history, educational history, family environment, so-

cioeconomic status, interests and hobbies, previous

test scores, and any additional information pertaining

to the reason for referral. For the examiner’s protec-

tion and for future reference, one should document

the sources of the information, for example, school

records, a previous psychological report, medical rec-

ords or reports, an interview with the person or a

parent or therapist, and so forth.

The section on appearance and test behaviors,

sometimes a neglected or hastily written part of the

report, requires care and attention. A crisp description

of the individual’s appearance and characteristic be-

haviors helps paint a concrete picture of the examinee

and enables the reader to visualize the person func-

tioning within the testing situation. A keen under-

standing of the behaviors may also help explain some

of the fluctuations in the test profile. Behaviors need

to be interpreted, not merely listed; a person’s knock-

ing some test materials on the floor can reflect poor
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tolerance of frustration for a specific failure, general-
ized anger or hostility, passive aggression, or clumsi-
ness. The reader needs to know the examiner’s

interpretations of the behaviors and to understand

consistencies and exceptions to the behavior patterns

noted. At the same time, the examiner should support

hypotheses about the person with specific behavioral

referents. References to the individual as distractible,

anxious, insecure, overconfident, poorly coordinated,

or verbose are more meaningful if they are supported

with observed behaviors. And although the examiner’s

observations are usually limited to interactions during

the evaluation, the report should address behaviors at-

tributed to the person by others, as stated in the back-

groundsection. It should also generalize the observed

behaviors to probable behaviors in the real world—

which a one-on-one testing situation decidedly is not.

The section on test results and interpretation

should include list of all tests administered. Major

test results should be given first, with test scores ex-

pressed numerically and with appropriate attention to

errors of measurement. Scores should be translated to

metrics that will communicate effectively to the reader

(for example, percentile ranks are more readily un-

derstood than standard scores), and should include

common-sense verbal explanations of the numerical

results. Statistically significant discrepancies within

profiles should be indicated, and peaks and valleys in

a profile should be interpreted in the context of the

background information and clinical observations of

behavior reported in the previous sections of the re-

port. If several instruments are administered, the re-

sults of each separate test might reasonably be

discussed sequentially. The interpretation of results,

however, should always be integrated across instru-

ments. A finding on a test ofintelligence should be

cross-validated on tests of language or visual-motor

coordination or personality. For example, if an adoles-

cent is believed to display a moderate-to-severe visual-

perceptual problem on the Wechsler Block Design

subtest and ontests of visual-motor integration, errors

in the interpretation of details in some Thematic Ap-

perception Test pictures might relate directly to the

perceptual problem, and not, say, to a thought disor-

der.

In the test results section, hypotheses about the

person’s overall functioning are specified and the evi-

dence of support (and rejection) of these hypotheses
in test data, background information, and test behav-
iors is evaluated. The hypotheses mayrelate to theories
that underlie the tests. They need to be psychologically
meaningful. They need also to have a practical focus:
They should be relevant to the problem for which the
person wasreferred. They should indicate recommen-
dations for intervention or other action. The results
section should reach a dynamic integration of every-
thing that is known about the person prior to the as-

sessment and learned during the actual evaluation.

All case reports require a summary. Some individ-

uals may need to abstract the essential findings, as

quickly as possible, from a stack of case reports, and a

well-written summary facilitates that task. The sum-

mary should provide a concise statement of the reason

for referral, key background facts, behavioral charac-

teristics, test results, hypotheses, and recommenda-

tions for taking appropriate action. Such actions may

include suggestions for a type of therapy, educational

intervention, enrollment in a school or program,

change in medication, further testing, examination by

a specific type of physician, selection of a particular

job or training program, or modification of an existing

environmental situation. These suggestions must ad-

dress the referral questions and deal with issues

learned during the evaluation process.

The case report thus is a well-written, cohesive

document focused on the person being evaluated. It

serves as a valuable file copy for future reference. It

offers an insightful, integrated interpretation of the

test and behavioral data, and provides meaningful sug-

gestions for dealing with the referral issues. There is

software for generating computerized case reports, but

good report writing requires the experience andskills

of one who has carefully studied the behavior of

people.
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CATTELL, JAMES McKEEN (1860-1944)

James McKeenCattell was born May 25, 1860, the son

of the president of Lafayette College, in Easton, Penn-

sylvania. His early childhood experiences were influ-

enced by the intellectual environment of his home.

Cattell attended Lafayette and received an A.B. in En-

glish before moving to Europe, where he studied phi-

losophy with Rudolf Hermann Lotze in Gottingen.

There he was introduced to a reconciliation between

religion and positivism. Following Lotze’s death, which

affected Cattell profoundly, he briefly returned to the

United States, where he studied philosophy at Johns

Hopkins University. In 1883, he returned to Europe

to continue his studies for three years with the preem-

inent psychologist of the time, Wilhelm Wundt. Cat-

tell reported (1928) that he brazenly announced to

Wundt, “Herr professor, you need an assistant, and |

shall be your assistant.” His purpose was to establish

an objective approach to experimental psychological

studies, and he managed to fashion some tools to do

this.

After completing his work for his doctorate in

1886, Cattell went to Cambridge University and en-

rolled in St. James College, with the aim of studying

medicine, as had many psychologists of that time(e.g.,

Wundt, Hugo Munsterberg, William James, and Sig-

mund Freud). He met and becameinterested in the

work of Sir Francis GALTON, to whom Cattell said that

he was the greatest man he had ever met (Cattell,

1929). Galton’s work on individual differences—and

its obvious importance to human intelligence—was of

particular interest to Cattell. Galton’s influence per-

meates much of Cattell’s later work, especially the

possibility of measuring all abilities and capacities and

usingstatistical and experimental devices.

In 1889, Cattell accepted a position in psychology

at the University of Pennsylvania, which is alleged to

have been the first designated chair in psychology. In
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1891, he accepted a post at Columbia University,
where he worked until 1917, mainly as professor of
psychology (but also as chair of philosophy and an-
thropology); during this time, Columbia produced
more doctorates in psychology than any other univer-
sity. Cattell counted Robert S$. Woodworth and Ed-
ward Lee Thorndike amonghis students.

Cattell was 32 years old when the first convention
of the American Psychological Association (APA) was
held in Philadelphia. In the report by the secretary,
Morris Jastrow, the following passage is noted: “The
invitation of Prof: Cattell to meet at Columbia College,
December 27 and 28, was accepted.” At age 35, Cattell
was the fourth president of the APA (1895), following
G. Stanley Hall, George Trumbull Ladd, and William
James. In 1901, Cattell wasthe first psychologist to be
appointed to the National Academyof Sciences, al-

though somehave suggested that his election may have

been attributed to his professional editorial activities

as muchasto his scientific work (see Hilgard, 1987).

His election was an importanthistoric event for psy-

chology—-since the academy was then recognizing the

scientific value of psychology. Along with James Bald-

win, Cattell founded the journals of the Psychological

Review Company,including Psychological Review, which

he coedited from 1894 to 1904. In 1895, he bought

the journal Science, which, after Cattell’s death in 1944,

was acquired by the American Association for the Ad-

vancement of Science (AAAS).

Cattell’s contributions in the field of intelligence

were mainly (1) his effort to develop a standardized

procedure for the psychological testing of college stu-

dents, (2) his participation in the organization of var-

ious professional associations, and (3) his founding of

organizations for applied psychology—suchasthe Psy-

chological Corporation (which supplied psychological

testing and services to business and industry)—and

professional publishing. His early work with Livings-

ton Farrand (Cattell & Farrand, 1896) on the physical

and mental measurements of Columbia University stu-

dents, was focused on the importance of standardized

measurements of intelligence—a feature of intelli-

gence testing that was soon to be provided bytheearly

twentieth-century work of Lewis TERMAN and his

Stanford-BinetScale.

Cattell’s work in mental testing was augmented by

his enormous contributions to professional and science

publishing. He edited the American Naturalist (from
1917), Popular Science Monthly (from 1900), Science
Monthly (from 1915), and School and Society (1915-
1939). Throughouthis professional career, he was in-
terested in individual differences and, in 1906, he was
responsible for the publication of American Men of Sci-
ence—whichgave brief biographies of 4,000 men and
women. Cattell also evaluated the prominence of each
scientist by awarding a star to eminent scholars; fur-
ther, he introduced a system in which ten competent
leaders in each scientific field evaluated the merit of
respective scholars and assigned a rank orderto each.

(This technique seems to be fashioned after a similar

rating scale of 200 eminent psychologists done by Cat-

tell in 1903. At that time, William James wasfirst,

followed by Cattell.)

In 1917, Cattell was discharged from Colum-

bia University after many years of contention with

its president, Nicholas Murray Butler. After leav-

ing, Cattell continued his editorial work, especially

through his Science Press, and in 1921 he founded

and became president of the Psychological Corpora-

tion. The corporation supplied business and indus-

try with psychological services, including a number

of tests in the field of mental measurements. In 1925,

Cattell was elected president of the AAAS and, in

1929, president of the International Congress of Psy-

chology. In 1932, he began publication of Leaders in

Education.

James McKeen Cattell is today knownas a pioneer

in psychology, as a teacher, researcher, writer, and

publisher—as one whoestablished journals and orga-

nizations in the sciences, social sciences, and especially

in psychology. His work on individual differences,

likely inspired by Sir Francis Galton, and the establish-

ment of standard procedures for the evaluation of

mentalabilities had direct impact on the development

of his students and on modern measures of human

intelligence.
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CATTELL, R. B. (1905—  ) Raymond Ber-

nard Cattell was born in Staffordshire, England, in

1905. Long a Distinguished Research Professor at the

University of Illinois, he is regarded as one of the out-

standing factor-analytic researchers in the fields of

ability and personality. He was educated at Torquay

Grammar School in Devonshire and won a county

scholarship to Kings College, University of London.

He studied chemistry there, graduating with a first

class degree in 1924. He became interested in psy-

chology, and completed his Ph.D. under Cyril BuRT,

while an assistant at the London Child Guidance

Clinic. He waslater awarded the DSc by London Uni-

versity for his contribution to the study of ability and

personality.

After receiving his Ph.D. in 1927, he became a lec-

turer in the Education Department of the University

College of the South West, Exeter (now the University

of Exeter). In 1930, he married Monica Rogers and

they had one child, Hereward Seagrieve. In 1932 he

becamedirector of the City of Leicester Child Guid-

ance Clinic, one of the first child-guidance clinics in

the United Kingdom, where he remained until 1937,

when he left for America to work with Edward

THORNDIKE. From 1938 to 1941 he wasthe G.Stanley

Hall Professor of Genetic Psychology at Clark Univer-

sity, and from 1941 to 1943 he wasa lecturerat Harvard.

He was then appointed to the psychology department

of the University ofIllinois at Urbana as Research Pro-

fessor of Psychology. He remained there until his re-

tirement, when he took up an Emeritus Professorship

at the University of Hawaii.

It was at Illinois that most of his best-known work

in humanintelligence and abilities was completed, but

it should be noted that, unlike many academic research

psychologists, Cattell had practical experience in the

child-guidance clinic, and this experience informsall

his theory and research. Similarly, his training with

Burt, who wasalso an applied psychologist, was influ-

ential in this respect.

Cattell has published about forty books and more

than 400 papers. These publications illustrate with

greatclarity the contribution of Cattell to the study of

intelligence. As this brief description of his education

and career indicates, Cattell is part of the so-called

London School of Psychometrists, founded by Charles

SPEARMAN.Indeed, together with H. J. EYSENCK heis

one ofits last survivors. This background is evident

throughout his work, whichfalls into two stages. Some

of Cattell’s earliest research was concerned with the

measurement of intelligence and its factor-analytic

structure (1940, 1943). He then turned to the study

of personality, for which he is probably best known

(1977). In the 1960s, however, he turned his attention

again to intelligence (1971), because improved factor-

analytic methods (for which he andhis colleagues were

partly responsible) and more powerful computers

madepossible the resolution of the factor structure of

abilities. His 1971 book contains a detailed account of

his views of and workin intelligence. Various aspects

of the field are dealt with, as set out below.

The Factor Structure of Abilities. Cattell is

probably best known for his factor-analytic work. He

has argued that FACTOR ANALYSIS is an ideal approach

to the complexities of real-world psychology.’ He has

developed and applied the techniques to a huge range

of psychology. In the field of ability, he has claimed

that there are two factors that are supremely impor-

tant——-FLUID AND CRYSTALLIZED INTELLIGENCE (1940,
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1943, 1971, 1976, 1977, 1986, 1991). These two fac-

tors are those actually measured by old-fashioned in-

telligence tests such as the Wechsler scales and

Stanford-Binet. Fluid ability is a kind of reasoning abil-

ity hypothesized to be highly influenced by genetic

constitution. Crystallized ability reflects how fluid ability,

affected by many environmental influences over the

course of development,is manifested in the set of skills

valued in a culture. Thus, in the United States or in

Great Britain, crystallized ability can be seen in aca-

demic achievement, in high earning capacity, and in

holding responsible and important jobs. In other cul-

tures, fluid ability may be invested in different skills.

In this view, the older notion of g, or generalability,

has been split into these two correlated factors.

For Cattell,

measurement is central to a scientific psychology.

Measurement of Intelligence.

Since, as has been seen, intelligence is not a unitary

factory, Cattell’s intelligencetests differ from the stan-

dard measures. Forfluid ability, Cattell developed the

Culture-Fair Intelligence Test (1940, 1971), which is

intended to minimize the effects of the environment

and to measure,as far as is possible with a pencil-and-

paper test, innate reasoning ability. For crystallized

ability, Cattell used his Comprehensive Ability Battery

(1971, 1976, 1991), which measures the separate but

correlated factors that comprise crystallized ability.

The Inheritance of Intelligence. This is, per-

haps, the most controversial aspect of Cattell’s work

on intelligence. He and his coworkers developeda sta-

tistically highly sophisticated approach to the study of

the HERITABILITY of all traits, not just intelligence

(1982). Applying these methods in samples of people

gathered from different societies around the world,

Cattell concluded that approximately 65 percent of

the individual-differences variance in fluid ability can

be attributed to genetic factors, the rest being deter-

mined by environmental factors and by measurement

error. It must be stressed that the reference here is to

variability between individuals in samples. The figures do

not refer to any particular individual. This figure will

vary in different populations, depending on their ge-

netic similarity and the variability in the opportunities

in the environment. In India, for example, where there

is enormousvariability in environmental opportunities

compared with England, the environmentis likely to

be more influential. Cattell’s biometric analyses allow

the study ofthe effects of gene dominance, assortative

mating, and a further analysis of environmental influ-
ences into the shared and unique experiences of indi-
viduals.

Application in Occupational Selection. —Cat-

tell has always been concerned with the practical ap-

plication of his work. Intelligence and ability testing

are parts of his approach to occupational selection.

Relevant tests are given, together with tests of person-

ality and motivation, andselection for a particular job

is determined by appropriately weighting the scores—

what Cattell refers to as specification equations (1976,

1986).

Application to Educational Psychology. Cat-

tell first worked in a department of education and in

educational psychology. In the tradition of Burt, he

reasons that it is impossible to estimate howwell a

child is doing at school unless his or her abilities (both

fluid and crystallized ability) are known. Furthermore,

for selection, as was the case with occupations, Cattell

has demonstrated that a high level of prediction (with

correlations of about .6) of academic successis possible

if ability, personality, and motivation tests are used

(1963, 1977).

Theoretical Psychology.  Cattell’s studies of

intelligence were only one aspectofhis factor-analytic

approach to human psychology, which included the

study of personality, motivation, states (1977), and in

principle, at least, situations. Essentially, Cattell for-

mulated a psychometric model of personality in which

any behavior could be specified and predicted by an

individual’s weighted scores on the main ability, per-

sonality, and dynamic factors, measures of which can

be found in Cattell’s work (see Cattell & Kline, 1977,

for a summary). Thus his occupational and educational

workare really only instances of his more general the-

oretical model.
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PAUL KLINE

CHILD AND ADOLESCENT INTELLI-

GENCE

that one can point to and say, “That’s it. That’s what

It is clear that there is no single concept

psychologists mean by intelligence.” When psycholo-

gists get downto the business of studying intelligence,

it means something different to each of them. This is

nowhere more true than in the study of intellectual

development, where research has varied greatly in its

concentration on empirical questions about which

abilities are present at which age levels versus theo-

retical questions about the ultimate nature of intelli-

gence.

At the extremities of the life-span, the empirical ori-

entation has predominated. This is because questions

aboutintellectual competenceor thelackofit are sig-

nificant at the beginning and the end of life. As life

begins, it is natural to wonder how long it will be

before abilities such as basic numerical concepts

emerge (see INFANCY; INFANT TESTS AS MEASURES OF

EARLY COMPETENCE). Aslife ends, it is natural to won-

der which abilities are sensitive to the ravages ofaging

and which are resistant (see AGING AND INTELLIGENCE).

Between these poles, the study ofintellectual de-

velopment has been much more theoretical. During

child-to-young-adult development, in particular, re-

search has revolved around a succession of high-alti-

tude pictures of what adult intelligence is like and,

therefore, of where intellectual developmentis going

and what its purposes may be. Four metaphors have

emerged in twentieth-century research: associationism,

logicism, computationism, and intuitionism.

ASSOCIATIONISM

The purpose of any metaphor is to make some

sense of dark and inexpressible subjects and to help

researchers decide what to study. During the first half

of the twentieth century, psychology as a whole was

dominated by a metaphor that had been imported

from British empiricist philosophy, associationism. As-

sociationism’s core thesis was that the mind is gov-

erned by what John Locke had termed “the association

of ideas.” According to this theses, what wecall] rea-

soning or intelligence reflects an underlying organiza-

tion in which ideas become interconnected because

they have occurred close together in time (association

by contiguity), or they resemble each other in some

noticeable way (association by similarity), or they dif-

fer in some noticeable way (association by contrast).

The vehicle for associationism in psychology was

stimulus—response learning theory. Learning was treated

as the premier intellectual process, especially learning

in the sense of forming associations between specific
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stimuli (e.g., the soundofa bell) and specific responses

(e.g., salivation). In intellectual development, emphasis

was placed on distinctions between different types or

styles of learning that were thought to be indigenous

to different age levels. The most influential of these

distinctions, historically, was between a primitive

learning style that predominates during infancy and

early childhood and a more advanced style that pre-

dominates during later childhood and adolescence

(e.g., Stevenson, 1972). The primitive style consisted

of rote memorization of the surface features of stimuli,

and it was variously called absolute learning, com-

pound learning, nonmediational learning, and object

learning. The advanced style involved going beyond

the surface features of stimuli and bringing conceptual

knowledge to bear, and it was variously called com-

ponent learning, concept learning, mediational learn-

ing, andrelational learning.

The two learning styles can be understood by con-

sidering a procedure that was used to diagnose

them—a technique called discrimination transfer, first

popularized by Kenneth Spence in the 1930s. The pro-

cedure consists of two phases, whichare illustrated in

 

Phase 1: Learning|

 

 

      

win win

lose lose

Figure I

Figure 1. During the first (or learning) phase, children

study a series of stimuli that vary along somefamiliar

perceptual dimensions(shapeand size in the example).

They are told that some stimuli are winners and the
rest are losers and that their task is to learn which are
which. Then they receive a series of trials in which

they are asked to guess theclassification of each stim-

ulus, and they receive feedback about the correctness

of each response. Children could learn this task in

either of two ways: (1) by memorizing the classifica-

tions of individual stimuli (large square = winner,

small square = winner, large circle = loser, small

circle = loser), or (2) by acquiring a rule that applies

to all of the stimuli (squares are winners). The second

(or transfer) phase determines which style was opera-

tive during the first phase. Once the task is learned,

the winner-loser classifications are changed without

warning, and children must now learn the new clas-

sifications. As can be seen in Figure 1, the changein-

volves either staying with the previously relevant

dimension (top-right stimuli) and reversing classifica-

tions along that dimension (the two circles are now

the winners), or switching to the other dimension
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A typical discrimination transfer test for diagnosing the incidence of primitive and advanced learning

styles in children
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(bottom-right stimuli) and assigning classifications

along that dimension (the small stimuli are now the

winners). The second form oftransfer will be easier if

children simply memorized the original classifications

of individual stimuli because two of them retain their orig-

inal classifications. But, the first form of transfer will be

easier if they learned a rule based on shape because

shape is still the relevant dimension. Many studies con-

ducted from the late 1940s onward showedthat dur-

ing childhood and adolescence, the primitive form of

learning became progressively less frequent while the

advanced form of learning became progressively more

frequent (Kendler & Kendler, 1962).

LOGICISM

By the 1960s, it had become commontocriticize

discrimination transfer tasks on the ground that they

were too simple to capture the complex changes in

reasoning that are the real essence of intellectual de-

velopment. The notion that a more complex, high-

cognitive metaphor was needed crystallized after a

conference on “Thought in the Young Child” that the

Science Research Council sponsored in 1960. That

conference focused on the work of the Swiss psychol-

ogist Jean PIAGET. a se

Piaget had promulgated a high-cognitive metaphor

that went on to dominate research on child and ado-

lescent intelligence for the next two decades. During

the 1930s, Piaget had studied mathematical philosophy

intensively to prepare for a course in the history of

science that he was teaching at the University of

Geneva. As he later told the story, those studies

convinced him that formal logic—the systematic gen-

eration of valid inferences through rigorous deductive

analysis of premises—was anideal metaphorfor adult

intelligence.

The adoption of this metaphor implied that intel-

lectual development could be viewed as progress

toward the sort of formalized logical reasoning oper-

ations that are found in mathematics and science (Pi-

aget, 1953). Piaget implemented this view in many

ingenious studies of the growth of mathematical and

scientific reasoning during childhood and adolescence.

Eventually, a grand, four-stage model of intellectual

development emerged from this work (Piaget & In-

helder, 1969). Except for the first stage, which dealt

withinfancy,all of the stages were concerned with the

acquisition of competencies that have a strong logical

flavor (see PIAGETIAN THEORY OF DEVELOPMENT).

An example of a tool for studying transitive infer-

ence is exhibited in Figure 2. Children are shown a

series of three rods (A, B, C) that differ in length by

small amounts. The relationships between the adjacent

pairs in the series are demonstrated for them (A > B,

B > C). They are then asked to deduce the relation-

ship between the nonadjacent pair (A > C) from these

premises but in the presence of a visual illusion

 

|Transitivity of Length
 

   
A B C

Premise inputs:

(1) A longer than B

(2) B longer than C

Figure 2
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(Muller-Lyer arrowheads) that makesit look as though

the relationship is the opposite of whatit actually is

(A < C). Piaget found that preschool children (pre-

operational stage) wereillogical; they could not deduce

the true relationship at all and were taken in by the

visual illusion. Elementary school children (concrete-

operational) exhibited somelogical competencein that

they could deduce the true relationship despite the

visual illusion. However, they were not fully compe-

tent. Although they could deduce the relationship if

premises were presented concretely (the rodsin Figure

2), they could notif the presentation was purely verbal

(e.g., John is taller than Jim. Jim is taller than Don.

Who’stallest?). This more abstract logical competence

was not detected until adolescence (formal-operational

stage).

COMPUTATIONISM

In the late 1970s andearly 1980s, logicism was sup-

planted by the third metaphor, computationism. Com-

putationism retained Piaget’s emphasis on studying the

development of complex reasoning, but simpler en-

abling mechanisms(e.g., short-term memory capacity)

also became important. It substituted the computer for

deductive logic as the basal metaphor: Information was

said to be “stored” in symbolic mental representations,

and thinking was said to involve “retrieval” of com-

putational operations followed by “computations” per-

formed on information stored in the representations.

In the study of child and adolescent intelligence,

the vehicle for this metaphor has been information-

processing theory (e.g., Klahr & Wallace, 1976). The

 

key feature of this approach is that it views adult in-

telligence in terms of cognitive architectures called

information-processing Systems. These systems consist of

(1) distinct memory stores for representing informa-

tion; (2) operations for transferring information from

one store to another; and (3) operations for perform-

ing computations on information housed in memory

stores. A very simple example of such a system is

shown in Figure 3. There are two memorystores,

short-term (very small capacity) and long-term (very

large capacity), two transferral operations (search and

retrieve), and an indefinite number of computational

operations stored in long-term memory. To solve a

reasoning problem such astransitive inference (Figure

2), children first encode symbolic representations of

the premise relationships into short-term memory.

Then, they use the representations as cues to search

and retrieve computational operations from long-term

memory. Finally, they deduce the A-C relationship by

computing the answer from the premise representa-

tions in short-term memory.

Computationism led to two critical advances in

our understanding of intellectual development.First,

because information-processing systems consist of dis-

tinct components—-memory stores, transferral oper-

ations, computational operations—there were now

more sources of developmental change than simply

improvements in logical competence. Astransitive in-

ference ability improves,it could be, as Piaget thought,

because basic logical competence is being acquired.It

could also be because children are becoming better

able to encode problem information into short-term

memory, because the capacity of short-term memory
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is increasing, because children are becoming better at

retrieving computational operations, and so forth. Sec-

ond, a consistent finding of research has been that

these noncompetence components play much more

prominentroles in intellectual development than do

improvements in logical competence. With manyrea-

soning problems, it has been found that the basic log-

ical competence to solve them is present in 4- and

5-year-olds, but that the information-processing com-

ponents that are necessary to implement that com-

petence develop gradually during childhood and

adolescence.

INTUITIONISM

A fourth metaphor, intuitionism, has now become

prevalent. Adoption of this metaphor was fomented by

a shift in our understanding of just how logical adult

intelligence is. The Piagetian and information-process-

ing traditions agreed on a fundamental point: Logic is

a good model for adult intelligence. The dispute be-

tween them was about whether age improvements in

reasoning are due to acquisition of logical competence

per se (Piaget) or to refinements in the support sys-

tems that implement that competence (information

processing).

During the 1980s, the notion that adult intelligence

is fundamentally logical was challenged by both devel-

opmental and adult research. In developmental re-

search, it was found that some of the most elementary

mathematical andscientific principles, ones that Piaget

claimed were understood by late childhood, are never

understood at any age level, even by mathematicians

and scientists. Probability is a prominent example:

Even statisticians regularly give answers to probability

problemsthat violate the basic laws of probability the-

ory. Other principles seem to be understood during

childhood when onetask is used to measure them, but

seem to be absent even in college students when a

slightly different task is used. For example, most third

graders seem to understand conservation of weightif

concrete objects are used: When asked if the relative

weight of two clay balls will change if one of them is

flattened into a pancake, most third graders will say

no. But if college students are asked “Would you

weigh more if you were standing orsitting,” they al-

most never say “no difference.” Turning to adult re-

search, studies of judgment and decision making in

everyday situations (purchasing groceries, selecting

medical treatments, choosing investment plans) have

repeatedly found that even the simplest decisions do

not involve logical reasoning, but instead, are governed

by rules of thumb, biases, and other nonlogical prin-

ciples.

Naturally enough, such results have encouraged the

view thatadult intelligence is overwhelmingly intuitive

rather than logical. Fuzzy-trace theory (Brainerd &

Reyna, 1990, 1993) has implemented this view in the

study of intellectual development. This theory differs

radically from the Piagetian and information-process-

ing traditions in the sense that its objective is to ex-

plain how intelligence becomes progressively more

intuitive during childhood and adolescence, rather

than how it becomes progressively more logical. Ac-

cording to fuzzy-trace theory, intelligence is intuitive

because of(a) gist extraction combined with (b) fuzzy-

processing preferences. Point a refers to the fact that

whenproblem information is encoded into memory,it

leads to simultaneous retrieval of other memories

(gists) that capture simple patterns in the information.

Point b refers to the fact that there is a strong pref-

erence during reasoning for processing streamlined gist

memories rather than memories of the actual problem

information.In transitive inference, for example, it has

been found that presentation of the adjacent relation-

ships leads to retrieval of global spatial patterns such

as “big things start on the left” (point a). It has also

been found that inferences are madeby processing that

pattern with a simple perceptual operation (“A is to

the left of C”) rather than by applying logical opera-

tions to the actual premises (point b). Thus, in fuzzy-

_ trace theory, interest centers on questions about how

developmental changes in gist retrieval and fuzzy-pro-

cessing preferences cause intelligence to become more

intuitive, not on questions about how logical compe-

tence is acquired or implemented.

CONCLUSIONS

During the twentieth century, the progression of

metaphors for adult intelligence has led to two shifts

in the ways that we study child and adolescent intel-

ligence. The first shift, which occurred during the

1960s, consisted of moving away from an emphasis on
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age changes in simple learning styles toward an em-

phasis on age changes in complex reasoning, particu-

larly mathematical and scientific reasoning. The second

shift, which took place in the 1980s, is concerned with

the psychological bases for such reasoning. Since the

1960s, it was thought that psychological versions of

logical operations were responsible for reasoning.

More recent research has favored the view that rea-

soning, whether simple or complex, is controlled by

processes that are intuitive rather than logical.

(See also: CHILDREN’S CONSERVATION CONCEPTS; DEVEL-

OPMENT, COGNITIVE; KAUFMAN ASSESSMENT BATTERY FOR

CHILDREN; MENTAL AGE.)
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CHARLES J. BRAINERD

CHILDREN’S CONSERVATION CONCEPTS

The Swiss psychologist Jean PIAGET once asked a col-

league why he had become a mathematician. The

mathematician replied with a charming anecdote:

Manyyearsbefore, as a child of 5, he had been playing

with some pebbles. He happened to count them. He

then spread the pebbles out, thinking that there would

be more than before. When he recounted them, how-

ever, the number had not changed. The mathematician

performed further experiments of this sort, discover-

ing each time that the number had not changed. This

discovery so astonished him,he said, that he later took

up the study of mathematics.

Piaget, for his part, was so fascinated by the math-

ematician’s astonishment that he turned this anecdote

into one of the most extensively studied phenomena

of childhood intelligence, the conservation concepts.

This article sketches some of the basic things that a

half-century of research has revealed about children’s

conservation concepts, organizing the presentation

around things that do and do not support major claims

that Piaget made about them.

First, it is necessary to define what a conservation

concept is, which can be done with the aid of Figure

1. In its most general sense, the term conservation con-

cept refers to a child’s understanding that quantitative

relationships between objects remain invariant when

spatial (i.e., nonquantitative) transformations are per-

formed on the objects. Assessmentof particular con-

servation concepts involves administering problems

that conform to the following script: There are two

objects, whichare designated S (“standard object”) and

V (“variable object”), respectively. At the start of a

problem, two things are true about S and V: (1) they

are knownto be equal on some quantitative dimension

(length, weight, volume, area,etc.), and (2) they are

visually identical. Next, object V is subjected to a spa-

tial transformation (V— V’) of somesort that destroys

the second property(i.e., V’ looks very different from

S) without affecting the first property (ie., § = V’)

because nothing was addedto, or subtracted from, V

to produce V’. Finally, children are questioned to de-

termine whether they understand that 1 was con-

served when 2 was destroyed—hence, the term

conservation concept.

The three most frequently studied conservation

problems—number, quantity, and length—are shown

in Figure 1. Theinitial state for each problem is shown

at the top: two identical rows containing five chips

apiece; two identical glasses containing equal amounts

of liquid; twoidentical lines of equal length. The trans-

formed V— V’state is shownat the bottom: the white

row has been spread out so that it is longer than the

black row; the contents of one of the glasses have been

pouredinto taller and narrowerglass; inward-point-

ing arrowheads have been affixed to one of thelines,

 

248



CHILDREN’S CONSERVATION CONCEPTS
 

 

 

O
O
O
0
0
O

 
   

 

 

     

 
 

Quantity Conservation Length Conservation
 

 

Number Conservation
 

 

 

 

O
O
O
0
O
0
C

     
 

Figure 1

 

 

 WD
M /\\

NY      
Examples of three conservation concepts

so that it looks shorter than the other line. Following

such transformations, Piaget first asked children to

make judgements about the quantitative relationships

between S$ and V’: Is there still the same number of —

black chips as white chips? Do the two glassesstill

have the same amountto drink? Are the twolinesstill

the same length? He then asked children to explain

their judgments: How do you know that? A standard-

ized test of these three conservation concepts, plus

seven others (area, discontinuous quantity, distance,

mass, two- and three-dimensional space, and weight),

is available (Goldschmid & Bentler, 1968).

SUPPORTIVE EVIDENCE

During the 1930s and 1940s, Piaget conducted

many studies of children’s understanding of conserva-

tion; ultimately, this work became the centerpiece of

his stage theory of cognitive development(e.g., Piaget

& Inhelder, 1969). Without putting too fine a point

on it, conservation concepts came to be regarded as

the surest signs of adult-style reasoning, they were the

crux of Piaget’s definition of intelligence. Along the

way, Piaget made a numberof important claims about

these concepts, some that were subsequently con-
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firmed and others that were disconfirmed. Three ex-
amples of claims of the former sort are given here;
nonsupportive evidence is presented in the next sec-
tion.

Piaget’s first, most basic proposal was that children

simply fail to grasp these concepts before the mid-

elementary-school years. It is impossible to recreate

the skepticism with which this idea was greeted in the

1960s, when Piaget’s theory was becominginfluential

in the United States. Some sense of it can be gleaned

from the incredulous tone of questions that were com-

mon in writings of that era. How can children who

have just counted the black and white chips, so that

they know that the two rows have the same number,

possibly believe that the longer row has more chips?

Howcan children who have just poured 10 ounces of

liquid into each glass, so that they know that the two

glasses have the same amount, possibly believe that

there is more to drink in the taller glass? Althoughit

may seem utterly incongruous, they do. With prob-

lems like those in Figure 1, most children below the

age of6 fail them across the board.

Second, althoughall conservation concepts involve

understanding single overriding fact (namely, that vi-

sual appearance does not determine quantitative rela-
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tionships), Piaget thought that children do not acquire

all these concepts in unison. Instead, conservation de-

velopment was characterized as a slow and laborious

process, spanning all of childhood and the early part

of adolescence. Piaget further maintained that individ-

ual concepts emerge in stable sequences, which he

called “horizontal decalages.” This claim, too, has re-

ceived considerable support. Typically, several years

intervene between a child’s solutions of different con-

servation problems, and a good deal of agreement ex-

ists as to which ones are solved before others. With

M. L. Goldschmid and P. M. Bentler’s (1968) test, for

instance, ten problems were originally standardized on

samples of children between 5 and 9 years old. The

proportions of children who gave a “still same” judg-

ment on each problem are displayed in Figure 2. As

can be seen, even though the mean age of these chil-

dren was above 7, the average proportion of “still

same” judgments across problems was only slightly

above half (.56). There wasalso great variability in the

“still same” rates for different problems. In Gold-

schmid and Bentler’s (1968, p. 791) words, “The eas-

lest items (conservation of number, 4 = .66) are

answered correctly about twice as often as the most

difficult items (distance, M = .33).” The data in Figure
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Figure 2

Proportions of correct judgments and correct explanations on Goldschmid and Bentler’s (1968) 10

conservation problems. N = number, $ = substance, 2 = 2-dimensional space, DQ = discontin-

uous quantity, CQ = continuous quantity, A = area, W = weight, 3 = 3-dimensional space, L

= length, and D = distance.
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2 reveal three difficulty clusters: a hard cluster com-

posed of 1 problem (distance, 33% pass rate), an in-

termediate cluster composed of two problems (length

and three-dimensional space, 49% and 50% pass

rates), and an easy cluster composed of the remaining

seven problems (58%-66% passrates).

A third proposal that Piaget made, which at the

time seemedjust as improbable as the first two,is that

children fail conservation problems because they do

not grasp some seemingly self-evident logical princi-

ples. Five principles that were regularly mentioned in

this connection, each of which is defined in Table 1,

are addition/subtraction, compensation, inversion, qual-

itative identity, and quantitative identity. Piaget’s

evidence for them came from the explanations that

children supplied for their judgments. On the one

hand, he reported that children who gave “still same”

judgmentsinvariably justified their responses via prin-

ciples of this sort. On the other hand, he reported that

children who gave “different” judgments did notcite

such principles and did not even seem to understand

them whenclosely interrogated. Instead, they cited in-

valid rules whose common themewasthat visual ap-

pearance determines quantitative relationships, such as

“Longer rows always have more than shorter rows”

(nonconservers of number), “Tall glasses always have

more to drink than short glasses” (nonconservers of

quantity), and “Things that look shorter are shorter”

(nonconservers of length). As Piaget claimed, chil-

TABLE1

dren’s understanding of the principles in Table 1 has

been found to be strongly correlated with their judg-

ments, and improving such understanding through in-

struction has been found to improve their judgments

(Brainerd & Allen, 1971). Further, like the conserva-

tion concepts themselves, knowledge of these princi-

ples seems to follow a developmental sequence, with

qualitative identity usually being understoodfirst, fol-

lowed by addition/subtraction and inversion at about

the same age, then quantitative identity, and lastly by

compensation (Brainerd, 1979).

NONSUPPORTIVE EVIDENCE

Although the foregoing proposals received good

empirical support, they were neither the only nor the

most important ones that Piaget made about conser-

vation. Others were more fundamental because they

were moreintimately connected to his stage theory of

cognitive development. Support for these latter pro-

posals has been muchharder to come by; indeed, some

of them have been widely disconfirmed. Three will be

cited here.

First, the most startling disconfirmations were con-

cerned with Piaget’s views about teaching conserva-

tion concepts to children who do notyet understand

them. Early on, Piaget had been asked about whether

these concepts could be taught through focused. in-

struction. In a much-quoted remark,he dismissed this

Logical principles that nonconserving children do not understand
 

 

Principle Definition

Addition/subtraction If S = V then S = V’ as long as nothing was added to V or

subtracted from it during V > Vv’.

Compensation § = V’ because V-—> V’ produces compensating changes in

different perceptual dimensions. For example, the

transformedliquid in quantity conservation is taller,

but it is narrowertoo.

Inversion Following V > V’, the original visual identity of the two

objects could be reinstated by merely performing the

reverse transformation (V < V’).

Qualitative identity Following the V > V’, the transformed objectis still the

“same thing” (a row ofchips, a glass of milk) as before.

Quantitative identity Following V —> V’, the transformed object still has the

“same amount” (number, length, etc.) as before.
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possibility as “the American question.” Later, he clar-
ifed his position as consisting of the maxims that
learning is always “subject to the general constraints

of the current developmental stage,” that it “is no

more than a sector of cognitive development that is

facilitated by experience,” and therefore that children’s

susceptibility to conservation teaching will “vary very

significantly as a function ofthe initial cognitive levels

of the children”(Piaget, 1970a, pp. 713-715). Further-

more, “teaching children concepts that they have not

attained in their spontaneous development. . . is com-

pletely useless” (Piaget, 1970b, p. 30). The overriding

notion that children’s ability to benefit from conser-

vation teaching is somehow constrained by their de-

velopmental stage came to be called “the stage-

learning hypothesis” (Brainerd, 1977).

Researchers derived three basic predictions from the

stage-learning hypothesis (Brainerd, 1978): (1) Chil-

dren who show noevidence of conservation ought to

be more difficult to teach than children who showat

least partial understanding, because Piagetian theory

says that the latter children have reached higherlevels

of cognitive development; (2) it should be next to im-

possible to teach children whose ages place them well

below that for the onset of the stage at which con-

servation normally develops (concrete operations in

Piaget’s theory), (3) teaching methods that emulate the

unstructured,self-discovery learning that fosters “spon-

taneous development” in everydaylife should work bet-

ter than tutorial methods that provide highly focused,

laboratory-style instruction on specific concepts.

TABLE 2

Noneof these predictions was borne out in exper-
imentation. To test the first prediction, experiments

were conducted in which children were first divided
into groups whoknew less versus more about conser-
vation. (A typical low-knowledge group mightfail all
of the items on the Goldschmid-Bentler [ 1968] test,
whereas a typical high-knowledge group might pass
half the items.) Both groups then received identical
instruction. Witha variety of teaching methods,it was
found that instruction produced equal amounts of
conservation learning in low- and high-knowledge
groups (Brainerd, 1977). To test the secondprediction,
learning experiments were conducted with preschool-
ers whose ages were 3 or 4 years below the nominal
age range for the onset of the concrete-operational

stage. Although, of course, preschoolers did not learn
as rapidly as elementary schoolers, they, too, were able
to learn conservation via instruction (Brainerd, 1977).
To test the third prediction, “natural,” self-discovery
teaching methods and “artificial” tutorial methods
were studied in several experiments. The most com-

monly used tutorial methods, which are described

morefully in Table 2, were attentional training, cor-

rective feedback, observational learning, and rule in-

struction. These methods produced much _better

conservation learning than self-discovery methods

(Brainerd, 1978). On the whole, then, conservation

learning experiments provided all-round disconfirma-

tions of Piaget’s stage-learning hypothesis.

A second source of nonsupportive evidence was the

discovery that most claims about conservation, includ-

Tutorial teaching methods for conservation concepts
 

Teaching Method Definition
 

Attentional training Children are taught to pay attention to the quantitative

information on conservation problems and to

ignore spatial information.

Corrective feedback Incorrect judgments on conservation problems are

corrected (“wrong”) by the experimenter and

correct judgments are rewarded (“right”).

Observational learning Nonconserving children observe a model(live or filmed)

and give correct judgments and correct

explanations on conservation problems.

Rule instruction Nonconserving children are taught one or more of the

logical principles in Table 1.
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ing those for which there seemed to be support, were

dependent on the methodological ins and outsoftests.

The linguistic demands of conservation tests were the |

most ubiquitous sources of such task variables. Begin-

ning with a dissertation by M. D. S. Braine (1959),

manyinvestigators conjectured that age norms and de-

velopmental sequences might look rather different if the

levels of linguistic sophistication required by Piaget’s

tests were reduced. As noted earlier, conservation tests

have two components that vary in their linguistic de-

mands: same—different judgments (lower demands)

and extemporaneous explanations (higher demands).

Age normsfor the acquisition of individual concepts

and their sequence of development were found to

fluctuate markedly as a function of whether correct

judgments or correct explanations were used as the

criterion for passing a conservation test (Brainerd,

1973). This can be seen in Figure 2, where proportions

of correct judgments and correct explanationsare dis-

played for Goldschmid and Bentler’s (1968) ten prob-

lems. When judgment data are used (white bars),

children pass morethan half the problems(“still same”

rate = 56%), with number conservation being the

first concept to be understood and distance conserva-

tion being the last. When the explanation data are

used, children pass only a third of the problems

34%), with substance

conservation being the first concept understood and

(correct explanation rate

three-dimensional space conservation being the last.

The conservation-related logical principles in Table 2

exhibit the same dramatic variability in age norms and

developmental sequences as a function of the use of

judgmentversus explanation criteria (Brainerd, 1979). |

The third source of nonsupportive evidence comes

from studies of nonconservation in adults. Piaget

thought that once children had completed the con-

crete-operational stage of development, they regarded

conservation conceptsaslogically certain truths. Since

the age range for this stage was put at 7 to 11, this

means that from early adolescence onward, people

should hold these concepts with all the tenacity con-

ferred by the force of logical certainty. In fact, they do

not. G. A. Winer, R. K. Craig, and E. Weinbaum

(1992) and G. A. Winer and C. McGlone (1993) have

investigated this claim in many experiments using

modified problems that suggest the possibility of non-

conservation. For example, Winer and McGlone used

suggestive weight problemsthat asked, “When do you

weigh more, when you are running or walking?” and

suggestive number problems that asked, “Who has

more, you or I?” In all of his studies, Winer has found

that even adults are far from unswerving in their ad-

herence to conservation. Instead of resisting with the

unshakable confidence oflogical necessity, they often

succumb to suggestions of nonconservation. In Winer

and McGlone’s experiments, for instance, the sugges-

tive weight and number problems were administered

to college students. These subjects succumbed on 46

percent of the weight problems and on 20 percent of

the numberproblems.

It is has often been remarked that, paradoxically,

the lasting contributions of great psychological theo-

rists lie not in their theories but in the behavioral phe-

nomena that they discover. This is certainly true in

Piaget’s case. While the theory itself no longer domi-

nates the landscape as it once did, the new forms of

intelligence that Piaget introduced, especially conser-

vation concepts, continue to be regarded as critical

phenomena that any credible theory of cognitive de-

velopment must explain.

(See also: CHILD AND ADOLESCENT INTELLIGENCE.)
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CHARLES J. BRAINERD

CHROMOSOMALABNORMALITIES| Prior

to the middle of the twentieth century, it was believed

that humancells contained a total of forty-eight chro-

mosomes and, before 1921, that sex was determined

by the number of X chromosomes present in human

cells. Then, two major breakthroughs in the 1950s had

a significant impact on the field of medical genetics.

The first came in 1956, when it was discovered that

there were forty-six chromosomes in humancells, and

the second in 1959, when three previously knowndis-

orders, DOWN SYNDROME, Turner syndrome, and Kline-

felter syndrome, were found to be the result of an

abnormal number of chromosomes. Since then, it has

become apparent that chromosomal abnormalities,

which are either numerical or structural in nature,

play an important role in genetic disease. They are

responsible for a large percentage of pregnancy loss,

occasionally are found in the presence of congenital

malformations, are responsible for a portion of mental

retardation, and play an important role in the devel-

opment of human cancer. Chromosomal abnormalities

are found in about 50 percent of first-trimester spon-

taneous abortions. In pregnant womenover 35 years

of age, chromosome abnormalities are found in 2 per-_

cent of fetuses. They also are present in about 1 in

160, or 0.7 percent, live births. Chromosomeanalysis

can be performed on anytissue, but most commonly,

the study is performed on blood after birth and on

amniotic fluid cells obtained from amniocentesis dur-

ing a pregnancy.

Most numerical chromosomal abnormalities result

from nondisjunction, whichis the failure of a pair of

chromosomesto separate normally into two reproduc-

tive cells that each have twenty-three chromosomes.

In numerical chromosomal abnormalities, this phe-

nomenon is more commonly maternalin origin, but

this is not the case in sex chromosomal abnormalities,

whereit frequently can occur in reproductivecells of

either parent.

In contrast to numerical aberrations, structural

chromosomal abnormalities result from breakage of

one or two chromosomes, which then can be followed

by reconstitution in an abnormal fashion (Figure 1).

This rearrangementcan lead to duplication or deletion

of a portion of a chromosome(s), with significant phys-

ical and mental consequences. Most commonly, the

rearrangement of chromosomal material between two

chromosomesoccursin a balanced fashion with noloss

or gain of genetic material. The affected individual,

therefore, does not have any adverse effects from this

rearrangement, but there is a significant risk for un-

balanced chromosome material (i.e., extra or missing

chromosome segments)in the affected individual’s off-

spring, which usually leads to pregnancyloss. Balanced

structural abnormalities occur in approximately 1 in

500 newborns, and balanced rearrangements occur

about three times more frequently than do unbalanced

ones.

Advancesin cytogenetic technology since the 1960s

have greatly expanded our knowledge ofthe role that

chromosomal abnormalities play in mental retardation.

Although the mechanism leading to abnormal devel-

opment of the central nervous system is not known,

mental retardation is a constant feature in numerical

and unbalanced structural chromosomal abnormalities

not involving the sex chromosomes.

The ability to stretch chromosomes through new

staining techniques and to combine these studies with

new molecular genetic techniques has resulted in the

identification of subtle chromosomal abnormalities in

a number of known conditions previously considered

to be of undetermined origin. This is exemplified by

the discovery of a subtle deletion of chromosome ma-

terial on one number 15 chromosome in 50-70 per-

cent of individuals with Prader-Willi syndrome,a dis-
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Figure I

Balanced translocation between the long arm of one chromosome |! and the long arm of one

chromosome 22

order that results in obesity, hypotonia (low muscle

tone), mental retardation, hyperphagia (intensification

of appetite), hypogonadism, and shortstature. Using

DNA technology, researchers have determined that

the deletion is always paternally derived. In Angelman

syndrome, by contrast, another recognizable disorder

that results in mental retardation, neurological abnor-

malities, and seizures, a deletion in the same region of

the number 15 chromosomeis present in 80 percent

of cases, and it is always maternally derived. Even in

cases in which there is no discernible chromosomal

abnormality, the two normal number 15 chromosomes

in Prader-Willi syndrome are both of maternal origin,

while the two number 15 chromosomes in Angelman

syndrome occasionally are of paternal derivation.

These findings emphasize the importance of receiving

an equal contribution of chromosomes from both par-

ents, or genomic imprinting, to enable the fetus to

develop normally, both physically and mentally.

* With the above information representing a briefin-

troduction to chromosomes and the types of chro-

mosome abnormalities, we will now discuss a few of

the more common chromosome syndromesandtheir

associated physical and cognitive characteristics.

AUTOSOMAL CHROMOSOMAL

ABNORMALITIES

Down Syndrome. Down syndrome results

from an extra number 21 chromosome(trisomy 21).

The condition is the most common genetic cause of

mental retardation. It occurs in approximately 1 in 800

live births, and its incidence increases with advanced

maternal age (above 35 years). Of those conceptions
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that are the result of trisomy 21, about three-fourths

do not survive to term. In this condition, first de-

scribed by Langdon Downin 1866,affected individuals

have a characteristic appearance. Facially, the eyes are

upslanting, with flattening of the bridge of the nose

and extra skin folds located over the medial aspect of

the eyes. The ears are small, and typically the top of

the ear is overfolded. The tongue is large and fre-

quently protrudes out of the mouth. Increased skin

over the posterior aspect of the neck is common, and

occasionally, during pregnancy, can be identified in an

affected fetus by ultrasound. The hands tend to be

broad, with short fingers, and the fifth fingers fre-

quently are curved inward. Abnormalities of the

creases of the palm are common,and frequently only

one crease extends across the entire palm, rather than

two shorter creases typically seen in an unaftected in-

dividual. Increased distance between the first and sec-

ond toes can be observed, with a deep skin groove

extending along a portion of the sole of the foot. Ap-

proximately 40 percent of affected infants have con-

genital heart disease. Intestinal obstruction occurs in

12 percent, and congenital cataracts in another 3 per-

cent of affected neonates. Hypothyroidism occurs

more frequently. Although serious health problems do

not develop in most children with Down syndrome,

leukemia develops in approximately 1 percent of cases,

which is about fifteen times more frequent than in

children without Down syndrome. Close to 15 percent

of affected children have abnormal alignment of the

cervical spine, which could lead to spinal cord

compression and neurological damage following sig-

nificant traumatic injury to the neck.

Hypotonia, which is associated with joint laxity, is

a constant feature at birth, and developmental delayis

apparent in the first year oflife. At that time, infants

with Down syndromeusually exhibit significant delays

in their cognitive and motor development, and by

school age, most demonstrate moderate to severe de-

grees of mental retardation, with IQs between 30 and

50 on most standardized tests of intelligence. It has

been shownthat children with Down syndrome have

relative delays in the development of language skills,

even when compared with children with comparable

mental ages. Their communication difficulties may be

complicated further by significant speech articulation

problems. An area of strength often seen in affected

individuals is their social and adaptiveskills, providing

them with the potential to procure some form of

meaningful employment in adulthood and adequate

functioning in a semi-independent living setting.

Survival to adulthood is now common, with close

to 50 percent surviving to 50 years of age and about

1 in 7 to 68 years of age. Although affected males

typically are sterile, fertility can be present in females

with Down syndrome. The longer survival rate among

individuals with Down syndrome has drawn greater

attention to premature aging and the presence of the

typical neuroanatomic changes of Alzheimer’s disease

by 35 years of age, which can lead to premature sen-

ility.

Ninety-five percent of Down syndrome results

from trisomy 21, which is usually maternally derived,

although both parents have normal chromosomes. In

another 4 percent, a translocation occurs, with the ex-

tra number 21 chromosomeusually located on the top

of one of the number 14 chromosomes. In approxi-

mately 40 percentof translocations, a parentis a silent

carrier for the abnormality, necessitating chromosome

studies on the parents. If the mother is found to be a

carrier, recurrencerisk in future offspring is in excess

of 10 percent;if it is paternal in origin, recurrence risk

is less than 5 percent. These risks are in contrast to

trisomy 21, in which risk to future offspring is ap-

proximately 1 percent. Mosaic Down syndrome,

which occurs in about 1 percent ofcases, is the pres-

ence in the affected individual of two populations of

cells, one with three number 21 chromosomes and the

other with two number 21 chromosomes. The pres-

ence of mosaicism, which develops in the first few cell

divisions following a conception with trisomy 21, can

modify the consequences of the extra number21 chro-

mosome, potentially resulting in higher intellectual

functioning.

Cri-du-Chat Syndrome.

riod, the presence of a meowlike cry in a young infant

In the neonatal pe-

usually enables recognition of Cri-du-Chat syndrome,

which is a rare condition but a commonstructural

chromosomal abnormality. The chromosome abnor-

mality occurs in approximately 1/20,000 live births.

Clinical manifestations result from a missing portion

of the short arm of one of the number 5 chromo-

somes (Figure 2). In addition to the unusual cry,

affected infants have a small head size, round face,
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Figure 2

Terminal deletion of chromosomal material on the short arm of one chromosome 5

downslant to the eyes, and a small chin. Feeding dif-

ficulties are commonin infancy, and slow growth and

muscle-tone abnormalities are frequently present. In-

tellectual abilities are usually in the severe range of

mental retardation, althoughsome variability may be

observed. Language skills are severely delayed, even

relative to an affected individual’s intellectual abilities.

Hyperactivity and a short attention span are common,

and frequently the child appears to be in constant mo-

tion.

In about 85-90 percent of cases, the number 5

deletion occurs spontaneously, either in an egg or

sperm at the time of conception. Nonetheless, chro-

mosome studies are necessary on the parents of an

affected infant, because the presence of a balanced

chromosomal rearrangement between one of the num-

ber 5 chromosomes and another chromosome in one

parent is found in 10-15 percentofcases, substantially

increasing the risk for recurrence.

SEX CHROMOSOME ABNORMALITIES

Sex chromosome abnormalities also can be numer-

ical or structural in nature, and the abnormality can

be present either in all cells or in only a portion, re-

sulting in mosaicism. X and Y chromosomal aneuplo-

idy (extra or missing sex chromosomes)is relatively

common, with an overall frequency of 1 in 500 births.

In general, clinical manifestations, including develop-

mental problems, are less severe in comparison to au-

tosomal chromosomal abnormalities (i.e., alterations

involving chromosomes 1—22). An increased risk for

sterility exists regardless of whether the abnormality

occurs in a male or a female. Generally, there is less

of an age-related risk for sex chromosomal abnormal-

ities, unlike Down syndrome.

Sexual differentiation is determined by the presence

or absence of a Y chromosome. Genes on the Y chro-

mosome direct normal testicular differentiation. In a
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male with an extra X chromosome, which is seen in

Klinefelter syndrome, normal testicular development

is altered. When a Y chromosomeis not present, de-

velopment of the female reproductive tract occurs. If

the fetus is a female and either one X chromosomeis

absent or a portionofit is altered, the result is Turner

syndrome.

Klinefelter Syndrome. In Klinefelter syn-

drome, a sex chromosome abnormality that is found

in 1 in 1,000 live-birth males, there is an extra X chro-

mosome (47, XXY). In 85 percent of cases, the extra X

chromosomeis foundinall cells, but mosaicism exists

in the remainder. Affected males have a normal phys-

ical appearance, although they are somewhattaller

than chromosomally normal males. XXY males’gener-

ally appear to be physically normal until puberty, when

secondary sexual development is incomplete. The

testes remain small and poorly developed, and in ad-

dition to underdevelopment of secondary sexual char-

acteristics, infertility is a constantfeature. Intelligence

usually is only slightly impaired, although in at least

two-thirds, greater verbal deficits are present, leading

to problemsparticularly in language-based academic

areas. Poor psychosocial development also is fre-

quently observed. Use of testosterone in early adoles-

cence not only has a beneficial effect on pubertal

changes but may also enhance psychosocial skills.

Turner Syndrome. Unlike males with sex chro-

mosome aneuploidy, females with Turner syndrome

are usually recognizable at birth by the presence of

physical abnormalities. Although Turner syndromeac-

counts for approximately 1.5 percent of all concep-

tions, up to 99 percent are lost spontaneously in utero,

accounting for about 18 percentofall chromosomally

abnormal spontaneous abortions. The missing X chro-

mosome is more commonly paternal than maternalin

origin. Many females with Turner syndromeare small

at birth and continue to growat a significantly slower

rate in mid and late childhood, resulting in an adult

stature of 54—56 inches; use of growth hormone can

lead to taller stature. Structural abnormalities of the

cardiovascular system and kidneys and webbing of the

neck are occasionally present. In utero, the ovaries

have a normal appearance, but there is rapid pro-

grammeddestruction in affected females, leading to

fibrous streaks after birth, resulting in infertility and

absence of secondary sexual characteristics. In early

adolescence, the use of sex hormoneswill achieve pu-

bertal changes and menses, enhancing an affected fe-

male’s body image.

In about 60 percent of cases, one X chromosome

is missing. In the other 40 percent, other abnormali-

ties of the X chromosomeare found that may mitigate

the phenotype but not the lack of reproductive po-

tential. For the majority of individuals with Turner

syndrome, the overall intellectual level falls within

the average range. Strengths are usually in the verbal

modality, and weaknesses, in spatial direction, percep-

tual-motor ability, and fine-motor skills. It is very

commonfor affected individuals to have particular dif-

ficulties with arithmetic reasoning and mathematical

computation.

Fragile X Syndrome. Significant mental retar-

dation occurs more commonly in males than in fe-

males. In 1969, researchers discovered the fragile X

abnormality by using a special growth-promoting so-

lution deficient in folic acid in the preparation of

karyotypes (chromosome analysis) on family members

with a hereditary form of mental retardation in which

there was a predominanceof affected males. The ab-

normality is characterized by a constricted areaat the

bottom of the X chromosome, which eccasionally

breaks off of the chromosomeitself (Figure 3). Fragile

X syndrome is second to Down syndrome amongall

chromosomal causes of significant mental retardation

in males and is the most common heritable form of

mental retardation. In males, fragile X syndrome oc-

curs in about 1 in 1,500 live births. Mental retardation,

which usually is of a significant degree, occurs in 80

percent of affected males. Although physical features

may be normal,facial abnormalities are frequently ob-

served, notably an elongated face, prominent jaw, and

large ears. In adult males, testicular size is enlarged.

Specific speech and language problems are present,

and features of an autistic disorder occasionally are

observed. In all of these individuals, the fragile X chro-

mosome can beidentified in up to 40 percent ofcells

counted on a chromosome analysis performed on a

blood specimen. The incidence of fragile X syndrome

in females is about 1 in 2,500. In two-thirds of females

with the fragile X abnormality, no intellectual deficits

are present, but in the other one-third, deficits in
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Figure 3

Fragile X site on the long arm of one X chromosome

cognitive abilities, including mental retardation, are

present. Although identification of the fragile X chro-

mosome is common in a blood specimen of a female

with fragile X syndrome who has intellectual impair-

ments, it is often not apparent in the fragile X female

who has normalcognitive abilities.

Unlike other genetic disorders involving the X

chromosome, in which affected males always have

clinical manifestations, no clinical abnormalities or in-

tellectual deficits occur in 20 percent of males (non-

expressing, transmitting males); but the individuals

transmit the genetic abnormality to all of their female

offspring. Although their daughters are intellectually

normal, these womenare at risk for having affected

male offspring with mental retardation. The reason

why somefragile X males are intellectually normal was

not understood until 1991, when the gene causing

fragile X syndrome wasdiscovered. It was found that

a region of the fragile X gene normally variesin size.

As this portion of the gene expands, the risk for men-

tal retardation increases. Therefore, the larger the size

of this region of the gene, the greater the risk for al-

tered gene expression leading to mental retardation.

In the future, through the combined use of cyto-

genetic and molecular technology, our understanding

of the importance that cytogenetic abnormalities play

in altering human function should continue to grow.

It is anticipated that the knowledgethat is gained from

these discoveries will provide insights into new treat-

ment modalities for conditions that significantly alter

normal physical and mental development.

(See also: GENETICS, BEHAVIOR.)
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CLASSIFICATION OF INTELLIGENCE

Individual differences in human ability have been ac-

knowledged since the beginning of recorded history.

For example, as early as 2200 B.c. Chinese emperors

used an elaborate system of competitive examinations

to select personnel for governmentpositions (DuBois,

1970). Not until the 1800s did scientists and educators

begin to evolve a vocabulary to describe the spectrum

of ability. Two landmarksare pertinent in this regard.

In 1866, the French physician O. Edouard Séguin pub-

lished Idiocy, and Its Treatment by the Physiological Method,

the first major textbook on whatis now termed mental

retardation or developmental disability. In 1869, Brit-

ish scientist Francis GALTON published Hereditary Ge-

nius, in which he argued that genetic factors were

maximally important for the attainment of eminence.

Albeit a crude beginning, by referring to the lower

extreme of functioning as idiocy and the higher ex-

treme of functioning as genius, these authoritative

sources heralded the era ofclassification.

Usable systems for the classification of intelligence

arose with the invention of the individual intelligence

test in the early 1900s. Dozensofclassification systems

have been proposed since then. The surplus ofclassi-

fication schemesis, in part, due to the release of new

tests but also reveals the evolution of concepts in the

field. The purpose of this commentary is to review

historical trends in classification, describe the contin-

uum ofintelligence, survey the cutoff points used with

contemporary tests, and consider problemsthat arise

in the classification of intelligence. We begin with a

brief history of approachesto classification.

A BRIEF HISTORY OF

INTELLIGENCE CLASSIFICATION

Based uponstatistical concepts rather than formal

tests, Galton (1869) proposedsixteen classifications of

ability in his investigation of hereditary genius. The

seven classes a through g represented increasingly less

capable (and less frequent) varieties of below-average

ability, the eighth class x (all grades below g) was also

used. The seven classes A through G signified increas-

ingly more capable (and less frequent) varieties of

above-average ability; the eighth class X (all grades

above G) was reserved for the exceptional genius, ob-

served once in a million cases. Galton (1869) described

four of the superior classes as follows:

The class C possesses abilities a trifle higher than those

commonly possessed by the foreman of an ordinary jury.

D includes the mass of men who obtain the ordinary

prizes of life. E is a stage higher. Then wereach F, the |

lowest of those yet superior classes of intellect, with

which this volumeis chiefly concerned (p. 31).

Galton believed that the distribution of ability was

symmetrical, with “gifted” men possessing a level of

intelligence raised as much above the average level as

“idiots” were depressed below it. Since his classifica-

tion scheme was merely descriptive and not based

upontest results, it quickly faded from view.
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Empirical systems for classification began to appear

shortly after 1905, when Alfred Binet and Theophile

Simon created the individual intelligencetest. Follow-

ing that extraordinary contribution to the objective

measurementofintelligence, Henry Goddard (1910a)

translated the Binet-Simon scales from French into

English and set about testing and categorizing thou-

sands of children in U.S. schools and residential insti-

tutions. In 1911, Goddard published a_ simple,

unadorned classification of intelligence (Figure 1).

Based upon the test results for 1,547 schoolchildren,

the graph depicted the proportion whose tested men-

tal age (MA) wasat, above, or below their chronolog-

ical age (CA). Goddard used four categories—those

with MA 4 years or more behind CA were termed

feeble-minded (3%); those with MA 2 and3 years behind

CA were termed merely backward (15%), those at or

within 1 year of their CA were termed normal (78%),

and those with MA more than 1 year above CA were

termed gifted (4%). |

In 1912, Wilhelm Stern suggested that an intelli-

gence quotient computed from MA divided by CA

would give a better measure of the relative functioning

of a child as compared with same-aged peers. A few

years later, Lewis TERMAN (1916) extended Stern’s idea

and formally proposed the use of the intelligence quo-

tient (IQ) concept: IQ = MA + CA X 100. From

this point, classification systems were based, at least

partly, on IQ or a similar global score.

A special concern with the early systems was the

classification of persons functioning in the lowend of

the intelligence spectrum. As early as 1877, well before

the advent of individual tests, three broad categories

of deficient intellectual functioning were recognized

clinically—idiot, imbecile, and feebleminded (Barr, 1904;

Scheerenberger, 1983; Wilmarth, 1906). Goddard

(1910b) invented the diagnostic label moron (from the

Greek moronia, meaning “foolish”) as a replacement for

the feebleminded category. Shortly thereafter, Lewis

Terman (1916) of Stanford University published a new

test, the Stanford-Binet, and popularized thetripartite

division of idiot, imbecile, moron in the first compre-

hensive numerical classification of intelligence by dif-

fering levels of IQ (Table 1).

During the early and mid-1900s, new individual in-

telligence tests, such as the various Wechsler scales,

were developed to compete with successive editions of

the Stanford-Binet (Terman & Merrill, 1937, 1960,

Wechsler, 1939, 1944, 1949, 1955). With each new

test or revision, the developers proposeda slight vari-

ation on Terman’s 1916 seminalclassification scheme.

Because such individuals would be found only once

out of every million persons, the term genius gradually

disappeared from most classification systems. Also,
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The distribution of mental age versus chronological age for 1,547 U.S. schoolchildren

SOURCE: Goddard, H. H. (1911).
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TABLE 1

Classification of intelligence based upon the

Stanford-Binet (1916)

IQ
 

Classification
 

Above 140 Near genius or genius

120-140 Very superior intelligence

110-120 Superiorintelligence

90-110 Normal, or average intelligence

80-90 Dullness, rarely classifiable as

feeblemindedness

70—80 Borderline deficiency, sometimesclassifiable

as dullness, often as feeblemindedness

50-70 Morons

25°-50 Imbeciles

Below25? Idiots
 

*An indefinite cutoff of 20-25 was specified.

SOURCE: Terman, L. M. (1916), The measurement of

intelligence.

cutoffs for the various categories were shifted slightly

from time to time. Nonetheless, the categories pro-

posed by Terman (1916) and shown here in Table 1

held sway until the 1950s.

Alongside developments in testing, authorities in

the field of mental retardation proposed new labels to

replace the terms idiot, imbecile, and moron—which

became increasingly pejorative. For a few decades,

chaos reignedin classification terminology. By the late

1950s, some twenty-three systemsfor the classification

of deficient intelligence had been proposed (Gelof,

1963). These systems differed in the overall generic

term for mentalretardation (e.g., intellectually handi-

capped, mentally defective, mentally handicapped,

slowlearner, scholastically retarded, educationally sub-

normal) and also proposed a variety of cutoff points

for retarded functioning (e.g., IQ below 65, or 70, or

75, or 85).

In 1961, a new system proposed by the American

Association on Mental Deficiency (AAMD) gained

prominence (Heber, 1961). Mental retardation was

designated as mild, moderate, severe, Or profound, based

upon the concurrently measured degree of impairment

in intellectual functioning and adaptive behavior. The

AAMDspecified IQ ranges for the various levels of

retardation but also insisted on the need to assess

adaptive behavior along with IQ. In state and federal

statutes, as well as in everyday professional practice, a

deficit in adaptive behavior is now considered an es-
sential component of mental retardation (Grossman,
1983). The AAMD is now known as the AAMR
(American Association on Mental Retardation).

AN OVERVIEW OF LEVELS

OF FUNCTIONING

As a starting pointfor describinglevels of function-
ing, we consider a prominentclassification ofintelli-
gence based on the Wechsler Adult Intelligence Scale-

Revised (WAIS-R) (Table 2). The lower levels of func-

tioning have been extended along the lines proposed

by the AAMR (Grossman, 1983) and endorsed by the

American Psychiatric Association (APA, 1987). What

is the merit of such a classification system?

Although IQ is commonly overvalued by those who

do not understandits limitations, it is nonetheless true

that overall performance on the WAIS-R and similar

tests of intelligence for children and adults is a good

predictor of the potential for various social, educa-

tional, and occupational attainments (Table 3). This is

especially true in the lower ranges of the spectrum.

There is a large body of research that has shown that

low IQ exerts a pervasive influence on the cognitive

and adaptive (i.e., academic and socio-occupational)

TABLE 2

Classification of intelligence based upon the

WAIS-R (1981) and AAMRcriteria (1983)
 

ClassificationIQ
 

Above 129 Very superior

120—129 Superior

110-119 High average

90-109 Average

80-89 Low average

70-79 Borderline

55-69° Mild mental retardation

40-54 Moderate mental retardation

25-39 Severe mental retardation

Below 39 Profound mental retardation
 

*The cutoffs for the four levels of retardation are inexact:

below approximately 70 (mild), below 50-55 (moderate),

below 35-40 (severe), and below 20-25 (profound).

Furthermore, a concurrent deficit in adaptive behavior

and onset before age 18 is also required for the

classification of mental retardation.
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TABLE3

IQ levels and typical social, educational, and

occupational attainments

IQ

125-130

 

Criteria
 

Meanofpersonsreceiving medical, doctorate,

and law degrees; mean for technical

degrees such as chemistry and engineering

115-120 Meanofcollege graduates; mean for

professional positions such as teachers,

managers, and policemen

105-110 Meanofhigh school graduates; 50:50 chance

of graduating from college

100 Average for the general population; about half

ofall persons score in the 90 to 109 range

90-95 Meanofpersons from innercity, low income,

and rural settings

85-90 Meanofunskilled laborers and persons

employed for simple assembly line work

About 50:50 chance of reaching high school;

need special education services; difficulty

75—80

coping with modern technological society

65-70 Mild mental retardation likely, may achieve

social and vocational adequacy with special

training and supervision

55-60 Mild mental retardation definite; partial

independence in living arrangements; may

achieve fourth grade academic level

45-50 Moderate mental retardation likely; function

well in a sheltered workshop; need

supervised housing

35—40 Severe mental retardation likely; little or no

communication skills; sensory and motor

impairments; trainable in basic health

habits

Below 25 Profound mentalretardation likely; minimal

functioning and incapable of self-

maintenance; need constant nursing care

and supervision
 

competence of individuals (Maloney & Ward, 1979;

Matarazzo, 1972). |

In the higher ranges of the spectrum, a particular

IQ can be viewed as improving the odds that a person

can managetheintellectual demands of various occu-

pations and endeavors. Table 3 is an idealized chart

that relates IQ to various social, educational, and oc-

cupational achievements. The scores depicted are

based upon summaries of published studies and the

judgment of experts on intelligence (Gregory, 1992,

Jensen, 1980; Matarazzo, 1972). The scores are aver-

ages only—thereis considerable spread above and be-

low these points for the individuals who comprise each

of these specific groups. Furthermore, a particular IQ

is only an indicator, not a sufficient condition for the

attainment of a specific educational or occupational

goal. The outcomes listed in Table 3 also represent

probabilities, not certainties. For example, there is no

reason why anindividual with IQ of 91 cannot attend

college and,in fact, many do. However, such a student

would function at a distinct disadvantage compared to

classmates and would find the educational demands to

be extremely taxing. All other factors held constant, a

student with IQ of 91 wouldbe substantially less likely

to graduate from college than a student with IQ of

121. However, students with an IQ of 91 who have

good study habits and whoputin the extra study time

each day, do graduate from college each year. Addi-

tionally, for a variety of reasons, and especially moti-

vational and behavioral, a not insignificant number of

students with IQs above 120 do not graduate from

college, proving once again that IQ and adaptive com-

petence are highly interrelated but not equivalent

traits.

CONTEMPORARY

CLASSIFICATION SYSTEMS

An early discovery in the history of intelligence

testing was that the distribution of test scores for the

general population approximated a symmetrical, math-

ematically defined, bell-shaped curve called the normal

distribution (Gregory, 1992). This was true even for

tests constructed entirely without reference to the

normal curve. Subsequently, by 1950 test developers

used statistical sampling procedures in choosing

representative groups of individuals upon whom to de-

velop their intelligence tests. Careful sampling guar-

anteed that test scores fit the expected pattern of a near

normal distribution.

One advantage that followed from the universal

finding that IQ scores approximate a normal distribu-

tion is that the normal curve has useful mathematical

properties that simplify classification. Specifically, in a

normaldistribution 50 percent of the test scores clus-

ter around their own average within a distance ofplus
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or minus two-thirds of a standard deviation. Most IQ
tests were normed so as to have a mean of 100 and a
standard deviation of 15. Two-thirds of a standard de-
viation is therefore an elegant, handy 10 IQ points.
Thus, for an IQ test with a near normal distribution,
it follows that approximately 50 percent of the test
scores will fall in the 20 point IQ range of 90 through
109. Classifying 50 percent of the general population
as average is arbitrary but appealingin its simplicity.
Likewise, as is shown in Table 2, the use of 10 point
IQ ranges to bracket additional levels of above and
below average functioning is also arbitrary, but firmly

entrenched in modern testing practices.

In Table 4, the reader will find a summaryof clas-
sification systems for the most recently developed in-
dividual intelligence tests. All these tests, except the
Stanford-Binet: Fourth Edition (SB-IV), use a 20 point
range to bracket average performance, and 10 point

ranges to classify successive levels of functioning above

TABLE 4

and below the average. The SB-IV uses different IQ
rangesfor classification because, unlike the more com-
mon use of 15 as the standard deviation, this test has
a slightly larger standard deviation of 16 IQ points.
Notice, too, that labels differ, especially for the lower
IQ classifications. At the lowest level, IQ below 70 (68
on the SB-IV), mentally retarded is the term used on the
WAIS-R and SB-IV, whereas the K-ABC uses the
phrase lower extreme. The WISC-III employs the term
intellectually deficient to avoid the implication that a very
low IQ score is sufficient evidencefor the classification
of mental retardation.

PROBLEMSIN THE CLASSIFICATION

OF INTELLIGENCE

Although classification is widely used in individual

intelligence testing, a number of problems and cau-
tions deserve brief mention. The first has to do with

Ability classifications, IQ ranges, and percent of norm sample for contemporary tests
 

WAIS-R (1981) K-ABC (1983) SB-IV (1986) WISC-III (1991)

 

SD = SD = 15 SD = SD = Theoretical

Very Superior Upper Extreme Very Superior Very Superior
130+ 2.6% 130+ 2.3% 132+ 2.5%? 130+ 2.1% 2.2%

Well Above

Superior Average Superior Superior
120-129 6.9% 120-129 7.4% 121-131 7.0%? 120-129 8.3% 6.7%
High Average Above Average High Average High Average
110-119 16.6% 110-119 16.7% 111-120 16.0%? 110-119 16.1% 16.1%

Average Average Average Average

90-109 49.1% 90-109 49.5% 89-110 50.0%? 90-109 50.3% 50.0%
Low Average Below Average Low Average Low Average

80-89 16.1% 80-89 16.1% 79-88 16.0%? 80-89 14.8% 16.1%

Well Below |

Borderline Average Slow Learner Borderline
70-79 6.4% 70-79 6.1% 68-78 6.0%? 70-79 6.5% 6.7%
Mentally Mentally Intellectually
Retarded Lower Extreme Retarded Deficient
below 70 2.3% below 70 2.1% below 68 2.5%? below 70 1.9% 2.2%
 

NOTE: Theoretical percentagesin far right column are based upon the normaldistribution and apply to all tests except the

SB-IV.

a Percentages for the SB-IV are extrapolated from a percentile chart and therefore approximate.

WAIS-R: Wechsler Adult Intelligence Scale-Revised

K-ABC: Kaufman Assessment Battery for Children

SB-IV: Stanford-Binet: Fourth Edition

WISC-III: - Wechsler Intelligence Scale for Children-Third Edition
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the potential permanence of pejorative labels. There is

a tendency for labels such as borderline, dull normal, and

intellectually deficient to permanently stigmatize, because

they tend to stick to individuals regardless of changes

in functioning or circumstances. Psychologists, edu-

cators, and parents must rememberthat classification

is intended to be merely a shorthand form of com-

munication about current functioning. The terms used

should not become permanentlabels attached to ex-

aminees for the indefinite future. Partly in response to

a concern aboutthe stickiness of diagnostic terms, the

most recent AAMRclassification system downplays

the use of labels (American Association on Mental Re-

tardation, 1992).

A second concern is whetherclassification systems

are merely arbitrary as opposed to “cutting nature at

its joints.” Consider the definition of mental retarda-

tion, which refers to jointly assessed deficits in adap-

tive behavior and low IQ. The usual IQ cutoff for

mental retardation is a score below approximately 70.

But whyis an IQ of 70 considered the cutoff, rather

than a score of 50, 60, or 80? Historical perspective

reveals that the cutoff score of 70 is notarbitrary, but

represents a meaningful social, education, and occu-

pational threshold (Gregory, 1987). Jensen (1980) puts

it this way:

To be sure, these thresholdsare statistical and represent

only differing probabilities for individuals’ falling on

either side of the threshold. But the differential proba-

bilities are not negligible. Such probabilistic thresholds

of this type occur in different regions of the IQ scale,

not by arbitrary convention or definition, but because of

the structure of the educational and occupational sys-

tems of modern industrial societies and their correlated

demandson the kind of cognitive ability measured by IQ

tests (p. 114).

An IQ of approximately 70—which,as is shown in

Tables 1 through 4,is the typical cutoff point for men-

tal retardation—represents what the experience of

teachers reveals is the threshold for mastering the

traditional subject matter of elementary school. It also

represents the threshold for personal independence

and nonsheltered employment, in the probabilistic

sense described above. Thus,classification systems are

not entirely arbitrary, especially in the lower regions

of functioning. Nevertheless, at higher levels of func-

tioning, classification becomesrelatively less important

in terms of ordinary educational and occupational as-

pirations.

Finally, the distribution of IQ is not always as

smooth, symmetrical, and near normalas represented

by common classification systems. This is especially

true in the very lowest ranges, up to an IQ of 50 or

55. Wheninstitutionalized persons are taken into ac-

count, most normative studies reveal a bulge of cases

in the severely and profoundly retarded ranges that

challenges the normal curve (Gregory, 1987).
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COGNITION See INFORMATION PROCESSING.

COGNITIVE STYLES

WarII origins until the present day, the domain of

From its post-World

cognitive style has had to face the question of the ex-

tent and natureofits link to intelligence. This concern

is understandable because several cognitive styles have
abilitylike properties; hence it has been important to
know whetherthe newer cognitive-style constructsof-
fered something unique to the field. Before addressing
this concern directly, however,it may prove helpful to
consider how and whycognitive styles emerged on the
psychological scenein thefirst place.

Cognitive styles reflect individual differences in
perception, attention, memory, decision making, judg-
ment, and concept attainment. These represent some
of the standard categories of experimental psychology,
but consistent with L. J. CRONBACH’s (1957) observa-
tions on the two psychologies of the time, experimen-
tal psychologists hadlittle,if any, interest in individual
differences in cognitive functioning. A small group of
investigators began to pay attention to these individual
cognitive differences. Anchored in laboratory-based
experimental psychology, but with a sympathetic
stance towardthefield of personality, these individuals
considered the possibility of extending the then cur-
rent noncognitive personality field to incorporate the
study of relationships between cognition and person-
ality (see Kagan and Kogan, 1970, for an earlier review
of this history, and Cantor and Kihlstrom, 1987, for a
more recent retrospective review). At that time the
personality connection was heavily psychodynamic, a
reflection in part of the clinical research settings in
which the early pioneering work wascarried out.

The psychological traditions out of which cognitive
styles emerged were decidedly different from the psy-
chometric and educational traditions that gave birth to
the study of the intellectual abilities. For researchers

of cognitive style, the psychometric-abilities tradition

appeared too encapsulated (because its major concern
did not extend beyond the factorial composition of

abilities) and too atheoretical (because of the emphasis

on prediction of school achievement). By contrast,

H. A. Witkin and his collaborators treated the cogni-

tive style of field dependence-independence (FDI) as

a master construct influencing motivation, personal-

ity, socialization, interpersonal behavior, and even

neurophysiological functioning. For the Menninger

Foundation group, cognitive styles (labeled “cognitive

controls”) were located in the “conflict-free sphere of

the ego,” and a primary goal involved the connections

between these cognitive controls and the traditional

mechanisms of defense (e.g., Gardner & Moriarty,
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1968). This interest in exploring personality and be-

havioral implications has characterized muchofthe re-

search in the cognitive-style tradition.

Some description of the constructs that are grouped

under the cognitive-style label is clearly warranted. A

substantial portion of the cognitive-style field is now

almost exclusively of historical interest, so a simple

descriptive listing is not useful. Traditions of theory

and research that flourished from the late 1940s into

the 1970s (and some even into the 1980s) have either

disappeared from the psychological scene or have lost

muchoftheir vitality. Accordingly, considerably more

attention will be paid to those styles that continue to

generate research than to those that have remained

dormant for an extended period of time.

CLASSIFICATION OF

COGNITIVE STYLES

The reader seeking the most comprehensivelisting

of cognitive styles should consult Messick (1976).

Nineteen styles have been delineated there; a definition

of eachstyle is provided, and reference is made to the

major findings associated with each. A more detailed

treatment of someof these styles can be found in Ko-

gan and Saarni (1990).

Because of the great diversity among the various

cognitive styles, Kogan (1973, 1983) proposed a three-

fold classification scheme based on the nature of the

measurement operations employed in the assessment

of a style. For Type | styles, individuals can be char-

acterized on the basis of the efficiency (or veridicality)

of their performance on criterial tasks; Field Depen-

dence-Independence (FDI) offers a good example of

such a style, because both of its primary assessment

devices—the Embedded Figures Test (EFT) and the

Rod-and-Frame Test (RFT)}—generate performance

distributions of a better-versus-poorer character (see

following section). The original EFI’ measures the

amount of time required to locate designated simple

figures embedded in complex geometric designs. In a

group-administered version of the EFT, the number of

items solved in a prescribed period of time becomes

the principal score. For the RFT, whetherin its origi-

nal or its portable form (Oltman, 1968), the respon-

dent’s task is to set a vertical rod to the true vertical.

A frame encloses the rod, and the frame is systemati-

cally tilted to the right or to the left. Thus, in the EFT,

the respondent must overcome the embedded geo-

metric context in order to do well, whereas in the

RFT, the respondent must disembed the rod from the

surroundingtilt of the frame in order to approximate

true verticality. Both of the aforementioned tasks share

with ability tests the property of generating individual

differences in level or quality of performance. Hence,

Type I styles cannot be distinguished from ability on

the basis of measurement operationsalone.

Another major style with Type I properties—re-

flection-impulsivity (R-I)—can be traced to the work

of Kagan andhis associates (1964). The principal mea-

suring instrument for assessing this style is the Match-

ing Familiar Figures Test (MFFT). The MFFT is a

perceptual matching task, in which the respondentis

required to select one ofa set of figural variants (min-

imally different from each other) that is identical to

a standard figure. As originally conceptualized, the

MFFT was designed to measure the extent of delay

under conditions of response uncertainty, and,in fact,

a delay or latency indexis obtained. If R-I had relied

exclusively on this index,it would obviously not have

qualified as a Type I cognitive style. However,it should

be noted that Kagan and associates (1964) added a

second index to the assessment of R-I, namely the

number of errors committed in the selection of vari-

ants. Initially, research with the MFFT used a median-

split procedure for classifying subjects: long-latency,

few-error subjects classified as reflectives and short-

latency, many-error subjects classified as impulsives.

This procedurein effect excluded the minority of fast

accurates andslow inaccurates, and promptedtheshift

to the use of multiple-regression procedures (Ault,

Mitchell, & Hartman, 1976). Of primaryinterest in the

present context is the addition of an accuracy com-

ponent to the R-I style, hence placing it in the Type I

category.

In contrast to Type I styles, those classified as Type

II do not employ accuracyorefficiencycriteria in their

measurement operations, yet performance at one pole

of the style is endowed with greater value than per-

formanceat a contrasting pole (cognitive complexity-

simplicity). The cognitive complexity-simplicity di-

mensionassesses the extent to which people and other

aspects of one’s social environmentare construed in a

multidimensional and discriminating manner (e.g.,
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Bieri, 1966). A variety of procedures have been em-
ployed to assess cognitive complexity-simplicity. All
rely on comparisons between target people or objects,
with the intention of eliciting the number of indepen-
dent dimensions the respondent uses to characterize
the domain at issue. There is a tendency to value hu-
man diversity highly, for example, and henceto believe
that a cognitively complex individual relative to a cog-
nitively simple individual would be better able to cap-
ture that diversity. Such accuracy cannot be assumed,
however, for there are indications that cognitively
complex individuals may overattribute differences in
the presence of similarity. As Bieri and his associates
(1966) have noted, there is an interplay between the
complexity of the person and of the situation. Never-
theless, those authors contend that cognitive complex-
ity-simplicity is a pervasive style with a fair degree of
generality. Accordingly, positive correlations can be
anticipated between complexity and IQ or otherabil-
ity indices. On the other hand, it has been argued that
the present style is completely domain specific—for
example, complexity with respect to people indepen-
dent of complexity with respect to things. If so, one
can no longer treat complexity-simplicity as a style,
and the question of a style-ability linkage becomes
moot.

Styles of conceptualization offer a further example

in the Type II category. Object-sorting tasks generate

different kinds of groupings. Kagan, Moss, and Sigel

(1963) distinguished between thematic and analytic

bases of classification. Thematic styles were morefre-

quently produced by younger children, the analytic

styles by somewhat older children. Such groupings do

not involve matters of accuracy, but the analytic style

is presumed to be associated with greater develop-

mental maturity and hence is more highly developed.

For any particular chronological age group,therefore,

greater preference for the more developmentally ma-

ture classification would be associated with higher IQs.

In sum, implicit in the Type II category of cognitive

styles is the notion of a value distinction implying a

more- versusless-advancedlevel of cognitive function-

ing. Because matters of correctness or errorare irrel-

evant to Type II styles, however, any link to ability

constructs would have to be put to an empiricaltest.

This is especially critical given theoretical disagree-

ment about the developmental maturity of different

styles of conceptualization (see Kogan, 1976). More
recently, it has been argued that such styles show no
intratask consistency, and that the critical index (likely
to be ability related)is flexibility in mode of grouping,
that is, showing greater diversity in stylistic prefer-
ences.

Finally, Type Ill cognitive styles are most purely
stylistic because their measurement entails neither an
accuracy noran efficiency criterion, and both poles of
the style, as originally conceived, are equally valued
modes of cognitive functioning. As empirical research
on a TypeIII style proceeds, an array of findings may
call into question the original concept ofstrict value
neutrality. In this regard, consider the breadth-of-
categorization style—the preferred band width of
specified categories. Pettigrew (1958) devised a set of
items, each providing the average value of a category
(e.g., a normalrainfall in New York), that required the
respondent to choose from multiple options the top
and bottom extreme of the category (e.g., most and
least rainfall in any single year). Verbal and figural
bandwidth tasks have also been developed (see Kogan,
1971). At the broad extreme, respondents prefer ov-
erinclusiveness, hence stretching category boundaries
as far as possible. At the narrow extreme, respondents
prefer overexclusiveness, thereby insuring that the cat-
egory does not include any “inappropriate” instances.

A review by Pettigrew (1982)of almost twenty-five
years of research with his bandwidth measure reports
an array of correlates (including diverse ability mea-
sures). Of primaryinterest is the evidence that band-
width preferences do not relate to global IQ but do
enter into significant relations—some favoring
breadth, others favoring narrowness—with more spe-
cific cognitive abilities. Thus, narrow categorizers per-
formedata higherlevel on a diversity of memory tasks
(Johnson, 1974), whereas broad categorizers were su-
perior in divergent-thinking tasks (Wallach & Kogan,

1965) and in metaphoric processing (Kogan etal.,

1980). These outcomes suggest that Type III cognitive

styles are not independent of ability; rather, the op-

posite poles of this style are associated with different

kinds ofabilities.

Various interpretations have been offered to explain

the pattern of ability correlates just described (Petti-

grew, 1982). One such interpretation concerns the de-

tailed analytic processing that narrow categorizers
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favor in comparison to the allegedly holistic processing

favored by broad categorizers. Another concerns the

possibly greater tolerance for deviant instances typical

of broad categorizers relative to narrow categorizers.

Research by Block and his associates (1981, 1986) has

demonstrated changes in the meaning of categorization

breadth from early to middle childhood. As described

by Kogan (1987, p. 112), “an optimal categorization

strategy at age 4 ceases to be optimal at age 11. Nar-

row categorizing serves an adaptive function at the

young age, where accurate or rigorous standards of

similarity implies a type of selective tuning to environ-

mental requirements. By age 11, a different heuristic

assumes prominence, a more adventurous one which

allows for the accommodation of deviant but never-

theless appropriate instances.” The breadth-of-cate-

gorization style is very likely unique in the extent to

which it demonstrates so radical a developmental

transformation.

To sum up, cognitive styles can be classified into

three types depending on the nature of their relation-

ship to the domain of ability. Because Type I styles

employ measurement procedures that place a pre-

mium on accuracy of performance, the distinction be-

tween suchstyles and specific abilities is often blurred.

TypeII styles entail value judgments about the quality

of response. There is an implicit connection to the

domain ofability here (greater developmental maturity

implying greater cognitive capacity), but such style-

ability links must be established empirically. There has

been considerable controversy as to the developmental

maturity of various conceptual styles, for example, and

value expectations have not always been confirmed.

Finally, Type III styles offer no clear guidelines for

judgments about accuracy or quality of response on

the basis of the style’s measurement operations.

Rather, each pole of the style in its original formula-

tion simply reflects alternative preferential modes. As

we have seen, however, each pole may be linked to

distinctively different abilities.

FIELD

DEPENDENCE-INDEPENDENCE(FDI)

Given its special role as the historically first and

most extensively studied cognitive style, it is only fit-

ting that we devote a special section to FDI. Thepri-

mary objective here is to select one aspect of the huge

FDI corpus—the style-ability distinction—and to fo-

cus upon. it.

Witkin and his associates (1962) were well aware

of the overlap of FDI with the assessmentof intelli-

gence. Those authors, as well as Goodenough and Karp

(1961), emphasized the link between FDI and a par-

ticular type ofintelligence, namely, an analytic factor

based on three of the WECHSLER SCALES OF INTELLI-

GENCE from the Performance battery—block design,

object assembly, and picture completion. A common

cognitive process—overcoming embeddedness—was

presumed to underlie these subtests and the FDI in-

dices derived from the EFT and RFT measures. From

these observations, the inference was drawnthat the

three Wechsler subtests could in fact be assimilated

into the FDI construct. In due course, Witkin and

Goodenough (1981) subsumed both the EFT and the

Wechsler tests within a broad construct of restructur-

ing skill. Consistent with this perspective, one now

finds Block Design, for example, employed as an index

of FDI.

Just as it is possible to incorporate selected intelli-

gence measures within an FDI construct, so can the

converse argument be advanced that FDI cannot be

effectively distinguished from traditional indices ofin-

telligence. This latter argument has muchinits favor

because theories of intelligence have historical prece-

dence over the more recently formulated theory of

FDI. Supportive of the view that FDI cannot be psy-

chometrically separated from intelligence are a series

of studies demonstrating that FDI indices correlate no

more highly among themselves than they do with in-

dices of spatial ability and fluid intelligence. Other in-

vestigators have claimed that FDI is highly loaded on

the GENERAL INTELLIGENCE (g) factor.

The foregoing evidence strongly points to the con-

clusion that FDI should. be situated within the ability

rather than the style domain.In an effort to rescue the

stylelike status of FDI, Witkin, Goodenough, and Olt-

man (1979) offered a major reformulation of FDI the-

ory that allowed for distinctive competenciesat both

the FI and FD poles. Whereas FI individuals were ex-

pected to excel in cognitive tasks requiring restructur-

ing, FD individuals were endowed with a diversity of

interpersonalskills. In the case of FD, however, it has

proven difficult to demonstrate the presence of actual
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skill rather than a mere orientation or attentiveness to
the social environment (see Davis, 1991; Kogan &
Block, 1991). Accordingly, the value-neutral theoreti-
cal formulation that Witkin and his colleagues sought
to achieve has unfortunately not withstood the test of
empirical confirmation.

The style-versus-ability issue is of particular con-
cern to those who approach the FDI topic from a
psychometric construct-validational perspective. FDI,
however, has also proven to be of interest to investi-
gators working within a neo-Piagetian tradition.
Within that tradition, FDI is treated as a performance
rather than a competence variable. Casting the FDI
construct into a competence-performance framework
leads to a distinctly different implication than viewing
it as more abilitylike than stylelike from a psychomet-
ric perspective. In the competence-performancecase,

emphasis is given to the information-processing strat-

egies of FI and FD children (see Davis & Cochran,

1990), and to the training interventions required to

reduce the FD handicap.

The FDI construct has been distinguished by its

enormous breadth of application. There are very few

areas of psychology that have remained completely un-

touched by it. All this could not have come about

without the great imagination and energy of the the-

ory’s originator, H. A. Witkin. The diversity of FDI

correlates would probably have been uncoveredif spa-

tial- or fluid-ability measures had been substituted for

FDI. The theory of the 1940s underlyingthe abilities,

however, would never have led to the extensions into

personality, social psychology, psychotherapy, and neuro-

psychology that have characterized the work on FDI.

Theory and research on FDI continues as a lively

intellectual enterprise, as reflected,for example, by the

volumes of Globerson and Zelniker (1989) and Wap-

ner and Demick (1991). Despite a half-century of FDI

research, however, we seem to haveas many questions

as we have answers about the role of FDI in mind and

behavior. Matters taken for granted have been re-

openedto further scrutiny. The long-presumed coher-

ence of FDI (the relationship of EFT and RFT) was

called into question in Witkin’s final posthumous pub-

lication (Witkin & Goodenough, 1981). EFT is now

linked to other restructuring tasks, and RFT is pre-

sumed to involve the interaction of bodily and visual-

field cues in the perception of the upright. Research
on the style-versus-ability issue has already begun to
take account of this reformulation of FDI theory (see
Kogan, 1983, for someearly directions). There is little
doubt that the FDI tradition of research has peaked,
but this master construct continues to inspire and sus-
tain numerous investigators.

The cognitive-style movement began at a time

when the only existing model of intelligence was a
psychometric one. With the growing prominence of
Piagetian and subsequent neo-Piagetian theories, cog-
nitive styles were thought of as moderators of com-
petence (e.g., Brodzinsky, 1985; Kogan, 1985). The
development of newer models of multiple intelligence

(Fodor, 1983; Gardner, 1983; Sternberg, 1985) simply

came too late to have much of an impact upon cog-

nitive-style theory and research. There is no doubt

whatsoeverthat there are numerous points of connec-

tion between these older and newer traditions.

Whether such connections will ever be madeis one of

those unknowns for which only the passage of time

can provide an answer.

(See also: MULTIPLE INTELLIGENCES, THEORY OF; PIA-

GETIAN THEORY OF DEVELOPMENT.)
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COHORT EFFECTS Theterm cohort derives

from a fundamental organizational unit of the Roman

army. In social science cohorts are typically defined as

groups of individuals experiencing common environ-

mental circumstances (Rosow, 1978; Ryder, 1965).

Examples of cohorts are the freshman class at a uni-

versity, the U. S. Marines who served in combat dur-

ing the Vietnam war, or all persons exposed toa toxic

chemical spill. In demography, it is commonto analyze

population trendsusing birth cohorts—membersofde-

fined populations or subpopulations born in a partic-

ular calendar year (for example, all citizens born in

Mexico in 1929).

Cohort effects in intelligence have come to be as-

sociated with systematic differences in abilities that are

a function of membership in different birth cohorts.

Cohort effects are also sometimes referred to as gen-

erational differences. Differences in the historical timing

of birth cause variation in variables that potentially in-

fluence intelligence. For example, a person born in

1900 experienced a fundamentally different societal

context than did a person born in 1950, given histor-

ical changes that have occurred during the twentieth

century. In contrast to an American born in 1950, an

American born in 1900 was, on average, educated in

a different kind of grade school, with a different kind

of curriculum; was less likely to attend college; lived

on average in a more rural environment; received a

quite different quality of medical treatment during

childhood; and experienced a vastly different set of

specific historical events during maturation and early

adulthood (e.g., the former experienced the Great

Depression of the 1930s).

Cohorteffects are distinct from two other types of

related effects: age changes and periodeffects. Age changes

are caused by influences that systematically covary

with chronological age, especially developmental pro-

cesses (e.g., biological aging during adulthood). Period

effects refer to influences that affect all birth cohorts

alive during a particular historical period. An example

of period effects would be public opinion about the

likelihood of nuclear war with Russia. One way to un-

derstand cohort effects is to view them asthe lasting,

cumulative effects of events occurring within a limited

historical epoch. To illustrate, imagine that cohortef-

fects in intelligence will be caused by an outbreak of a

virulent type ofviral encephalitis occurring in the year

2000 and ending in 2005. Severe encephalitic trauma

can cause brain damage andaffect intelligence. If the

probability of permanent brain damage was more

likely in young children, then the average intelligence

of a specific range of birth cohorts (say, persons born

between 1995 and 2005) would be lower than that of

later-born cohorts, who would not have experienced

the epidemic. Earlier cohorts would have been too old

at the time of the outbreak to have been affected. The

end result would be reduced intelligence in the 1995—

2005 birth cohorts, relative to other birth cohorts in

the population. Of course, in the real world, there

would be a number of potential historical influences

on intelligence, and cohort effects across the popula-

tion would be the outcome of the complex mixture of

many suchinfluences.

In the example just given, the cohortis the popu-

lation of persons affected by the disease. The groupis

a subpopulation of persons alive between 2000 and

2005 that cuts across multiple years of birth (and

hence, multiple birth cohorts). In psychology, cohorts

are typically defined by chronological age, perhaps

because the historically varying causal variables that

define cohorts and that influence constructslike intel-

ligence are not well understood.

Identifying the presence of cohort effects is a dif-

ficult task. Part of the problem is due to the fact that

there is a systematic relationship between chronolog-

ical age and membership in a birth cohort. At any

given point in historical time, one’s age is perfectly

predictable from one’s year of birth. Thus, at any given

point in time, persons of different ages were, by defi-

nition, born into different birth cohorts.

Historically, interest in cohorteffects in intelligence

emerged in developmental psychology because oftheir

importance as a rival explanation for development as

a cause of individual differences in intelligence. Devel-
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opmental research often assesses age-related changes
by employing a cross-sectional design. In this design,
personsofdifferent ages are sampled at a single point
in time. If age differences in measures of intelligence
are observed, then one can infer the presence of age-
related changesin intelligence. However, given thelin-
ear dependency betweenyear ofbirth, current chron-
ological age, and historical time, a plausible rival
explanation for the age differences is the existence of
cohort effects. Flynn (1987) conducted an analysis of
standardization data on the Wechsler Adult Intelli-
gence Scale collected over many decades, using a time-
lag analysis. He argued that there have been “massive”
gains in intelligence test scores during the twentieth
century, with more recently born birth cohorts per-
forming at higher levels. This pattern of effects would
cause older persons to perform more poorly than
younger persons, producing age differences in cross-
sectional data. The differences could not reasonably be
viewed as pure estimates of the effects of biological
aging, however. Thus, with respect to the hypothesis
of developmental change, cohorteffects can be viewed
as an unwanted nuisance factor that makes it difficult
to interpret the results from a simple cross-sectional
design. Given that birth cohort and chronological age
are perfectly confounded in a simple cross-sectional
design, there is no way to use cross-sectional data to

estimate their separate influences.

Schaie (1965) was oneofthefirst to propose using

more elaborate sampling strategies to determine (1) if

there are cohort effects in intelligence, and (2)

whether these cohort effects distort estimates of age

changes taken from cross-sectional designs. His ap-

proach involved repeated sampling from the same

population across multiple time periods. There are two

basic sampling schemes: one repeatedly draws new

cross-sectional samples at different time periods (mak-

ing a cross-sectional sequence), and the otherretests

the participants in the first cross-sectional sample as

they growolder (producing a longitudinal sequence).

Schaie (1983) ran a unique long-term study that com-

bines both cross-sectional and longitudinal sequences

to study multiple primaryintellectual abilities (as de-

fined by Thurstone, 1938). Schaie’s research project

began in 1956 with a cross-sectional sample of adults

ranging in age from 21 to 70. Every seven years,all

personsstill willing to participate were retested and a

new cross-sectional sample was added. Usingthis large
data set, Schaie found evidence of cohort effects in
several, but not all, intellectual abilities. He has re-
ported cohort effects for inductive reasoning, spatial
relations, verbal comprehension, and numerical facil-
ity. The pattern of these cohort effects has been
consistent with the hypothesis that traditional cross-
sectional designs may overestimate age changesin abil-
ities like inductive reasoning, because earlier-born
cohorts do more poorly on the reasoning tests. How-
ever, Schaie’s data suggest that the largest cohort dif-
ferences occurred for birth cohorts born from 1890
through about 1950, followed by a leveling off of the
trend. In somecases, the trend for increasing perfor-
manceby newbirth cohorts appears to have been re-
versed. The cohort effects on numerical facility,
measured with a test of two-column addition prob-
lems, are an interesting example. They suggest that
today’s younger adults (the most recently born adult
birth cohorts) perform less well than earlier birth co-
horts (today’s middle-aged andolder persons), adjust-
ing for age-related trends. This pattern of cohort
effects is consistent with recent societal trends: re-
duced emphasis on rote addition skills, combined with
the increased use of hand calculators and computers.

Schaie has found no cohort effects on measures of per-

ceptual speed, requiring rapid identification of visual

and symbolic information. Results from a different se-

quential study (Cunningham & Tomer, 1990)also sug-

gest no cohort differences in perceptual speed, while

finding cohort effects for other intellectual abilities

(see also Alwin, 1990).

Schaie’s results and conclusions have generated a

fair amount of argument and controversy, however.

One problem is that the kind of sequential sampling

required to investigate whether there are cohort ef-

fects is both expensive and time consuming. As a re-

sult, there are very few studies that have relevant data.

Like anyparticular study, Schaie’s results could be spe-

cific to the types of intelligence tests he used, the

methods of sampling persons, and so on. Without ad-

ditional long-term sequential studies of the same phe-

nomena, we do not know whether cohort effects will

be replicated. A second problem is that Schaie and his

colleagues have used the finding of significant cohort

effects to argue that aging changes occurlaterin life,

are far smaller in magnitude, and are found for some

 

274



COHORT EFFECTS
 

persons but not others. The interpretation has been

highly controversial (see Baltes & Schaie, 1976; Horn

& Donaldson, 1976). To some degree, the very inter-

esting questions of how to think about and understand

cohort effects have been overshadowed by the debate

on their implications for understanding the aging of

intelligence.

By far the biggest problem, however, is a technical

one. There are inherent ambiguities in the interpreta-

tion ofstatistical estimates of cohort effects in sequen-

tial data sets, given the mathematical dependency

amongthe age, period, and cohort variables alluded to

above. The sequential sampling plan affords the sci-

entist the chance to estimate age and cohort effects

because it uses repeated sampling to give observations

of multiple cohorts over the same age ranges. How-

ever, it cannot break the mathematical dependency be-

tween the three time-related variables. When one has

repeatedly sampled multiple birth cohorts over the

same age ranges, one hasalso, by definition, measured

the different cohort groups across different historical

time periods. In a sense, the issue arises because of the

use of birth cohort and chronological age to index the

historical and developmental causes of intelligence.

That is, although age, cohort, and time-period effects

are produced by conceptually distinct phenomena, no

statistical analysis can estimateall the conceivable ef-

fects using chronological age, year of birth, and year

of testing as the index variables for these effects. In-

stead, one needs to make some assumptions, based

upon theory, that at least some of the age, period, and

cohort effects are not operating. Schaie’s statistical

methods for estimating cohort effects have been se-

verely criticized because they often make very strong

assumptions—such as a complete absence of period

effects (e.g., Adam, 1978). There is little question that

the type of assumptions one makes about the presence

or absence of particular age, period, and cohort effects

can greatly influence the statistical estimates of the re-

maining effects (Donaldson & Horn, 1992; Glenn,

1977; Schaie & Hertzog, 1982). Given that psycholo-

gists differ widely in their beliefs about the nature and

causesofintelligence, this topic will likely continue as

a source of debate and controversy.

(See also: SOCIOECONOMIC STATUS AND INTELLIGENCE.)
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COLLEGE BOARD The College Board, once

known as the College Entrance Examination Board,

was created at the turn of the twentieth century to

bring order out of chaos in college admissions. Previ-

ously, each college had administered its own exami-

nations to applicants. Members of the faculty wrote

the examinations, sometimes in haste, which were ad-

ministered to juniors and seniors in secondary schools,

whofrequently journeyed to the campuses on a Sat-

urdayto sit for them. Not only was the whole testing

apparatus clumsy and the faculty-made examinations

somewhaterratic, the examination procedure beganall

over again if a student decided that he or she preferred

anothercollege.

One of the overriding concerns was the level of

excellence expected of students. A secondary concern

was curriculum content, the preparation that the sec-

ondary schools were expected to provide. On both

counts, especially the latter, marked differences ex-

isted from college to college. For example, at Colum-

bia University in 1878, entrance examinations covered

the four books of Caesar’s Commentaries, Sallust’s His-

tory, Xenophon’s Anabasis, Greek and Latin prose

composition, and ancient geography. The Harvard ex-

amination patterns differed substantially. In 1880,

Harvard reduced the amount of required Greek and

Latin and introduced eight new subjects: algebra, ge-

ometry, physical geography, English grammar, English

composition, ancient history, and United States his-

tory. Not only did the views of various colleges differ,

but they were strongly held. Organization of the ex-

amination process was an obvious necessity for fairness

to applicants, but it was difficult to achieve.

To meet this need, Nicholas Murray Butler, who

later became an outstanding president of Columbia,

convened a group of college representatives to con-

sider a proposal to establish what would become the

College Board.

If there was any single act that brought the College

Board into existence, however, it was the challenge

posed by Ethelbert Warfield, President of Lafayette

College, who asserted that his institution was not

going to be told whom to admit. President Eliot, of

Harvard, rose and replied with exquisite irony that the

proposals had been misunderstood. President War-

field, if he so chose, could admit only those students

who were unable to pass these examinations; no one

proposed to deprive LaFayette College of that privi-
lege. The assembled group then voted to form the Col-
lege Board.

Now that some 2.5 million students annually take
the SCHOLASTIC ASSESSMENT TEST (SAT), achievement
tests, and the Preliminary Scholastic Aptitude Test/
National Merit Scholastic Qualifying Test (PSAT/
NMSQT,a shortened version of the SAT for juniors),
the small beginnings of the board examinationsaredif-
ficult to imagine. In 1901, at 67 centers in America

and two in Europe, only 973 candidates sat for ex-
aminations. Thirty-nine men and womensat around a
table in the Columbia library grading the 7,889 papers

these 973 candidates wrote. The primary function of

the board during the next half-century was to admin-

ister and score examinations. It operated on small

numbers and generally ran a deficit.

During these years there were some amusing an-

swers to the examination questions, although perhaps

none better than one to the question, Name two an-

cient sports. The classic answer: “Antony and Cleo-

patra.”

Group intelligence tests, forerunners of the SAT,

were administered to army recruits during World War

I because the results were helpful for placement and

training purposes. Carl C. BRIGHAM, a memberof the

team that created these tests for the military, took this

idea back to Princeton University after the war and,

with some modifications, began to use generalability

tests as an aid in making decisions about applicants

applying for scholarships. Research studies indicated

that this test might also prove to be a useful addition

to the subject-matteressay tests offered by the College
Board. In 1926, thefirst multiple-choice SAT was ad-

ministered to some 8,000 candidates. Threeyearslater,

the test featured verbal and mathematical sections. In

1941, a 200-to-800-point scale was established. Before

that time norms were set on whichever group hap-

penedto sit for a particular administration ofthe test.

Until the SAT scores became available, the admis-

sions process in American colleges was based heavily

on lineage and proper schooling. The decisions even

revealed some unfortunate religious and racial over-

tones. Now much of this process has changed. Deci-

sions are seldom madeonthe basis of birth, schooling,

and geography and much more on merit, which has

improved the intellectual strength of student bodies,
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especially at selective colleges. The resulting diversity

of student bodies is probably more dramatic than the

change in composition of any other institution in our

society.

Has the SAT been a fundamental ingredient in this

revolution? The answeris yes, in a variety of ways. The

SAT should receive credit for helping to eliminate re-

ligious influences. It is embarrassing even to suggest

that a Jewish applicant who had SAT scores totaling

1550 but applied from an unknown school was not as

strong as another applicant from a well-knownschool

whose scores totaled only 1100, assuming both had

manyAsontheir grade record. The SAT reduced dif-

ferences between known and unknown secondary

schools because scores validated grades. The SAT has

also accelerated the admission of Asians who scored

well but whose parents were poorly educated; andal-

thoughit did not facilitate the entry of African-Amer-

ican students to predominantly white colleges, when

coupled with affirmative action programsit has not

been the handicap many expectedit to be. Of course,

most African-American students in no way need the

help suggested by affirmative-action programs. They

are admitted for their own obviousstrengths, as indi-

cated by the numberenrolled in virtually every selec-

tive institution.

To improveefficiencies in the administration of an

increasing volumeoftests and to strengthen the re-

search associated with test development, in 1947 a

new organization, the Educational Testing Service

(ETS), was created by the College Board, the American

Council on Education, and the Carnegie Foundation

for the Advancement of Teaching. At that time ETS

assumed the responsibility for the administration and

development of the SAT for the College Board. To

many students, it is ETS, not the College Board, that

appears to sponsor the SAT, the achievementtests, and

the advanced placement exams. Since its founding,

ETS has conducted research in a variety of assessment

areas and created a number of graduate and profes-

sional examinations, in addition to those for the Col-

lege Board.

Over the years the role of the College Board has

continued to evolve and expand. Longidentified solely

with the SAT and achievement tests, it became a

strong membership organization representing the views

of schools, colleges, and students nationally and offer-

ing a variety of other services to meet the needsit

identified. For example, the cost of higher education

is now so large that financial assistance has become the

keystone to college attendance for most students. The

College Board, again with ETS assistance, has offered

through the College Scholarship Service (CSS) a

method of processing financial aid information known

as the Financial Aid Form (FAF), which is completed

by students and parents. It contains information

essential in determining the size of need-based

awards. Competing with the FAFis a less expensive,

albeit less effective, form available from the federal

government.

Whyhasthe College Board, a nonprofit, member-

ship organization of schools and colleges dedicated to

facilitating the transition of students from school to

college, sometimes attracted criticism? Virtually all the

charges have arisen from the board’s sponsorship of

the SAT, which some people claim is biased against

certain ethnic minorities and against females, subject

to score increases by coaching, and influenced by pa-

rental income. Most studies addressing these charges

find that they have little validity. SAT scores do im-

prove the prediction ofcollege grades and, when com-

bined with the secondary school record, are useful in

admissions. Tutoring schools, which appear to be ef-

fective because their students score higher on the sec-

ond try, generally attract those whooriginally scored

poorly, so that regression toward the mean alone im-

proves their scores. Even so, the score increases gen-

erally fall within the standard error of the test, some

30 to 35 points, which, on a scale of 200-800,is quite

marginal. Members of some ethnic groups who do not

receive the best secondary education find that their

lower SAT scores reflect their lack of educational op-

portunities. They also tend to receive gradesin college

in line with these scores. In quite a different way, this

situation is also true for females. The basic claim is

that because women receive higher grades than men

in both high school and college but lower SAT scores,

the test is biased. First, the differences between female

and male grades and scores are small. Second, women

enroll in more humanities courses, in which the grades

are higher, than do men. If an adjustment is made for

those grade differences, the apparent discrepancy dis-

appears. Finally, a small but significant correlation ex-

ists between family income and SAT scores; people
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with more material resources do provide their children
with a better education.

Although the SATis far from a perfect instrument,
when used with other information about the candi-
dates it provides information thatis useful for making
admissions decisions and for course placement. The
critics fail to recognize how much the SAT has im-
proved both the quality and the equity of admissions
decisions, and how influential it has been in moving
the process toward evaluation based on merit rather
than on privilege. Another important value of the
scores is that they determine to which colleges stu-
dents apply more than grades do. A studentin a rural
school or even an urban school who scores very well
will say “I’m good enough to go to one of those fancy
colleges.” A student seeks admission to the most se-
lective institutions because of scores and not because
she or he was valedictorian. (Every school has one.)
Furthermore, despite good grades, a student does not
apply to MIT or Cal Tech with a score of 500 on the

math part of the SAT. Such an option is much more

feasible if the student’s score is 750. The SAT facilitates

the great sorting process, which in turn reduces the

range of scores at any one college. This reduction low-

ers the correlation between SAT scores and college

grades. The test then seemsless effective than it ac-

tually is. That the useful variance of the test is “used”

in the admission process, however, is just what should

happen.

The tests also serve another function.It is becoming

more and more difficult for a college to differentiate

among students by using secondary school grades

alone, because while grade inflation is pronounced in

the colleges, it is even worse in high schools. One

school, for example, had twenty-three valedictorians

in a single year—it established a grade average that

entitled a student to be classified as first in class and

over a hundredachieved this average. Actually, 30 per-

cent of those students who take the SAT report that

they have grade averages of A. That situation presents

a special challenge to the college admissions process;

the SAT scores provide an important part of a stu-

dent’s dossier to start the annual sorting process.

The board now provides a wide variety of educa-

tional services in addition to the admission test series

of SAT I and II. Colleges can use the Admitted Student

Questionnaire to understand their student bodybetter.
The Enrollment Planning Service helps colleges orga-
nize their recruiting efforts. The PSAT/NMSQTpro-
vides practice for the SAT and guidance services for
high school juniors andassists in the identification of
National Merit Scholars. The Student Search Service
helps colleges contact students who maybeinterested
in attending their institutions, and the College Schol-
arship Service processes important information through
the Financial Aid Forms. Advanced Placement exami-
nations, the College Level Examination Program,and
Accuplacerallassist in placing students at the proper
level in various courses. The College Board also spon-
sors two educational reform projects—Equity 2000
and Pacesetter—that aid the transition to college of
students from diverse backgrounds. Equity 2000 helps
secondary school students by eliminating tracking and
focusing on mathematical skills and achievement,
which research has demonstrated is the gatekeeper to
college. Pacesetter has five capstone courses designed
to motivate students to high standards of achievement
in analytical thinking and levels of mastery. In addi-
tion, the board offers a numberof associated services
(workshops, institutes, regional meetings, and the Na-
tional Forum) centrally and through the regional of-
fices.

(See also: SCHOLASTIC ASSESSMENTTESTS.)
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COMPENSATORY MECHANISMS| The con-

cept of compensation has received considerable atten-

tion in contemporary research on intellectual devel-

opment in adulthood. Twobasic issues are (1) the

extent to which older adults overcome aging-related

decline in intellectual abilities, and (2) the mechanisms

through which such compensation may occur.

In the most general sense, compensation is a pro-

cess through which deficits or losses are moderated

through alternative strategies, mechanisms, or selec-

tive improvements. Compensation is an important

concept in a wide range of psychological literature.

Backman & Dixon (1992) indicated that compensation

occurs systematically in such research areas as sensory

handicaps, in which loss in one sensory system may be

balanced by increased physiological sensitivity in an-

other intact system, cognitive deficits and learning dis-

abilities, in which alternative methods and investing

more effort and time have been explored as potential

compensation mechanisms; and_ neurological (brain)

injury, in which both (automatic) biological and (in-

tentional) behavioral compensatory mechanisms have

been studied.

The many sensory, neurological, and cognitive

changes that occur in adulthood are related to changes

in performance on intelligence tests. Researchers in-

terested specifically in adult development have turned

increasing attention to the role of compensation in ac-

counting for some successful or adaptive performance

in late life. For example, in the social psychology of

aging, Kenneth Ferraro (1984) observed that social

participation may increase immediately after the death

of a spouse, followed by a decrease in level of social

involvement, but with a new balance of close social

contacts. These new levels of nonmarital intimacy are

thought to compensate for the loss of a long-term

spouse. In some aspects of cognitive aging a similar

substitution may occur. For example, Timothy Salt-

house (1984) observed that older skilled typists, al-

though less proficient on critical componentsof typing

(e.g., finger-tapping rate), are able to maintain high

levels of performance by looking further ahead to the

to-be-typed. material than do younger typists. In the

widowhood example a significant personal loss (of a

spouse in late life) and in the typing example an ap-

parent decline (in the mechanism of performing a

complex task) were counterbalanced by gains in sub-

stitutable domains.

Several conceptual treatments of compensation in

cognitive aging are available. For Salthouse (1990),

clear evidence of a balance between declining com-

ponents of cognitive skills and improving components

is required for an inference of compensation. In

contrast, Paul Baltes’s (1987) model of selective opti-

mization with compensation portrays the dynamic in-

teraction between improving and declining aspects of

intelligence in terms that allow for compensation to

occur through increasing specialization. That is, not

only may a cognitive skill be performed through dif-

ferent mechanisms (substitution, as with Salthouse)

but some cognitive skills may be selectively culled

from one’s repertoire (and others emphasized) because

of declining intellectual resources. According to Baltes,

this situation too is an example of compensation and,

perhaps, a prototypical example of successful aging.

Compensationis a widely investigated psychological

phenomenon, but it may take different forms within

and across domains. The definition of Lars Backman

and Roger Dixon (1992, p. 272) reflects this breadth:

Compensation can be inferred when [a] mismatch be-

tween accessible skills and environmental demands is

counterbalanced (either automatically or deliberately) by

investment of more time or effort (drawing on normal

skills), utilization of latent (but normally inactive skills),

or acquisition of new skills, so that a change in the be-

havioral profile occurs [typically] in the direction of

adaptive attainment, maintenance, or surpassing of nor-

mallevels of proficiency.

Despite this breadth, however, severalsalient char-

acteristics of compensation emerge. First, a basic as-

sumption is that compensatory behavior occurs only

in the context of a mismatch (a deficit or loss) between

environmental demands and the cognitive skills of an
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individual. The mismatch may result from aging-
related decline in neurological structures, such as that
resulting in decrements in fluid intelligence (Horn,
1978, 1982). The mismatch may also derive from a
deficit resulting from an injury or a congenital condi-
tion, impairing performance on cognitive tasks. The
mismatch mayalso be the consequence, however, of
increasing demands from the environment, such as
when cognitive performance does not change, but the
level required for successful performanceincreases.

Second, the mechanisms of compensationarecritical
to consider. The general goal for the compensating in-
dividual, of course, is to decrease the gap between the
environmental demands and one’s performancelevel.
The literature on compensation suggests that there are
several ways in which this match can be achieved. Two
major forms of compensation are investment of more

effort, such as trying harder or taking longer to per-

form the cognitive task, and using a substitutableskill

or component, either of which may be latent or ac-

quired. Other forms of compensating include changing

goals, that is, individuals may modify their expecta-

tions for performanceandcriteria for success and se-

lect alternative tasks or goals. What is the evidence

that these compensatory mechanisms occur in intel-

lectual development?

COMPENSATIONIN

INTELLECTUAL AGING

For compensation to occurin intellectual develop-

ment, some degree ofplasticity, diversity (individual

differences), or metacognitive awareness maybepres-

ent. Plasticity is important. If some changesin intel-

lectual performance(e.g., normal declines with aging)

are not reversible in principle—whether through the

same or different mechanisms—then the logic of com-

pensation is at risk. Individual differences in intellec-

tual developmentare also an important consideration.

Universal compensation for intellectual decline would

not be expected (Schaie, 1983). Indeed, individuals

may be moreorless adept at developing compensatory

mechanisms. Finally, awareness of a loss or decline

may be an important precursor to some compensatory

efforts, although research indicates that compensation

may also originate in an automatic response and that

it may become automatized with practice (Backman &
Dixon, 1992),

In a review of the history of research on intellectual
developmentin adulthood, Roger Dixon, Deirdre Kra-
mer, and Paul Baltes (1985) noted that many ofthese
issues—including compensation—occurredin the ini-
tial research reportsonintellectual aging almost a cen-
tury ago. For example, E. C. Sanford (1902) linked
intellectual decline with the physical decline occurring
with aging. Nevertheless, he argued that at least for
young-old adults (ages 55-70) continued effort and ac-
tivity could result in someresistance to inevitable de-
cline. He wrote that “intellectual vigor may survive
(and as sometimes happens, much more than compen-
sate the failure on the physical side), but [the individ-
ual] must take care of [oneself] ... that [the] body
[must] be able to support the demandsof [the] mind.
In intellectual matters, even, [people] may find that

[they] mustfight [their] indolence” (Sanford, 1902, p.

447). Salthouse (1990) quotes several examples ofal-
lusions to compensation inintellectual aging. For ex-
ample, Miles (1942, p. 772; quoted in Salthouse, 1990)

wrote that “well-formedand practiced mental habits

plus the knowledge increment may tend to compen-

sate in later age for the quickness in comprehension

and action that typify early maturity.” Alan Welford

(1958, p. 286; quoted in Salthouse, 1990) wrote that

“older people have a remarkable ability to compensate

for any changes which maytend to impair their per-

formance and show an automatic and unconscious

rendering oftheir activity to make the best use of what

capacities they have ... a process ... we maycall un-

conscious optimization.”

RESEARCH

Because the preceding sections have established

that compensation in intelligence is neither an entirely

novel nor inconceivable idea, a brief review of relevant

researchis in order, particularly studies pertaining to

the major forms of compensation in intellectual aging.

First, compensation through investing more time or

effort could be observed if trying harder resulted in

performance improvements. To measure effort at the

time of task performanceis complicated. Nevertheless,

Richard Jennings and colleagues (1990) found that
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heart-rate patterns during high-load memory perfor-

mance indicated an increased expenditure of effort by

older adults, an increase that was related to memory

performance. Older adults are dramatically affected

when tasks, such as those tapping fluid intelligence,

require speeded performance (Horn, 1982). Changing

the preparation for a fluid intelligence task by provid-

ing practice or training changes the nature of the task.

Nevertheless, some research has suggested that im-

paired individuals may improve their performance

through training, thatis, as a function of effort to ac-

quire and implementstrategies (Baltes & Willis, 1982).

In a similar vein, through extensive effort older normal

adults learned complicated strategies to perform at

very high levels in fluidlike tasks such as serial-digit

memory (Klieg] & Baltes, 1987). Indeed, with training

in a particular mnemonic technique and underself-

paced conditions, some older adults remembered as

many as 80 digits in the correct serial position. Incor-

porating knowledge (through mnemonic techniques)

into task performance mayeffectively change the task

from fluid to crystallized intelligence. (See FLUID AND

CRYSTALLIZED INTELLIGENCE, THEORY OF.) Because of

this argument andother reasons, the latter illustrations

fall short of being definitive examples of this form of

compensation. They do, however, underscore therel-

evance of investment of effort and time in improving

performance and possibly overcoming deficits.

The second general mechanism of compensation is

substitution of an alternative ability or component

thereof. In psychometric intelligence and aging re-

search, the following scenario is conceivable: With

fluid abilities (Gf) declining with advancing age, crys-

tallized abilities (Gc, which may be maintained until

later in life) may assume a greater role in accounting

for overall intelligent behavior. According to John

Horn (1978), such a scenario (or the reverse) may oc-

cur because the two dimensions of intelligence are

compounds of multiple—sometimes overlapping or

simultaneously contributing—cognitive abilities. This

situation implies that certain cognitive tasks may be

performed through the operation of a typical mecha-

nism (those indexed by Gf) or through an alternative

mechanism (those indexed by Gc). Horn’s (1978,

p. 222) example is instructive: For a given compound

task (verbal analogies), relatively high Gc (e.g., vocab-

ulary) may compensatefor relatively low Gf (e.g., rea-

soning). Marit Olofsson and Lars Backman (1992)

obtained a similar pattern. Whereas reading compre-

hension was predicted by reading span for younger

adults, it was influenced by different markers of pre-

served semantic memory functioning by older adults.

The compensatory mechanism of substitution has

been examined in more detail for tasks that are less

psychometric in nature. A particularly useful proce-

dure for examining the interacting role of multiple

componentprocesses in the performance of complex

cognitive tasks has been produced by Neil Charness

(1989) and by Salthouse (1985, 1990). In this proce-

dure—known as the Molar Equivalence and Molecular

Decomposition strategy—age equivalence on a molar cog-

nitive skill is accounted for either by age equivalence

on the typical molecular components of that skill, or

by an increase in alternative compensatory molecular

components. This procedureis applicable to any ability

or skill that can be decomposed into constituent com-

ponents.In early studies on chess and bridge, evidence

suggestive of compensation was found in that, whereas

no age differences existed for skill or skill-related

tasks, reliable age differences applied to memory tasks

relevant to theskill on the part of older experts (Char-

ness & Bosman, 1990). This situation suggests that

compensation did occur, but it does not identify the

compensatory mechanism. As noted earlier, research

on the skill of transcription typing has taken this next

step. Although older skilled typists performed the

molar task at an equivalent level to younger skilled

typists, they performed the molecular components

(finger tapping speed, choice reaction time) worse than

their younger counterparts (Salthouse, 1984). The

compensatory mechanism identified in this researchis

that of preview span; older adults began keystroke

preparation earlier than younger typists thus moder-

ating the role of the highly speeded (and declining)

1993; Salthouse,molecular components (Bosman,

1984).
Finally, another approach to research on compen-

satory mechanismsinintellectual aging focuses on the

substitution of the skills of close collaborators (Dixon,

1992). The basic issue is the extent to which older

individual adults who are experiencing cognitive de-

cline can collaborate effectively with others to perform
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at a level equivalent or superior to that of individual

and collaborating younger adults. This approach has

been explored with several cognitive tasks, including

those tapping Gf and Ge (Dixon, 1992).

CONCLUSION

Compensation is a process through which deficits

or losses are counterbalanced through alternative

strategies, mechanisms, or gains. The life-span profiles

of intellectual development are complex and some-

times controversial. Although there is clear evidence

for decline on numerousbasic cognitive abilities, evi-

dence has emerged for both individual differences in

rate and extent of decline, and maintenance in do-

mains of cognitive skill. Both experience (expertise)

and compensation may play role in these phenom-

ena. Two major categories of compensatory mecha-

nisms are investment of more effort and applying a

substitutable skill. Although reasonable arguments and

data have been proffered regarding both mechanisms,

further research will elucidate their operation in in-

tellectual aging.

(See also: LEARNING DISABILITY; MENTAL RETARDATION,

CULTURAL-FAMILIAL.)
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COMPETENCE VERSUS PERFORMANCE

The competence/performance distinction contrasts

what one knows (competence) with how that knowl-

edge is actually used (performance). For example, a

fifth-grader may understand the principles of long di-

vision perfectly but still fail a math test consisting of

long-division problems. The teacher wishes to assess

the child’s grasp of a mathematical principle, but the

test score reflects more than that, including the clarity

of the instructions, knowledge of English, familiarity

with test-taking conventions, and how tired, dis-

tracted, nervous, impulsive, or careless the child is.

The competence/performance distinction is contro-

versial on several grounds (see below). However, it is

assumed to be important, because behavior is never a

perfect reflection of underlying knowledge.

The competence-performance distinction has im-

portant theoretical and practical implications. From

a theoretical viewpoint, the distinction assumes

that people make use of unconscious, rule-governed

knowledge, and that such knowledge is not directly

reflected in observable behavior. Instead, contraryto

behaviorist psychology, outward behaviors can be

understood only in terms of the underlying mental

states they reveal. Competence and performance often

take very different forms from one another. To take

the example of long division again, performance con-

sists of the solution to a list of specific problems,

whereas competence consists of general procedures

that can be applied to any problem.

From a practical standpoint, the distinction sug-

gests that measuring what people know is a chal-

lenging task requiring sensitivity and creativity.

Furthermore, any test result (school exams, [Q tests,

achievementtests, college boards) must be interpreted

cautiously. Every assessment reflects a complex mix of

factors, only some of which are of interest to the

tester.

BACKGROUND AND CONTROVERSIES

The contrast between competence and pertfor-

mance gained wide attention with the writings of the

eminent linguist Noam Chomsky, who argued for a

sharp division between outward speech andtacit (non-

conscious) linguistic knowledge. Everyday speech con-

tains many errors that are not part of the speaker’s

knowledge of English, but simply the result of other

intervening factors. For example, in casual conversa-

tion you maystart one thought then abandonit mid-

stream, forget the beginning of your sentence, and use

the wrong formof the verb. However, if given more

time to plan andreflect, you could avoid theerrors.

But competenceis not simply equivalent to perfor-

mance minus errors, because what speakers know of

their language is more than simply a list of grammat-

ical sentences. People are creative in their use of lan-

guage; they can speak and understand sentences that

have not been uttered before. Moreover, the underly-

ing grammatical rules that comprise one’s competence

can generate sentences that would never be spoken.

For example, languages permit infinitely long. sen-

tences that embed one phrase within another (“This is

the cat that ate the rat that ate the cheese that ...”).

The fact that the sentences people actually speak are

finite is considered an artifact of short-term memory

limitations (performance) rather than part of the

grammar.

Although the contrast between competence and

performance has been a fruitful assumptionin linguis-

tics and in other fields, many scholars have criticized

the distinction as articulated by Chomsky. Onecriti-

cism is that the distinction may place too much em-

phasis on competence, framing it as more interesting

and more worthy of study than performance, but
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performanceis also important and worthy of seri-
ous study, and it has its own significant regularities
and principles (Hymes, 1974; Labov, 1972, Sternberg,
1988). Indeed, it is legitimate to focus on competence,
performance, and the relation between the two. For
example, if you are a teacher attempting to measure
what your students have learned, you will focus on

competence. If you are hiring an airplane pilot and

want to know how well an applicant flies planes under

pressure, you will focus on performance.If you are

interested in motivation and why some people per-

form below potential, you will focus on the compe-

tence/performance discrepancy.

A second concern is that we have no fixed way

of deciding what to label competence or performance

(Newmeyer, 1983). Instead, what counts as compe-

tence and what counts as performanceis relative to

the perspective of the theorist. To a grammarian,rules

of turn taking are performance; to one whostudies

pragmatics, they are part of competence. Even mem-

ory, usually assumed to be a performance factor, can

be thought of as a competence that is influenced by

aspects of performance such as mnemonic strategies

(Smith, Sera, and Gattuso, 1988).

It is also important to keep in mind that the dis-

tinction between competence and performance is an

idealization, and cannotbe neatly assigned todistinct,

independent processes (Blumstein, 1982). Some sci-

entists suggest that the two may interact, so that

changes in performance may affect competence(e.g.,

your competence in chess may suffer if you no longer

practice the game). Competence can grow, change, or

diminish over time, and as such is affected by oppor-

tunities to perform and practice.

EXAMPLES OF THE COMPETENCE/

PERFORMANCEDISTINCTION

For those outside linguistics, it has been useful to

construe the distinction broadly, so that it includes

competence beyond that of grammar and performance

beyond that of speech. Given this more encompassing

notion, competence/performance discrepancies are

found whenever someonepossesses knowledge. How-

ever, they are particularly striking when the knowl-

edge is complex or rule-governed (such as language or

mathematics), or when the person whose knowledge
is being assessed is operating under a different set of
assumptions than the person testing the skill (for ex-
ample, when adults study children, or anthropologists
in the United States study people in anotherculture).

Consider first the skills of young children. Thirty
years ago, parents were commonlytold that their new-
born infants could barely see, scarcely hear, and had
no means of making sense of the chaotic jumble of
sensations they experienced. Babies’ behavior in daily
activities and in psychological experiments supported
this very limited portrayal. Yet it now seemsthat many

of these difficulties resulted from performancelimita-

tions. The underlying competence is more advanced

that would at first appear. In thelast twenty years

there has been a wealth of research revealing surpris-
ingly sophisticated abilities in young children. We
now know that infants, even newborns, can discrimi-
nate subtle speech sounds, recognize familiar odors,
calculate the relative size of objects, and show strong
preferences for particular visual patterns (such as
faces).

Perhaps the most well-documented example of a

competence/performance distinction in infancy con-

cerns the development of object constancy: the un-

derstanding that objects continue to exist even when

out of view. Jean Piaget (1954) observed that infants,

if shownanattractive toy that is then placed behind a

barrier in full view, either search for the toy in the

wrong location orfail to look for it at all. Older chil-

dren find the hidden toy with no difficulty. Piaget and

others interpreted this result to mean that infants be-

lieve that objects no longer exist when out ofsight.
However, more probing techniques reveal that babies

do keep hidden objects in mind (Harris, 1983). By

studying infants’ gazes, their patterns of reaching, or

their reactions to seemingly impossible event  se-

quences(such as two objects occupying the sameplace
at the same time), researchers have found that infants

in the first half year oflife expect that objects continue
to exist when hidden behind a screen. Even when

babies cannot successfully find hidden objects, more

subtle measures suggest that they know wherethe ob-

jects are.

Competence/performance discrepancies abound even

with older children, who are not so behaviorally lim-
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ited as infants. Some theorists (again, most notably

Piaget) argued that preschoolers have fundamental

limitations in their intellectual functioning. For ex-

ample, two- to four-year-olds were described as not

forming true concepts, not being able to take the per-

spective of another person, and not realizing that

quantities remain the same across superficial transfor-

mations(e.g., the number of penniesI have does not

change just because I stack them up in a tower instead

of spreading them out). As with studies of infants, re-

cent research suggests that many apparent limitations

of preschool children reflect performance difficulties.

Simpler, more focused tasks reveal that children have

at least partial abilities in all these domains (Gelman,

1978).
Competence/performance distinctions also arise in

studies of communication in other cultures (Hymes,

1974). Cultures differ in their conventions for answer-

ing questions appropriately. For example, among some

English-speaking Native Americans it is inappropriate

to answer a question without careful consideration

(Philips, 1970). In these classrooms, schoolchildren

meet a teacher’s questions with silence. Similarly, chil-

dren who have not yet learned the conventions for

hand raising to obtain a turn may not have an oppor-

tunity to reveal their knowledge in a classroom. Split-

second differences in the timing of a student’s raised

hand will lead others (even seven-year-old school-

children) to interpret the student as incompetent

(McDermott & Tylbor, 1983).

An area of serious practical concern that raises

competence/performanceissues is that of IQ. The IQ

is simply a test score, not a direct window ontoeither

underlying intelligence or real-world behavior. Thus,

from one perspective it taps performance (behavior on

the test) and is an incomplete assessment of compe-

tence (underlyingintelligence). From another perspec-

tive, it taps competence (knowledge of a particular

limited sort, such as vocabulary and ability to solve

analogy problems), not performancein school or suc-

cess in the real world. From either perspective, the

test is limited. Byitself this is not a problem,yet dif-

ficulties arise when people confuse the test with the

skills and abilities it is meant to measure. See Gardner

(1983) and Sternberg (1988) for extended discussion

of these issues.

SOURCES OF THE COMPETENCE/

PERFORMANCE DISCREPANCY

It is often difficult to determine why performance

errors arise, and the issue must be addressed ona case-

by-case basis. For example, ordinarily people make

manyerrors in logical reasoning. Do these reflect dif-

ficulties in competence or in performance alone? Ac-

cording to one school of thought, they are strictly

performance errors: We know the rules of logic but

do not always apply them accurately. One demonstra-

tion in support of this point is that children’s errors

on a transitive-inferences task (A is greater than B, B

is greater than C; is A greater than C?) drop signifi-

cantly when the children are trained to remember the

premises (A is greater than B, B is greater than C)

(Bryant & Trabasso, 1971). Here, memory limitations

blocked knowledgeofanintact logical principle. How-

ever, other researchers argue that we do not possess

abstract logical rulesat all. Based on finding consistent,

systematic patterns of performanceerrors and perfor-

mance successes, they suggest that humans ordinarily

use an alternative logic, following rules of reasoning

that are different from the formal rules posited by

logicians (Nisbett, Fong, Lehman, & Cheng, 1987).

Howdeepare performancelimitations? The answer

to this question partly depends on their sources. Per-

formanceerrors are rooted in an extremely diverse set

of factors, including cognitive constraints on how we

process information (e.g., memory lapses, attentional

deficits), personality traits (e.g., impulsivity, shyness),

physical or emotionalstate (fatigue, anxiety), momen-

tary distractions, cultural dictates, motivation to per-

form, and more. Some ofthese factors are superficial

or fleeting, whereas others are virtually unchangeable.

Mostof these factors by themselves do notaffect per-

formance;instead they interact with the task to yield

errors. For example, a shy person could score poorly

on an oral exam butbrilliantly on a written exam,

whereas anilliterate person could show the reverse

pattern. Thus, even for factors that appear to be more-

or-less fixed (e.g., memory constraints, personality),

tasks can be devised to bypass their effects and, con-

sequently, to assess competence more adequately.

For the most part, sophisticated performance im-

plies a high degree of competence. For example,
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someone who can produce grammatical sentences in
English probably has command of English grammar.
However, performance can be misleading, at times im-
plying an underlying competence that does not exist.
For example, one person may prop up the perfor-
mance of another (e.g., a parent deftly anticipating a
child’s reactions, so that together they carry out a con-
versation). Another example is the use of short-cut
heuristics that closely approximate more in-depth
knowledge. Alternatively, one may have encapsulated
knowledge thatis sophisticated in only a limited do-
main or context(e.g., the ability of bees to conduct

complex navigations with respect to food finding but

no other task) (von Frisch, 1950).

CONCLUSIONS

In summary, actual behavior and underlying knowl-

edge are distinctly different things. In the words of

Roger Brown (1973, p. 88), “samples of performance

constitute only an imperfect set of clues to compe-

tence.” Although only behavior is directly observable,

with enough care and ingenuity it is possible to dis-

cover much aboutthe structure of implicit knowledge,

and to discover the factors that impedeorassist per-

formance. The distinction is important to keep in

mind, whether one’s focus is on competence, perfor-

mance, or the interrelations between competence and

performance.
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SUSAN A. GELMAN

COMPLEXITY, COGNITIVE

a concept that deals with intellectual power, cognitive

Intelligence is

complexity is a concept(actually, a group ofrelated con-

cepts) that deals with the ways people apply the intellec-

tual power that they possess. Most theorists consider

cognitive complexity to be a personality factor that varies

from one person to the next but is stable within at least

adult individuals. It affects one’s approach to a wide

range of situations and problems and constitutes a bias

or preference in dealing with information.

 

286



COMPLEXITY, COGNITIVE

 

COGNITIVE STRUCTURE

Complexity theories describe cognitive structure.

This may be thought of metaphorically as the frame-

work of a building, which influences and to some ex-

tent determines the arrangement and function of

different rooms. The actual furnishings, decoration,

and utilization of the rooms, however, can then vary

widely according to the resources and needs of indi-

vidual users. Cognitive structures serve the intellectual

process regardless of content. They guide us in select-

ing information to be processed from the total avail-

able, organizing the selected information in some

characteristic fashion, moderating and controlling the

impact of emotion and motivation upon information

processing, and adapting to situational requirements

posed by particular tasks (Bieri, 1971). Their function

is to help us cope with the tremendous amount of

stimulation and information (some presented in the

environment and some generated internally through

memories, emotions, and the like) that bombard us

mostof the time. They guide us as to what information

to ignore and what to process, and how to interpret

the latter. This filtering function makesit easier to act

upon the information and to identify that part of the

information that requires the time-consuming andef-

fortful application of “pure”—that is, relatively un-

biased—intellectual processes.

The cognitive complexity approachis related, both

theoretically and empirically, to other cognitive style

constructs. All guide the functioning ofintelligence,

reasoning, logic, problem solving, and planning. Sev-

eral share the concentration on structure rather than

content. Complexity theorists have made a particular

point of this emphasis. They have devoted themselves

primarily to the study of two componentsof structure:

differentiation and integration.

Differentia-

tion refers to the perception that there is more than

Differentiation and Integration.

one relevant dimension or factor within a stimulus

(person, event, concept, plan, problem, and so on) or

to the recognition that there is more than onelegiti-

mate way of looking at or interpreting that stimulus.

An undifferentiated cognitive structure may apply one

metric (e.g., to my advantage/not to my advantage) to

all events or plans of action. A differentiated onemay

consider such additional factors as long- versus short-

term outcomes, moral and legal acceptability, proba-

bility of success, and impact upon other people.

Integration is the relating of such differentiated

cognitive units to each other. Integration can occur

through the combination of several dimensions or per-

spectives, by the conception of trade-offs or com-

promises between them, or by thinking of them

as components of a larger, superordinate cognitive

schema or system (see Figure 1). Obviously, differen-

tiation is a necessary precondition for integration,

though not sufficient in itself.

Differentiation is a basic componentin all measures

and theories of cognitive complexity. Some theorists

have elaborated the construct. For example, Scott, Os-

good, and Peterson (1979) distinguished among the

number of attributes an object is perceived to have

(object complexity), the number of categories within

an attribute (attribute precision), and the number and

distinctness of attributes available to the person (di-

mensionality). Others focus on a particular kind of dif-

ferentiation: P. W. Linville (e.g., 1987) and her

colleagues have studied the attitudinal and health im-

plications of “self-complexity,” the degree to which

one’s cognitive representation of the self is differen-

tiated.

Both differentiation and integration are relevant to

complexity; each is unique, but they are related. Con-

sideration of both seems necessary for a comprehen-

sive analysis of complexity as a cognitive style.

Nevertheless, integration is incorporated explicitly by

only a few of the complexity models. The systems that

deal most satisfactorily with integration are conceptual

complexity theory (Schroder, Driver, & Streufert,

1967) andits offshoots. Amongtheseis the integrative

complexity approach, which studies complexity as a

state variable expressedin a particular situation rather

than asa cross-situationally stable trait (Suedfeld, Tet-

lock, & Streufert, 1992).

MEASURING COGNITIVE COMPLEXITY

As with any theoretical construct involving impor-

tant individual differences, the measurement of cog-

nitive complexity has attracted considerable attention.

Because there have been several versions of complexity

theory, there have also been a number of measurement

procedures proposedandtried.
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Onebipolar perspective

Undifferentiated,
No Integration

Differentiated dimensions

One combinatorial perspective

Moderate Differentiation,

LowIntegration

Figure I

Unrelated dimensions

 

Unrelated perspectives

Differentiated,
No Integration

Differentiated dimensions

Alternative perspectives

Superordinate schemata

High Differentiation,
High Integration

Differentiation and integration

The earliest of these, still used by researchers, is

George Kelly’s Role Construct Repertory Test (1955;

more commonly known as the Rep Test). The proce-

dure requires the respondent to write down the names

of acquaintances whofit each one ofseveral roles pre-

sented in the test. The subject is then asked to think

of important ways in which any two of these people

resemble each other but not a third. The basis of sim-

ilarity is called the construct; the opposite of the con-

struct, which differentiates between the first two

individuals and the third, is the contrast. The subject

then goes through all of the other acquaintances

named andindicates whether each belongs in the con-

struct or the contrast category (i.e., resembles or does

not resemble the two original people). Then a matrix

is made up to comparethe pattern of how people are

rated on constructs. Highly similar ratings (i.e., many

people rated the same way) across constructs show a

simple cognitive structure. This is a measureof differ-

entiation. Later modifications, such as factor analyzing

the responses or having the researcher provide prese-

lected constructs on which to rate stimuli, have been

based on the same definition of cognitive complexity:

the more different constructs of factors can be iden-

tified, or the more they differ from each other, the

higher the level of complexity.

The major alternative to this kind of assessment

measures both differentiation and integration. It usu-
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TABLE1

Integrative Complexity

Score Characteristic

1 Undifferentiated, no integration

2 Transitional

3 Differentiated, no integration

4 Transitional

5 High differentiation, low integration

6 Transitional

7 High differentiation, high integration
 

ally involves the respondent’s writing one or more sen-

tences, paragraphs, essays, or passages on themes

chosen by thetester (e.g., the Paragraph Completion

Test, or PCT; Schroder, Driver, & Streufert, 1967).

These are then analyzed by trained scorers for evi-

dence of the two components of complexity and

scored on a 1-7 scale (Table 1).

This method requires careful training and consid-

erable work for scorers. To eliminate these drawbacks,

attempts have been madeto replace it by multidimen-

sional scaling and multiple-choice formats. No valid

and reliable substitute has been developed as of the

early 1990s. On the other hand, the method itself has

been improved and extended. The original PCT was a

speed test, using six paragraph topics with 1 2 to 2

minutes per paragraph. Newer formats include a

powertest allowing 8 minutes for each of two topics,

and a scoring system that can be applied to documents,

novels, letters, videotapes, interviews—infact, to al-

most any connected verbal material (see Suedfeld, Tet-

lock, & Streufert, 1992).

COMPLEXITY AND INTELLIGENCE:

STATISTICAL ASSOCIATIONS

The association between cognitive complexity and

intelligence (as measured by standard IQ tests) is of

theoretical interest. Is complexity in fact a facet of

intelligence? Or, can higher levels of complexity be

reached only by people whoattain at least some level

of verbal ability (and if so, what is that level)? Con-

versely, it can be argued that someintelligence test

items may be measuring complexity, at least to some

extent. In view of the reliance of complexity measures

on verbal behavior, these seem to be reasonable ques-

tions with important implications for the complexity

theories.

Correlation studies have shown that although some

measures ofdifferentiation and intelligence are corre-

lated, one is not merely a version of the other. Kelly’s

Rep Test and its variants have typically shown low

correlations (around .20) with either IQ scores or ac-

ademic grades, although there have been a few excep-

tions with correlations up to the .40s. One of the

highest correlations was obtained with a group of low-

IQ subjects (see Goldstein & Blackman, 1978). Scott,

Osgood, and Peterson (1979), using a much moreelab-

orate but conceptually similar listing and sorting task,

found correlations with Scholastic Aptitude Test scores

in the .2 to high .3 range, depending upon the domain

being differentiated.

With the Paragraph Completion Test, which mea-

sures differentiation and integration, the association

depends upon the subject group. Adults show mixed

results, with correlations ranging from the .20s to the

40s; again, the correlationis higher amongless intel-

ligent groups. With subjects of high school age or

younger, the correlations are consistently positive and

significant. Suedfeld and Coren (1992) found that the

power PCT (two paragraphs, no time pressure) cor-

related reliably with measures of divergent thinking

but not with fluid or crystallized intelligence.

It appears that there is an association between cog-

nitive complexity and atleast verbalintelligence if one

looks at a sufficiently broad range of IQs. This rela-

tionship is particularly strong among groups whose

verbal facility may not befully developed, suchaschil-

dren andlow scorers on the intelligence measure. The

underlying reasons may be both that people must

reach a threshold of verbal skill to express highly dif-

ferentiated or integrated concepts and also that some

indices of IQ in effect require differentiation or inte-

gration.

COMPLEXITY AND INTELLIGENCE:

PROBLEM SOLVING

The substantive, as opposed to thestatistical, asso-

ciation between intelligence and cognitive complexity

is seen when complexity is considered as a factor in

how people solve problems. This is also the crucial test

of what it means to be intelligent.
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Cognitive complexity affects the processing of all
information and therefore all forms of thinking and
decision making. Researchers have documented its
role in a wide variety of contexts from the solving of
experimental puzzles, through adaptation to a new
culture and the interaction between teachers and pu-
pils, to the strategies of governmentalleaders facing
internationalcrises.

Complex peopleare, predictably, more complex in
solving problems. They collect and consider more of
the information available in a situation and put to-
gether solutions in which each step is more connected
to the others at any one point as well as over time.
Complex managers see more links between their own
decisions and ongoing events and use these links to
guide further information search; they originate more

options in problem solving; and they pay more atten-

tion to the reactions of the people with whom they

are dealing (Streufert & Swezey, 1986). Complex peo-

ple are also better at communicating in such situations

as marital problems, cross-cultural cooperation, and

teacher—pupil and counselor—client interactions (for

references, see, e.g., Suedfeld, Tetlock, & Streufert,

1992). They are also less likely to develop depression,

physical illness, and low self-esteem under stress or

after failure.

Complexity is not necessarily beneficial: high levels

of information search and processing can beself-de-

feating. Complex subjects have greater difficult in

making choicesand decisions, may be misled by paying

too muchattention to incorrect or irrelevant infor-

mation, and may take too much time in reaching a

conclusion (Goldstein & Blackman, 1978). They may

seem vacillating and indecisive to others (Tetlock,

1991). They are also more aroused physiologically by

some challenging situations, more anxious, and more

likely to have gastrointestinal dysfunctions and heart

attacks (Streufert & Swezey, 1986).

In the case of complex behavior (as opposed to

complex personality), different levels of differentiation

and integration seem optimal in different circum-

stances. Sometimes the situation calls for clear,

straightforward actions; sometimes, for compromise,

negotiation, and empathy. Individuals who can sense

which is appropriate and respond accordingly do bet-

ter than those whostay rigidly at one level, whether

high or low. Flexible complexity predicts, for example,
long-term career success in political leadership and in-
ternational diplomacy (Suedfeld, Tetlock, & Streufert,
1992).

CONCLUSION

Cognitive complexity is itself a complex idea. The
phrase can refer to a personality trait—that is, to a
consistent way in which the individual approachesin-
tellectual problems and decisions. Alternatively, it can
mean the way in which that approach is made in a
specific situation. It shares some theoretical andstatis-
tical ground with the traditional concept of intelli-
gence, butits closest association with that conceptis
in how bothrelate to the person’s ability to cope with

information and withlife.
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New directions in research on integrative complexity. Sympo-

sium conducted at the annual meeting of the American

Psychological Association, San Francisco.

PETER SUEDFELD

COMPREHENSION _See walis—R SUBSCALES.

CONNECTIONISM =Muchofthe research and

theorizing within cognitive science is based on theas-

sumption that the mind, like a computer,is a general

information-processing device. This assumption im-

plies that both the mind and the computer perceive

information from an input device (e.g., eyes, ears,

touch) and, through a series of processing steps, eval-

uate and transform the information for understanding

and/or output. The adoption of this perspective has |

led to the investigation of information-processing

characteristics of such systems as computers and

minds (Newell & Simon, 1972).

Two basic premises underlie these types of infor-

mation-processing systems: The systems operate on

physical symbols (information, data), and these oper-

ations are defined as the manipulation of symbols by

rules in the form of programs (Newell & Simon, 1972).

The physical-symbol premise asserts that each concept

is uniquely and independently represented, that is,

there is a specific data item in storage that stands for

a given concept. The program (rules) takes the data

(symbols) and manipulates and transforms them to

produce some new output. The theoretical conse-

quence of adopting these premises has been the at-

temptto specify the “program,” the “software,” or the

rules that people at different levels of skill or ability

use to manipulate data and how rules develop to ac-

count for performance.

Connectionism offers a different perspective on

how to characterize the mind. Connectionist models

are a class of models that share a set of underlying

assumptions (Feldman & Ballard, 1982; Rumelhart,

Hinton, & McClelland, 1986). Connectionist models

also posit that the mind is an information-processing

device. However, these models suggest that the mind

processes information not like a computer but like

neurons in the brain. The brain is composed of neu-

rons, which process information through the trans-

mission of neurotransmitters from‘the axon terminal

of one neuron, across the synapse, to the dendrite

of another neuron. These neurotransmitters act to

change the polarization, or electrical potential, of the

receptor neuron.

The assumption that the mindis like the brain leads

psychologists to make very different assumptions re-

garding how the mind works. As will be discussed,

the brain orientation differs from the computer orien-

tation in assuming that information processing is not

carried out via the process of symbol manipulation and

that knowledgeis best conceptualized in terms of dis-

tributed representations, not physical symbols. Thus,

connectionist models assert that the two main as-

sumptions underlying the simile that “the mind is like

a computer” are inaccurate.

Connectionist models posit that informationis pro-

cessed by simple processing units that are intercon-

nected by associative links. These units behave like

neurons. The premise is that each of these processing

units has associated with it some level of activation. ©

The level of activation might be high enough so that

the unit can be considered “on” or low enoughso that

it can be considered “off.” A second premise is that each

of these units is interconnected with other units by

associative links. When a unit is active, it sends acti-

vation across the associative links, and this affects the

activation level of its neighbors. Within connectionist

models, two different types of associative links exist.

The first is “excitatory links,” which increase the ac-

tivation level of the neighboring units, and the second
9is “inhibitory links,” which decrease the level of acti-

vation of the units. This process of sending activation

across associative links has been labeled “spreading ac-

tivation.” Each unit has the capability of receiving as

well as sending activation. A given unit’s activation

level will ultimately be determined by evaluating all

the messages that it receives from the environment

and from its neighbors (both excitatory and inhibi-

tory). An important component of connectionist mo-

dels is that the spread of activation across associative

links occurs in parallel; that is, many different units

can send and receive activation at the same time.
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One wayto think about these models is to equate

each processing unit to a demon. Each demonhas the

capacity to yell (level of activation). It can be quiet

(resting), yell very loudly, or call out at some level in

between. In addition, once a demonstarts yelling, it

sends messages to demonsassociated with it (across

associative links), either telling them to yell (excitatory

messages) or telling them to keep quiet (inhibitory

messages). Many different demons can be yelling and

sending messages at the same time. Each demon who

receives these messages evaluates all the messages

coming in (each demon can receive messages from

many different demons) and then determines how

much it should yell. Given a certain input (environ-

ment, state of problem), one can envision a chorus of

devils yelling and many keeping quiet. Ultimately, each

demon will determine how muchit should yell, and a

certain level of yelling across demonswill be obtained.

It is important to note that unlike the computer

perspective, whichasserts the use of a physical symbol,

the connectionist view asserts that no one demon

(unit) means anything alone. Meaning is derived from

the pattern of yelling between demons. Any one de-

mon may be part of many different groupings. This is

whatis meant by a “distributed representation.”

The next issue to be addressed is how information

processing is carried out in such systems. Most con-

nectionist models involve at least three different levels

of units (demons). Thefirst level of units can be char-

acterized as representing the stimulus or environment.

The second level is characterized as an inferencelevel,

which represents the person’s understanding of the en-

vironment. The third level is characterized as an out-

put level and represents hypotheses regarding different

ways of responding. Thus, there is a pattern of acti-

vation across units that represents the input, a pattern

of activation across units that represents understand-

ing, and a pattern of activation across units that rep-

resents the response.

In most situations, the manner in which these levels

interact is clearly ordered. Activation starts at the level

that represents the input, which then activates the

level that represents understanding, which in turn ac-

tivates the level that offers responses. This description

greatly simplifies how these levels interact. First, it is

not necessary for one level to settle down to a pattern

of activation prior to activating another level. Second,

the first level can have direct links to both the second

and third levels, so that activation can flow from the

first to the third level directly, as well as from the

second to the third level. Third, activation can also

flow downward through the levels, so that the pattern

of activation on the higherlevels can influence the pat-

tern on lower levels. It is important to realize that

these levels are highly interactive.

Finally, while the output level can represent some

desired behavior, it does not have to. The output level

of any network can be thought of as a thought or an

idea that a person thinks of while working on some-

thing. The outputlevel, then, can be an internalstate.

This output level then serves as an input level for an-

other network. Thus, information processing is con-

ceptualized as one pattern of activation across units

affecting another pattern. Processing is not carried out

by rules or programsthat manipulate data; it is carried

out by spreading activation that changes activation lev-

els of related units.

The importance of connectionist models is that

they provide a different perspective for understanding

cognition and intelligent performance. From the per-

spective of the simile that “the mind is like a com-

puter,” competent performanceis seen in terms of the

acquisition and development of processes that permit

moreefficient transformations of data. From the con-

nectionist perspective, competent performance 1S

understood in terms of the development of networks,

which do not explicitly represent rules. The under-

standing of intelligence and skilled performance in-

volves understanding the constraints on how these

networks develop, not how rules are acquired.

BIBLIOGRAPHY

FELDMAN,J. A., & BALLARD, D. H. (1982). Connectionist

models and their properties. Cognitive Science, 2, 205-254.

NEWELL, A., & SIMON, H. A. (1972). Human problem solving.

Englewood Cliffs, NJ: Prentice-Hall.

RUMELHART, D. E.; HINTON, G. E.; & MCCLELLAND,J. L.

(1986). A general framework for parallel distributed

processing. In D. E. Rumelhart & J. L. McClelland (Eds.),

Parallel distributed processing (Vol. 1, pp. 45-76). Cam-

bridge, MA: MITPress.

MITCHELL RABINOWITZ

 

292



CONTEXTUALIST THEORIES OF INTELLIGENCE

 

CONSERVATION

CONCEPTS.

See CHILDREN’S CONSERVATION

CONTEXTUALIST THEORIES OF INTEL-

LIGENCE All theories of humanintelligence are

necessarily contextualist. They differ, sometimes strik-

ingly, with respect to which aspects of context are

viewed as most central for understanding human

intelligence. Theories of intelligence that place the

greatest emphasis on the HERITABILITY of individual dif-

ferences in intelligence assert the importance of evo-

lutionary history—and_ thus the contextual factors

that operate through natural selection—in shaping the

distribution of genetic factors that influence observed

(phenotypic) diversity (Eysenck, 1988; Galton, 1892/

1962). In contrast, theories of intelligence that focus

on the diversity arising from an individual’s develop-

mental history emphasize the contextual contingencies

operating in the person’s physical and social environ-

ment (Hunt, 1961).

Although the needto integrate contrasting theoret-

ical approaches has long been recognized (Anastasi,

1958; Dewey, 1922), recent theoretical and research

efforts have sought new waysto bridge the gap in an

attempt to understand human intelligence by incor-

porating these disparate contextual effects (Bronfen-

brenner & Crouter, 1983; Ceci, 1990; Cole & Scribner,

1974; Gardner, 1983; Sternberg, 1990). Several clari-

fications may help to avoid confusions that have hin-

dered previous integrative attempts.

The traditional dichotomy between nature and nur-

ture—that is, inheritance or genetic accounts versus

environmental or experiential accounts—has often

obstructed understanding. The approach of many in-

vestigators to the study of mind was limited by the

methodologies available and accepted at the time.

These tended to be main effect models (Green, 1992).

From this perspective, the essence of intelligence can

best be found by looking for the central effects while

making all else equal. In this formulation, the interest-

ing story is what remains after the effects of individual

histories have been removed through various statistical

forms of equating.

For the individual organism, of course, these influ-

ences are not dichotomous but rather are fully inte-

grated during development. Particularly relevant here

is the impact of experiential history on the sculpting

of neural, immune, and hormonalpatterns. Research-

ers have devoted mucheffort to the division of effects

between these competing factors, a goal that becomes

more complex and nuanced as the precision of these

estimates increases (Plomin & Thompson, 1988).

Historically, relatively less effort has gone toward

the construction of robust developmental accounts

that can explain how these two substantive influences

interact to yield the observed diversity in human in-

tellectual performance. As a result, researchers have

shifted their focus beyond the strict apportionment of

isolated effects toward the more complicated task of

describing the dynamic interaction of multiple influ-

ences over the course of human development.

Somepast confusion derives from the failure to dis-

tinguish between contextual factors associated with

intellectual development in general and those associ-

ated with diversity in intellectual accomplishment. A

useful distinction separates capacities and capabilities,

a distinction masked by the omnibus term “mental

abilities.” Literacy offers a helpful example. The vast

majority of humans obviously have the capacity to

become literate, given the appropriate experiential

contingencies. Previously illiterate populations dem-

onstrate high proportions of literacy with the advent

of schooling, rapidly becoming capable of reading.

Because of theoretical assumptions prevailing in the

early history of empirical research on human intelli-

gence (€.g., Terman, 1916), these two constructs—

capacity and capability—were conflated, in the belief

that attained capabilities were quite reliable estimates

of fundamental intellectual capacity (Keating, 1990a).

More recent efforts to disentangle these notions, in

order to achieve purer, morereliable estimates of fun-

damentalcapacity independentof developmental influ-

ences—such as information-processing capacity or

efficiency—have generated mixed results. Again, the

processes of developmental integration may make it

difficult to disentangle these issues. This situation rein-

forces the need to examine in muchgreater detail the

nature of humandiversity as a developmental phenom-

enon.

Such an examinationlogically begins by focusing on

those features ofintelligence that arise out of our evo-

lutionary history. As Howard Gardner (1983) has ar-

gued, this understanding has important implications
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for contemporary theories of intelligence with respect
to issues like modularity, domain specificity or gener-
ality, and hypothesized pathwaysfor the expression of
genetic variation. Understanding the ecological con-
texts that influenced natural selection is thus impor-
tant not only in its own right, but also in termsof the
light it may shed on the contemporary development
of human intelligence.

Two areas of evolutionary investigation are partic-
ularly relevant—the characteristics that are shared
with our primate cousins and those that appear to be
distinctly human. Greater attention has typically con-
centrated onthelatter, but recent evidence from com-
parative ethology, together with the degree of genetic
overlap among human and nonhuman primates, sug-
gests that such studies may be a useful source for un-
derstanding the characteristics of our own species
(Suomi, 1991). In particular, the roles of group cohe-
sion, social hierarchies, and interpersonal attachments
and alliances are probably central for primate devel-
opmentin general (Suomi, 1991; Tomasello, Kruger, &
Ratner, 1993). To the extent that social interaction is
a key component of humanintellectual development,
this overlap can provide important information on
some ofthe biological constraints that affect it (Dun-
bar, 1992).

A variety of explanations account for hominid spe-
ciation (Stringer & Gamble, 1993). Given the difficulty
of obtaining hard evidence on this question, a priority
among various explanations does not exist. That the
use of language is a defining species characteristic of

humansis not controversial. In contrast, the origins of

language, the magnitude of discontinuity in primate

evolution it represents, and_ its range (isolated or

broadly integrated) as a biological accomplishmentall

generate competing explanations. Similar controversy

surrounds the distinctiveness of human tool use, com-

pared with other primates. L. S. vyGoTsky (1978) pro-

posed that neither language nortool use alone was the

origin of human intelligence, but rather the combina-

tion of these skills (Wertsch, 1985).

Stephen Jay Gould (1981, 1982) has suggested a

more general shift as the basis of specifically human

intelligence. What is different about humans, and in

many ways the most significant characteristic of the

species, is the long period of developmental plasticity,

during which mental structures emerge in close at-

tunement with the local environment. This feature,
termed neoteny, characterizes an animal capable of
learning broader and moreflexible than that of other
species. From this perspective, the relationship be-
tween experience and intelligence is neither direct nor
one-way. The mental structures that evolve as a result
of experiential contingencies, even from a very early
age, are immediately influential in the type of available
information that the organism attends to and in the
interpretation placed upon that information.

Twokey consequencesarise from the long period
of plasticity in human learning. First, diversity within
the population is to be expected. Second, accumulated
cultural knowledge becomes the cognitively socializing
habitat of the present. Thus, cultural learning in the
sense of intellectual collaboration is a uniquely human
form of learning and a likely source of cultural evolu-
tion (Tomasello, Kruger, & Ratner, 1993).

Whateverthefinal resolution of these claims about
the processes of natural selection in hominid evolu-
tion, the contexts that shape human intelligence have
a clear, dramatic shift with the onset of cultural evo-
lution. Two examples illustrate the breadth of these
changes. Literacy has becomean obviouscentral factor
defining the success of modernsocieties. The onset of
literacy marks a shift, however, not only in the wayin
which communication can occur butalso in the kinds
of collaborative learning that are possible and the types
of mental structures and processes that then become
available (Olson, 1977; Scribner & Cole, 1981).

Similarly, the shift from concrete to abstract rep-
resentation and categorization, long seen as a key in-
dicator of individual intellectual development, may
have a close link to the ways of thinking generated by
formal schooling (Luria, 1976; Sharp, Cole, & Lave,
1979).
Howstrongly social and cultural contexts affect

fundamental forms or structures of human intelli-

gence, compared with a more peripheral shift in

content knowledge and _skills, remains unanswered

(Sternberg, 1990). At one extreme are models of mat-

urational unfoldingofintellectual structures, for which

the context either affords(or fails to afford) adequate

sustenance. At the other extreme are models that

stress more orless direct inculcation of environmental

features into mental activity. In reality, productive the-

ories of human intelligence have not occupied either
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extreme position. All serious theories of human intel-

lectual development afford a substantial role to the

influence of contexts. They differ, however, in the de-

gree to which contextual variation is incorporated into

the fundamental structures of intelligence.

Jean piaceT (1950) maintained a key role for the

influence of context on the expression of intellectual

functions, ascribing cognitive development to on-

going, reciprocal interactions between the individual

and the environment, both physical and social. These

interactions, however, presumably generate a common

progress in logical stages, despite differences among

individuals in their interactive context. Contemporary

critiques of the Piagetian approach have focused on

this claim to universality of the emergent logical struc-

tures. The major empirical difficulties for the Piagetian

model are the apparent domain specificity of cognitive

development and the lack of within-person consis-

tency in logical achievements.

Neo-Piagetian models (Case, 1992; Fischer & Pipp,

1984) have sought to reconcile this conflict by com-

bining two features: general or systemwide cognitive

developmental constraints, which set overall stagelike

limits, and local or domain-specific constraints that are

far more sensitive to individual developmental history

and context. The success of such dual system models

remains uncertain, but the movement toward more

contextualized versions of general intellectual devel-

opmentis clear.

Compared with the Piagetian approach, Vygotsky

(1978) emphasized the role of the social context in

shaping the nature of mental activity (Wertsch, 1985).

As noted above, he focused on the unification of sym-

bol and tool use as the origin of truly humanintelli-

gence, both for the species and the individual. This

unification occurs through theinternalization of exter-

nal discourse. Intellectual development proceeds most

efficiently when that discourse is scaffolded to provide

experiences within the individual’s zone of proximal

development, which ranges from whatpersons can ac-

complish unaided to what they are able to do with

external supports. Along with Piaget, Vygotsky em-

phasized qualitative discontinuities in the acquisition

of mature intelligence, but he also believed that the

timing and nature of these discontinuities are largely

idiosyncratic, reflecting the diversity among individu-

als in the contexts for learning.

Historically, the greatest controversy over the role

of context has arisen from the explanation of diversity

among ‘ndividuals. The Galtonian tradition holds that

individual differences in intelligence are largely biolog-

ical and that the influence of context in individual

developmentarises peripherally, either through depri-

vation that suppresses the expression of intelligence or

through the impact of different contexts on the con-

tents (but not the essence) of intellectual activity

(Eysenck, 1988). Environmental theorists have long

disputed. this claim, pointing to the impact of dif-

ferent rearing conditions on intelligence outcomes

(e.g., Hunt, 1961). Given the stark contrast between

these two views of the world,it is not surprising that

the conflict between them has been heated in all

spheres—scientific, political, and cultural. In order to

move toward a more integrated and productive sci-

entific perspective, key weaknesses of the bipolarity

need to be addressed.

Much ofthe early debate focused on the nature of

general intelligence. It was assumed that someintel-

lectual essence was distributed differentially across

persons or in somecases, across species (Galton, 1892/

1962) and that this essence would emerge moreorless

intact, given roughly equivalent rearing conditions.

Two kinds of evidence are supportive of this position.

Analyses of test performance yielded a strong general

factor, and behavior genetic findings supported a mod-

erate to high estimate of heritability of intelligence.

Well-knowndifficulties in the mathematicalspecificity

and

_

psychological interpretability of factor analytic

evidence (Glymouret al., 1987; Keating & MacLean,

1987; Sternberg, 1990), together with more complex

and differentiated behavior genetic evidence (Plomin

& Thompson, 1988), have suggested that a more com-

plex modelis needed. This has reinvigorated research-

ers’ interest in the role of development and context in

the generation of intellectual diversity.

A consequence of this renewed interest is a return

to the question of intelligence as a general or specific

quantity. Gardner (1983) has advanced a MULTIPLE IN-

TELLIGENCES THEORY, which takes factor-analytic find-

ings of performanceas only one of multiple criteria

necessary in determining the issue. Other key criteria

include the coherence of development within an hy-

pothesized intelligence and a plausible evolutionary

story.
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Manystudies of social intelligence and social cog-
nition havefailed to find any construct valid differen-
tiation between academic-type intelligence measures
and social intelligence measures. The parsimonious
interpretation seems to be that these tasks correlate
substantially with most other traditional cognitive and
intellectual tasks, weakening the case for differential
domains. But there is a major empirical difficulty with
this parsimonious interpretation: Success on social-in-
telligence tasks appears to be almost wholly unrelated
to social competence, if we define social competence
as doing well in real-world social situations. Similar
difficulties plague other hard-to-measure human com-
petencies, such as emotional awareness (Oatley & Jen-
kins, 1992). Indeed,the relative difficulty of measuring
the socioemotional domain in a way that captures its
real diversity, rather than reducingit to easily meas-
urable dimensions, has tended to exclude it from
concerns about human intelligence. Such exclusion ap-
pears to derive from assumptions about what aspects
of human intelligence are central. Which aspects are
indeed central is an interesting and open question. A
wide range of evidence needs to be brought to bear,
including evolutionary, sociohistorical, and develop-
mentalfindings.

Whether the dichotomy between domain-general
versus domain-specific intellectual development

_

is
productive thus depends partly upon thecriteria used
to investigate and determine specificity. If they are suf-
ficiently developmental and contextual, the theoretical

tension may be valuable (Keating & Crane, 1990;

Sternberg, 1989). For example, the habits of mind that

develop from early socioemotional experiences may

have quite general effects on subsequent attentional

patterns, and thus on intelligence (Lewis, 1993). As-

pects of more formal cognitive socialization, especially

the context of schooling, are apparently more impor-

tant for the acquisition of specific expertise. Ceci

(1990, 1991) has amassed extensive evidence that

shows the impactofspecific contexts on a wide range

of intellectual performance. Using a combination of

case study and experimental evidence, M. Howe

(1990) has argued for substantial contextual influences

in the formation of exceptional abilities. In all cases,

successful integration of the contexts of intellectual

development into a coherent story of the diversity of

intellectual outcomes must account more precisely for

the specifics of the cognitively socializing habitat in
relation to the particular period of development in
which they are presumed to operate.

The major challenge confronting the study of hu-
manintelligence is thus the necessity of combining the
disparate levels of contextual influence into a cogent
accountofintellectual development. Several promising
new avenuesgive reason for optimism.First, the avail-
able analytic and methodological models for studying
cognitive developmentin relation to its contextual set-
tings have become more sophisticated, making a wider
range of relevant questions possible, including emerg-
ing models for the investigation and modeling of dy-
namic systems. Second, the shift from exclusive
consideration of demographic indicators to estimate
environmental effects toward the microlevel social
contexts and interactions that are responsible for de-
velopmental transmission, focuses research attention
where the contextual action really lies (Bronfenbren-
ner & Crouter, 1983, Keating & MacLean, 1988).

Third, the emergent crisis within education regarding
the system’s ability to deal with developmental diver-
sity also focuses attention in a highly practical way on
the validity and utility of our prevailing models of in-
telligence, learning, and diversity (Keating, 1990a).

Whether the current efforts to integrate context
meaningfully into theories of human intelligence will
be more successful than previous attempts remains un-
certain. Any comprehensive picture of humanintelli-

gence will, however, need to include a coherent and

defensible story of the multiple contexts in which in-

tellectual developmentand intellectual diversity occur.

(See also: INTERACTIONIST VIEWS ON INTELLIGENCE.)
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CAL CONCEPTS.

See STATISTI-

CREATIVITY Ofall the mentalfaculties, crea-
tivity is perhaps the one that in our culture most

strongly attracts the lay imagination. Persons _per-

ceived as creative—such as Picasso, Einstein, or Mar-
tha Graham—acquire almost superhuman reputations.
As Robert Sternberg has shown, when people are
asked to list characteristics associated with creativity,
they tend to choose such traits as drive, perspicacity,
decisionmaking skills, imagination,integratedintellect,
and lack of conventionality (Sternberg, 1988, p. 128).
Yet it would be difficult to get a broad consensus
among social scientists as to the nature, or even the
existence, of creativity as a qualitatively separate men-
tal process. Some psychologists claim that so-called
creative thinking is no more than very rapid rational
thought that even computers can duplicate. Others be-
lieve that creativity is a social attribution that serves
social purposes. Just as we need to believe that judges
are fair, even when the evidence is to the contrary,
because we need to believe in the rationality of our
social environment, so we bring ourselves to believe
that individuals who by luck were able to accom-
plish something out of the ordinary have a special
trait—creativity—that makes them deserving oftheir
success.

Despite the many ambiguities and difficulties in-
volved in making sense of creativity, the topic is clearly
of central importance to the understanding of what
human beings are, and of what they can do. Creativity
raises questions about the possibility of freedom in hu-
man action, about the dynamics of evolution, about
the limitations of the IQ metric as a measure ofintel-
ligence. For these and many other reasons, the study
of creativity is one of the most exciting fields in psy-
chology.

From earliest historical times, people perceived a
difference between what we now call “intelligence”
and what wecall “creativity.” The Greeks at the be-
ginning of Westerncivilization attributed the ability to
produce a new poem or song to the intervention of
the Muse, a supernatural being whoseinspiration was
required to break out of the boundaries of normal
thought. This connection between divine inspiration
and the production of novelty is still present in the
origins of the current term creativity, which in thelate
Renaissance began to be used as an analogy drawn be-

tween the divine creation of the natural world, and

the artist’s ability to bring forth new shapesor sounds.

For a long time, creativity was attributed only toart-

ists, perhaps because until recently works of art were
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the most remarkable examples of human artifice. Up

through the Renaissance, artists had to have state-of-

the-art knowledge of chemistry, geometry, and anat-

omy, as well as religion, philosophy, and literature.

They produced the most impressive and sophisticated

artifacts. This no longer being the case, in more recent

times the popular attribution of creativity has tended

to shift from thearts to the sciences, recognizing that

the technological ingenuity of an Edison, or the theo-

retical scope of an Einstein’s thought, is worthy of

being designated creative.

THE PSYCHOLOGICAL STUDY OF

CREATIVITY: A BRIEF HISTORY

Early Influences. Despite the intrinsic interest

of the topic, creativity has not been a central concern

in the history of psychology. Except for a few treat-

ments of the subject by Sigmund Freud, who used a

biographical reconstruction of Leonardo da Vinci’s

childhood to reflect on the sublimation involved in the

curiosity and the relentless drive characteristic of cre-

ative individuals, and by Carl G. Jung, who wasinter-

ested in the wellspring of creativity in the collective

unconscious, the great majority of psychologists ig-

nored the subject entirely. This neglect is understand-

able in light of the generally reductionistic tendency of

the discipline during its first century of existence. The

early psychophysical approach in Germany, the behav-

iorist hegemonyin the United States, and the great com-

mitment of effort to the measurement and study ofin-

telligence narrowly defined all but excluded creativity

from the conceptual vocabulary of the new science.

The origins of serious interest in the topic have

been traced in part to the slow effects of the gestalt

psychology of Max Wertheimer and Kurt Lewin, on

the one hand,and the personality psychology of Gor-

don W. Allport and Henry A. Murray, on the other

(MacKinnon, 1968, p. 435). The former demonstrated

that complex interactions in perception and thought

could be rigorously studied, and the latter demon-

strated that individuals constructed their lives in terms

of complex and sometimes original scripts. Some of

the classic studies of this period include Ann Roe’s

investigation of creative physical scientists, which sug-

gested that isolation from people in early childhood

was a powerful motivator for their involvement with

abstract science (Roe, 1952), and her study of the per-

sonality of artists (Roe, 1946).

Definition of Creativity.

consensus had developed about how to define creativ-

ity, and the definition is still current today. Creativity

is an attribute of ideas or productsthat (1) are original,

By 1950, a general

or statistically infrequent, and therefore unpredictable,

in a given culture; (2) are held to be valuable by the

culture as a whole, or by a field of experts whoseopin-

ion is held to belegitimate by the culture; and (3) are

carried on to

a

final, or at least to a useful, completion.

It follows that creative individuals are those who come

up with such ideas and products, the creative process

is the one that results in them, and a creative environ-

mentis the one that fosters their production. Hence,

creativity research has focused on the study ofcreative

products, creative individuals, creative processes, and

creative environments.

Guilford’s Psychometric Approach. Butsus-

tained work oncreativity, as indicated by citations on

this topic in the Psychological Abstracts, did not begin

until J. P. Guilford in 1950 entitled his presidential

address to the American Psychological Association

“Creativity.” Guilford, who during World WarII was

charged by the U.S. Air Corps to develop tests that

would select pilots who could deal with sudden emer-

gencies, had become convinced by his findings that

conventional intelligence, or convergent thinking, was a

mental processrelatively independentoforiginality, or

divergent thinking (Guilford, 1956). A pilot who dem-

onstrated superior intelligence in terms of abstract

reasoning, memory, and ability to follow routine in-

structions might not be able to cope with new situa-

tions that required a reversal of normal procedures, or

an entirely unprecedented response. Those who could

do the latter were said to be divergent thinkers.

Under Guilford’s influence, a geometric increase in

the number of publications devoted to the study of

creativity—or divergent thinking—took place. This

spurt of interest was also helped by the national con-

cern aboutfalling behind the former Soviet Union in

scientific achievements, precipitated by thefirst Soviet

space probe launched on October 4, 1957, a fear that

in turn wastranslated into financial support for re-

search aimed at improving U.S. education, especially

high-level scientific training, and thus included sup-

port of creativity research.
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In the following decades the bulk of work in the
area was aimed at developing reliable and valid crea-
tivity tests. This direction, modeled in large part on
the previous history of IQ tests, investigated the psy-
chometric characteristics of various measures that
could be used to identify creativity in children, or pre-
dict creative behavior in adults. One of the main cen-
ters of research in this area has been the laboratory of
E. P. Torrance (1963, 1987), who constructed a num-
ber of creativity tests for children, and has docu-
mented reasonably high correlations between early test
scores and “creative” real-life performance decades
later, such as starting a business, journal, or organiza-
tion (Torrance, 1988).

The psychometric approach, however, has not been
withoutits critics. For example, Howard Gruber, who
has studied carefully Darwin’s journals in an attempt
to reconstruct the mental processes leading to thefor-
mulation of evolutionary theory (Gruber, 1981), has
warned about the error of assuming that when chil-
dren score high on a divergent-thinking test that takes
a few minutes to complete,this has anything in com-
mon with the kinds of mental processes that over
a lifetime lead to genuine creative contributions
(Gruber, 1982, 1988).

An important landmark at midcentury was the

work of Getzels and Jackson (1962), which demon-

strated that IQ andcreativity, which previously were

often treated interchangeably, were really quite dis-

tinct abilities. Up to an IQ of about 120, creativity and

IQ were, indeed, impossible to distinguish, but after

that point higher IQ scores did not necessarily go with

higher creativity test scores, or vice versa.

During this period a center for the studyof creative

behavior was also established at the State University

of NewYork, Buffalo, where the Journal of Creative Be-

havior started publishing in 1967. One of the center’s

goals wasto act as a bridge between academic research

and practical application, especially in the world of

business.

CURRENT DIRECTIONS IN THE STUDY

OF CREATIVITY

Because of the complexity of the subject, it is im-

possible at this time to give a single coherent account

of what is known about creativity, or even the main

direction of thought on the topic. Instead, we shall
review some of the more notable current approaches,
hoping in the process to illustrate the richness and
variety of problems they present. Of course, placing a
given research agendain a single categoryalso distorts
the record to a certain extent, because some ap-

proachescould belisted under more than one heading.
For instance, anyone who studies creative individuals
will also be interested in the creative process,and per-
haps in the effects of creative environments. Never-
theless, to facilitate the review, we shall discuss the
main dimensions of creativity separately from each
other.

Psychometric Approaches. The measurement
of creative thinking through a variety of divergent
thinking and other pencil-and-paper tests has contin-
ued to the present, andstill has manystrong advocates
(Milgram, 1990; Hong & Milgram, 1991). In part this
can be explained by the fact that testing has many
immediate practical applications. Just as the popularity
of the IQ test was due to its use in the selection of
army recruits for World War I andlater as a tool for
stratifying students in the educational system, so in-
terest in testing for creativity is fueled by special ed-
ucation policies that try to identify gifted and talented
students for educational programssuited to their abil-
ities. Yet while it is true that results obtained with tests
purporting to measure creativity have reasonable reli-
ability and seem to correlate with some sensible out-
comes, it is fair to say that the testing approach has
not advanced theory, and therefore has failed to cap-
ture the imagination of many scholars whotry to un-

derstand the nature of the creative process.

Mathematical Simulations. Perhaps the new-

est direction in studying creativity is the one repre-

sented by mathematical modeling of novel thought

processes (e.g., Findlay & Lumsden, 1988; Moneta,

1992), an approach that has been influenced by

spreading activation theory (Anderson, 1983), and by

sociobiological theory (Lumsden & Findlay, 1988). In

Findlay and Lumdsen’s models, a discovery is defined

as the formation of a new relationship between con-

cepts in the subject’s semantic network. An individu-

al’s creative potential is defined by an entropylike

function that models the probability of occurrence of

different mental outcomes in response to the same

stimulus, thus reflecting Guilford’s notions of mental
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fluency andflexibility, the main components of divergent

thinking. Mathematical models have some strengths

and weaknesses opposite to those of the psychometric

approachesto creativity. While they are elegant and

wide-ranging, they are only heuristic devices that sug-

gest hypotheses to be tested. Powerful as they may be,

by themselves they do not add empirical substance to

the understanding ofcreativity.

Computer Simulations. The computer simu-

lation of creative problem-solving processes has been

most vigorously pursued at Carnegie-Mellon Univer-

sity, in the laboratory of Herbert Simon. Here, the

data involved in some important scientific break-

through are fed into a computer, and then different

heuristic programs, such as BACON,are used to

achievea solution. Thus, for instance, the program will

reproduce Hans Krebs’s steps in discovering how to

synthesize urea in vivo, if the information available to

Krebs is provided (Kulkarni & Simon, 1988), it will

derive the basic classification of chemical substances

from knowledge of their properties; or it will redis-

cover Kepler’s Third Law in a few seconds if it has

access to the relevant data on planetary distances and

periods of revolution (Langley et al., 1987). While

these feats of replicating creative discoveries are im-

pressive, questions remain as to their relevance, given

the fact that what differentiates creative solutionsis

precisely that they are not replications.

Secondary Analysis of Archival Data. An in-

fluential branch of creativity research involves the sys-

tematic collection and analysis of data about creative

products and creative individuals in their historical

contexts. For instance, Dean Simonton,the chief prac-

titioner of this type of analysis, after collecting basic

information on thousands of individuals from historical

records in Europe, the United States, and China, has

written extensively about age trends and productivity

in the lives of creative individuals, about the social and

political characteristics of particularly creative histor-

ical periods, and about shifts in the thematic content

of creative works through time (Simonton, 1988,

1990).
Colin Martindale (1978, 1990) has focused partic-

ularly on the arts, and by analyzing samples from

poems, paintings, and musical compositions represen-

tative of several successive centuries of Western his-

tory, has tried to describe the evolutionary dynamics

of creativity in the arts. These approaches, like the

previous ones, are influenced by evolutionary theory,

especially as construed in Donald Campbell’s concepts

of evolutionary epistemology and random variation

(Campbell, 1974).

Creative Individuals. More than any other ap-

proach, the study of outstanding individuals—ge-

niuses, prodigies, influential innovators—has been the

staple of creativity research. Some of the themes have

been extremely persistent: the Italian physician Cesare

Lombroso discussed the relationship between genius

and insanity as early as 1876 (Lombroso, 1910); the

same question is still being debated (Andreasen, 1987;

Ludwig, 1989; Prentky, 1980). Although certain psy-

chopathologies, such as depression, substance abuse,

and psychosis, seem to appear more frequently than

expected amongcreative individuals, especially among

those involved in the arts, the causal connections are

by no meansclear. It is very possible, for instance, that

pathology plays no role whatsoever in the production

of creativity, but is simply the result of the difficulty

creative individuals encounterin having their ideas ac-

cepted.

The personality of creative individuals has also been

extensively studied, by MacKinnon (1961, 1964), Bar-

ron (1972), and Guilford (1986), among others; in-

depth studies of the lives and works of such persons

have been conducted by Gruber (1981), Getzels and

Csikszentmihalyi (1976), and Gardner (1988, 1993).

Several commontraits keep emerging from such stud-

ies. For instance, creative individuals are found to be

very self-reliant, yet sensitive; they often display an-

drogynous characteristics; they are often marginal to

the culture in which they live; and they are often

found to behave in a childlike manner.

However, other scholars have warnedagainst taking

the whole concept of “creative individuals” too seri-

ously. It has been pointed out that it is often very

difficult to attribute a creative idea or product to any

one person; multiple discoveries are the rule rather

than the exception, and the difference between a per-

son whois rewarded with recognition and one whois

ignored may not consist of anything more than chance

(Ogburn, 1964; Merton, 1968). Attributionally ori-

ented theorists would explain the existence of creative

geniuses as due more to our need to worship greatness

than to their inherent superiority (Brannigan, 1981).
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The Creative Process. Itis also difficult to sep-

arate myth from fact in dealing with the sequence of

events preceding a discovery or creative achievement.

The temptation has been strong—especially since the

Romantic era—to embellish the narrative of the cre-

ative process with stories that perhaps ought to be

true, but often are not. For instance, after Samuel Tay-

lor Coleridge’s poem Kubla Khan became very popular

after its publication in 1816, he claimed that he had

composedit in a flash of inspiration that came in a

dream after he had drugged himself with opium. Re-

cent research, however, has uncovered several early

drafts of the same poem drafted in Coleridge’s hand,

suggesting that the opium story was a concession to

the romantic expectations of his readers—and_ perhaps

also to his own (Schneider, 1953).

Two major ways of looking at the creative process

have been quite influential. According to the first of

these approaches, psychoanalytically inspired investi-

gators have tried to understand how the repressed

contents of unfulfilled desires become transformed and

expressed in worksof art and science. Originally it was

thought that creative ideation was under control of the

unconscious, but gradually the concept of “regression

at the service of the ego” has gained more support,

and creativity is now seen to include an increasingly

more reality-oriented direction (Kris, 1952; Kubie,

1958; Gedo, 1983).

Another recent approach involves applying insights

from cognitive psychology to the understanding of the

creative process. Examples include Sternberg’s (1988)

model integrating intelligence, intellectual style, and

personality; Langley and Jones’s (1988) computational

modelof scientific insight, and Getzels and Csikszent-

mihalyi’s (1976) study of problem finding in artistic

creativity. Other studies have focused on the effects of

intrinsic motivation on creative production (Amabile,

1983, 1985) and the application of rational choice de-

cision models borrowed from economic theory (Stern-

berg & Lubart, 1991; Rubenson & Runco, 1992).

Descriptions of the creative process usually differ-

entiate three or four stages. The four stages made pop-

ular by the French mathematician Jacques-Salomon

Hadamard (1954) begin with a period of preparation,

during which the person becomes acquainted with the

parameters of the problem and begins attempts at so-

lution. This is followed by a period ofincubation, lasting

anywhere from a few hours to several months, during

which the problem is mulled over below the threshold

of awareness.It is at this stage that psychoanalysts be-

lieve unconscious involvement to be at its highest,

while cognitivists would describe this as a period when

parallel rather than linear processing of mental asso-

ciations takes place—which could well be the same

phenomenon looked at from two different perspec-

tives. Incubation is followed by a momentofinsight,

which provides a mentalsolution to the problem. But

even the most compelling insight does not result in a

creative contribution unless it is followed by a period

of evaluation and elaboration, which is necessary to

translate the personal vision into a product that could

be shared and appreciated by others. While the stages

of incubation and insight make the creative process

seem to be very spontaneous andeffortless, they are

only part of the story. Preparation and elaboration are

just as necessary, and it is because of them that it has

beensaid that creativity is 90 percent perspiration and

10 percent inspiration.

Onecentral question still unresolved is whether the

creative process is the same in the sciences and the

arts, or more generally, in the various domains of hu-

manactivity (Feldman, 1980). While it seems that the

very general four-stage model described above applies

to all creative domains,it is also likely that each do-

main requires a somewhatdifferent mix of, for in-

stance, incubation versus elaboration, or preparation

versus insight. Also one would expect that in artistic

creativity the role of rational problem-solving steps

would be less important than, say, in physics. Despite

the obviousness of these issues, they have not been

satisfactorily resolved.

Creative Environments. Historians(e.g., Toyn-

bee, 1936) and anthropologists (e.g., Kroeber, 1944)

have remarked on the fact that certain cultures at cer-

tain times produce an unusually high number of new

ideas or artifacts. This implies that by modifying ex-

ternal conditions, the level of creativity in a given pop-

ulation might be increased. Among psychologists,

Morris Stein (1974, 1991) has pioneered thinking

about how institutional supports help or hinder cre-

ative processes. Teresa Amabile (1983, 1990) has fo-

cused on the social psychology of creativity, with

special emphasis on educational and business settings.

Recent writings have stressed the importance of look-
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ing at the entire ecological context in which creativity

takes place (Gruber, 1988; Harrington, 1990; John-

Steiner, 1992).

Of the many social contexts that affect creativity,

the one that has been studied most extensively is the

family. It seems reasonable to expect that if any social

institution has an effect on creativity, the early family

environment mustbe it. Most of the research on this

topic has been with gifted children, given the fact that

creativity is so difficult to measure in early life (Albert

& Runco, 1986; Bloom & Sosniak, 1981; Colangelo,

1988). The results are far from unambiguous. In the

words of one researcher, “All that can be said about

children destined for greatness is that they vary widely

in their relationship with parents” (Tannenbaum,

1986,p. 46). It seemsthat very resilient children from

dysfunctional families, or children from families that

give extraordinary support and stimulation to their

children, may both have a greater chance to make cre-

ative contributions than do children from average

backgrounds (Albert, 1971; Simonton, 1987).

Part of the family’s contribution to the develop-

ment of creativity is simply the material support it

may give or withhold. As Benjamin Bloom (1985) has

shownin regard to the development of talented youth,

small things, such as having booksin the home, read-

ing to children, chauffeuring them to and from places,

and finding and paying for tutors, seem to be almost

necessary to help youngsters to cultivate their skills to

the point that they are ready to make a creative con-

tribution. Yet here again, the evidenceis far from clear.

In their review of the childhood of hundreds of emi-

nent—and often creative—persons, Goertzel and

Goertzel (1962) have reported that geniuses have a

way of disconfirming expectations and achieving great

things despite very adverse early conditions.

OTHER APPROACHES

If one wishes to know all there is to know about

creativity, it may not be wise to restrict oneself to

whathas been written under that rubric. The concepts

of genius, talent, and giftedness all overlap in some

ways with creativity. Innovation, enterpreneurship,

and scientific discovery are some of the other names

that scholars have given to the same phenomenon,de-

pending on whether they were trained as sociologists,

economists, or historians of science (Wehner, et al.,

1991). It is for this reason that the Hungarian psy-

chologist Istvan Magyari-Beck (1990)has argued that

any single existing discipline is too biased to accom-

modate the knowledge required to understand creativ-

ity, and that a new discipline, “creatology,” is required

fully to comprehendit. Whethersucha discipline will

materialize or not, it seemsclear that a closer integra-

tion of the various approaches to the topic is called

for.

In the meantime, however, creativity has been em-

braced by both business executives who hope to in-

crease the innovativeness of their employees and the

profitability of their companies and by various thera-

peutic movements that aim at liberating their clients

from humdrum and uninteresting lives (Utne Reader,

1992). In some large corporations, such as Motorola,

the emphasis on creativity training is a major concern.

Many consultants and training programs specialize in

enhancingcreativity, and while there is little evidence

that these interventions are actually beneficial, clients

often report satisfaction with them.

THE SYSTEMS VIEW OF CREATIVITY

It seems to be the case that the phenomenon of

creativity is best grasped not as something that applies

to a person, a process, or a product, butas something

that results from an interaction among these (and many

other) factors. To understand creativity it may be nec-

essary to view it as a property of a system made up of

three interrelated components: a person who makes

changes in the contents of a domain thatare acceptable

to a field (Csikszentmihalyi, 1988, 1990). A domain is

any symbolic system, such asart, music, mathematics,

medicine, basketball, a way of manufacturing widgets,

or a way of programming computers. Domains form

part of the broader culture. Fields are constituted by

individuals who have the right to admit changes into

the content of domains: They includeart critics, col-

lectors, patrons, and museum curators in the domain

of art; conductors, critics, and music teachers in the

domain of music; teachers, journal editors, and text-

book writers in the domain of mathematics, and so on.

Fields are part of the larger social system.

Such a model is required because it is impossible

for a person to be creative except by operating within
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a domain, andit is impossible to assess the creativity

of a person’s contribution withoutrelying on the judg-

mentof a field. For instance, the creative achievements

of Renaissance Florence were not due to the fact that

a great number of creative individuals were born in

that town in the later part of the fourteenth century.

Rather, they were due to the confluence of two other

factors: The domain ofart, and especially architecture,

was suddenlyenriched by the discoveries of previously

buried and forgotten classical ruins in Romeandelse-

where; and a vigorous field emerged simultaneously,

consisting of wealthy bankers and powerful nobles de-

termined to transform Florence into the most beautiful

city in Europe. It was this field that stimulated able

young men, who otherwise would have goneinto busi-

ness or the professions, to try their hand at building

cathedrals or painting frescoes. And these young men,

inspired by the rediscovered rules of classical art and

the interest of their contemporaries, were able to

create works of a novelty and excellence thatstill as-

tound us.

This system model works in a mannerthat is very

similar to classical evolutionary models. Evolution hap-

pens whenthere is variation amongindividuals, when

the most adaptive variations are selected by the envi-

ronment, and whenthere is a way to preserve the best

variations and to transmit them down to a new gen-

eration. In the systems model, the person provides the

novel variation, the field does the selection, and the

domain takes care of preserving and transmitting

the selected variations. Each new generation encoun-

ters a domain enriched by the contributions of the

previous generation, andtries to enrichit in its turn;

thus the history of creativity consists of an ascending

spiral in which individuals, fields, and domains interact

and jointly produce new forms.

The systems modelis different from earlier psycho-

logical approaches that recognized the importance of

social and cultural contexts in helping and hindering

creativity, but still assumed that creativity resided in

the individual. The systems model claims that creativ-

ity is jointly constituted by these three separate agents.

The individual contributes novel thoughts or products,

but these cannotbe called creative until they are added

to the domain.

Looking at the issue this way brings a whole range

of new questions into view. For instance, the impor-

tance of domains suggests the following questions:

What forms of symbolic coding makeit easier for in-

dividuals to innovate? How can domains be changed

to make innovation morelikely? Are domains that are

clearly organized internally more orless likely to pro-

duce creativity? Are domains that are closer to the

core values of the culture easier or more difficult to

change?

Similarly, many questions concerning the field

could help us understand better how creativity hap-

pens. Whatare the best incentives that the field can

provide to stimulate individuals to innovate?Is it bet-

ter to have field that is very selective, or one that is

quite forgiving? Is it good for thefield to have exclu-

sive power over the domain? What happensto crea-

tivity when the field becomes too dependent on

political, or financial, interests?

Such questions, which in the past would have had

only a marginal interest to students of creativity, are

highlighted as being of central importance by the sys-

tems model. Of course, the process by which individ-

uals grasp new ideas, and then bring them tofruition,

will still remain a fundamental question. However,it

may be necessary torealize that creativity is not some-

thing that happensinside a person’s head, but some-

thing that develops in a complex interchange within a

network of symbols and actors. It is by following this

direction that the many seemingly unrelated aspects of

this fascinating domain may be best integrated and

comprehended.

(See also: GENIUS.)
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MIHALY CSIKSZENTMIHALYI

CRIME AND DELINQUENCY Theetiology

of delinquent and criminal behavior is an enigma that

has been studied in depth. Delinquency refers to any

behaviorthat is illegal for minors to engagein, includ-

ing major infractions such as car theft and assault as

well as more minor violations such as smoking or

drinking under age. Criminality refers to behaviors

that are illegal for adults to engage in. If we under-

stood why individuals commit criminal acts, some re-

peatedly, then perhaps we would be able to design

environmental interventions to reduce these behaviors

in our society. In efforts to better understand the

causesof delinquencyandcriminality, researchers have

examined the environmental and genetic influences at

work in molding these behaviors.

Oneof the frequently studied variables related to

offense behaviors has been intelligence. Although an

inverse relationship betweenintelligence and criminal-

ity often exists, some criminal acts require a fairly high

level of intelligence for their execution (Wilson &
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Herrnstein, 1985). As is usually the casein etiology,it

is clear that an interaction of factors is responsible and

that intelligence alone is not sufhcient to answer the

question of why some people become delinquent and/

or criminal whereas others do not.

This entry addresses research on the relationship

betweenintelligence and criminal behavior and inves-

tigates the roles of other variables, such associal class

and school performance, that may affect that relation-

ship. Finally, we synthesize research on the discrep-

ancy between verbal versus performance IQ that has

been associated with higher levels of delinquency. A

number of studies have shownthat delinquents tend

to have higher performance IQ scores than verbal IQ

scores. Although the magnitude ofthis difference may

notbe significantin all cases, the fact that performance

scores are higher than verbal scores in all studies

(Quay, 1987) is a pervasive finding that merits some

attention.

IS THERE AN IQ—DELINQUENCY

RELATIONSHIP?

A link between intelligence, as measured by IQ

tests, and offense behavior has been well established in

the research literature, with low IQ associated with

delinquency and criminality. A large numberofstudies

have shown that male delinquents tend to have lower

IQ scores than nondelinquents and tend to have par-

ents with lower IQ scores. One study (DiLalla, 1987)

showed that both adult criminals and delinquents who

continued to be criminal as adults had lower IQ scores

than did delinquents who were not criminal as adults

or adolescents who were neither delinquent nor crim-

inal. The opposite effect of IQ also seems to hold, that

of higher intelligence being a protective factor, Kandel

and colleagues (1988) found that high-risk boys (boys

with criminal fathers), who were not criminal them-

selves, had higher IQ scores than did high-risk boys

who were criminal, or than low-risk boys, suggesting

that high-risk boys with high IQs were able to avoid

the pitfalls that led to criminality. It is unclear from

this study, however, whether socioeconomic status

(SES) or school performance played a role in later

criminality. One study that included girls, by Ensmin-

ger, Kellam, and Rubin (1983), showed that low IQ

scores in girls were related to a decrease in delin-

quency.

Therelationship between IQ and delinquency. holds

whether police records or self-report questionnaires

are used to assess delinquency. This fact lends cre-

dence to the idea that the IQ—delinquencyrelationship

is not simply a function of less intelligent criminals

being caught. Moffitt and Silva (1988), using police

records as well as self-reports and parent and teacher

reports as indicators of problem behaviors, found that

delinquentsstill had lower IQs than adolescents with-

out these indicators of behavior problems.

Therelationships betweenintelligence and violence

and between intelligence and recidivism are more

questionable. There have been several studies showing

negative relationships and others showing norelation-

ship. A possible confound in these studies is the fact

that perpetrators of violent crimes are morelikely to

be arrested than perpetrators of nonviolent crimes.

This may also hold for recidivists, who, having been

arrested once, are more suspect when another crime

is committed. The definition of recidivism is also prob-

lematic, with some studies using more than one crime

as their cut-off and others using more than two of-

fenses.

Even though delinquents tend to have lower IQ

scores than do nondelinquents, they nonetheless do

not have IQ scores that are significantly below the

norm. Therefore, a huge deficiency in mental capacity

is not the cause of their delinquent behaviors. It is

clear, however, that there is some relationship between

delinquency and intelligence, the intricacies of which

have yet to be clarified. A number of studies have

shown that IQ is a more important predictor of de-

linquency than is SES (for a review, see Hirschi &

Hindelang, 1977; Wilson & Herrnstein, 1985). Even

when controlling for SES, IQ remainssignificantly re-

lated to delinquency. IQ and SES both appear to be

related to delinquency and criminality, which is not

surprising because they are themselves so strongly re-

lated.

The next section explores other possible causes of

delinquency and criminality that are related to intel-

lectual characteristics and may augmentthe effects of

decreased IQ or may be byproducts of lower IQ. At

issue is whether IQ and other characteristics or vari-
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ables, such as school performanceorteacherattitudes,

independently affect delinquency and criminality, or

whether IQ directly affects these other characteristics,

which in turn are causally related to delinquency and

criminality.

INDIVIDUAL CHARACTERISTICS

VERSUS SOCIETAL INSTITUTIONS

Two different viewpoints have been raised about

the interactive effects of IQ and school performance

on ensuing delinquency and criminality. One position,

put forth by Hirschi and Hindelang (1977), suggests

that school performance and attitudes toward school

are responsible for causinglater delinquency. They be-

lieve that children with low IQs tend to perform

poorly in school, which in turn leads to negative atti-

tudes toward school. This negative attitude prohibits

proper identification with schoolas a societal mentor,

and therefore these low-IQ youths do not develop

propersocietal mores and they turn instead to delin-

quency.

An alternative viewpoint is one suggested by Men-

ard and Morse (1984). These authors point out that

schools may react differently to children of different

IQ levels. Hence, it is not that low-IQ children reject

school because they perform badly and therefore reject

societal values and become delinquent. Rather, Men-

ard and Morse suggest that school personnel mayreact

negatively to children with low IQs. This negative re-

action leads to personnel not providing an equal en-

vironment for these children, possibly spending less

time with them than with other students, giving them

fewer rewardsandprivileges, and providing them with

less access to stimulating materials. This in turn leads

to increased negativity by the children and eventually

to delinquency.

Menard and Morse (1984) tested both models with

a sample of 257 ninth graders. They found that in-

cluding IQ in their model did not improve the pre-

diction of delinquency. The variables that were most

predictive of nonserious self-reported delinquency were

social labeling as a problem child by teachers, friends,

and parents, and delinquent peer group association.

The most predictive variables of serious delinquency

were, primarily, delinquent peer group association, as

well as low academic aptitude, gender (being male),

and social labeling. Strangely, Menard and Morsein-

cluded an enormous numberofvariables, all of which

should have been sufficient to explain the causes of

delinquency quite well. However, they were able to

explain only a small portion of what causes delin-

quency. This meansthat either there was a huge mea-

surement error or they were missing the key

ingredients for predicting delinquency. One of the

variables notincluded in their study was a family back-

ground ofcriminality, which has been shownto be an

importantvariable for explaining adult criminality and

has been suggested to be important for delinquencyas

well (DiLalla & Gottesman, 1989). Another important

variable not included was child personality (see Wilson

& Herrnstein, 1985).

PERFORMANCE VERSUS

VERBAL INTELLIGENCE

In 1958 Wechsler reported that the most salient

characteristic of the intelligence test performance of

delinquents was a pattern in which performancescores

were significantly higher than verbal scores on the

Wechsler-Bellevue intelligence test (a phenomenon

notated as P > V). This statement served as the im-

petus in generating a large body of research that fur-

ther explored the relationship between performance

and verbal scores in adolescent and adult offenders.

Although a few studies have failed to confirm the find-

ing that delinquents score significantly higher on the

performance scale than on the verbal scale, countless

studies have found evidence to support its existence.

Although the P > V relationship has been well doc-

umentedin the literature, psychologists argue as to the

utility of this knowledge. Much of this debate stems

from the magnitude of discrepancy found in the lit-

erature. In a discussion of the P > literature, Cul-

berton, Feral, and Gabby (1989) stated that the

performance minus verbal difference found in studies

ranges from 5.6 to 15 points. Given that the standard

deviation of the WAIS and WISC-Rintelligence tests

is fifteen points, a difference of eight to ten points,

which is commonly found,is of marginal practical sig-

nificance. The degree of performance versus verbal

discrepancy, however, is useful in predicting the de-

gree of violence an offender exhibits (Walsh, Petee, &

Beyer, 1987). In a more fine-grained analysis, Quay
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(1987) analyzed the verbal scores from studies that ex-

plored P versus V. He reported that most studies found

verbal IQ scores of delinquents to be about ten to

twelve points below the expectation for the general

population, a discrepancy large enough to indicate a

possible verbal disadvantage.

In general, recidivists have been found to score

lower on intelligence tests than one-time offenders.

Haynes and Bensch (1981, 1983) found that both male

and female recidivists were morelikely to exhibit P >

V than were nonrecidivists. However, within the group

of recidivists, the data did not indicate that the P > V

discrepancy is increasingly likely with additional ad-

judications. Haynes and Bensch therefore concluded

that although differential rates of P > V can distinguish

groups of one-time offenders from recidivists, recidi-

vists with few offenses cannot be distinguished from

those with many offenses.

Low intelligence also has been linked to violent

crime. Delinquents who score in the dull—normal

range on verbal intelligence have been shownto have

the highest scores on violent crimeratings. In contrast,

bright-normal delinquents seem to have the lowest vi-

olent-crime ratings. When comparing performance

and verbalscale intelligence, another pattern emerges.

Walsh, Petee, and Beyer (1987) divided male delin-

quents into three groups: P > V (imbalanced); P < V

(imbalanced); and P = V. They found that delinquents

who were V > P or P > weresignificantly more

violent than offenders who were P = V. It would be

interesting to know whethereither of the imbalanced

groups was more violent than the other, but this in-

formation was not presented. The P = V subjects

comprised 55.6 percent of the delinquent population,

whereas V > P and P > represented 11.3 and 33.8

percent of the population, respectively. Therefore, al-

though scale-imbalanced delinquents (P > V or V >

P) are less common than V = P offenders, they are

more often involved in violent crime.

CONCLUSIONS

Given the large numberof studies supporting a re-

lationship betweenintelligence and criminal behavior,

it is clear that somehow these twofactors are indeed

related. What remains unclear is exactly how they af-

fect each other. It is most likely that low intelligence

places children and adults at risk, making them vul-

nerable to environmental insults. Poor parenting, for

instance, may havea greater influence on a child with

low intelligence, who has few personal resources to

make up for the lack of parental guidance.

It seems clear also that school performance figures

importantly in the equation. The direction of effectsis

not easily deciphered, however. Poor personalatti-

tudes toward school may lead to poor school perfor-

mance as well as poor performance on IQ tests, and

these attitudes may also lead to delinquency (Quay,

1987; Rutter & Giller, 1984). Thus, attitude may be a

third variable linkingintelligence, school performance,

and delinquency. In a related vein, children with high

verbal abilities are likely to perform well in school,

which mayincreasetheir likelihood of enjoying school

and bonding with school-enforced values, and there-

fore maylead to greater law-abiding behavior.

In sum,this research has important implications for

policies aimed at reducing delinquencyandcriminality.

Thefact that intelligence is related to offense behavior

does not mean that nothing can be done about such

behavior. One potentially useful framework for inter-

vening is within the schools. Sessions designed totrain

teachers not to ignore, demean, or negatively label

low-IQ students should ultimately improve the stu-

dent—teacher relationship. In-class and extracurricular

school activities designed to involve low-IQ students

would help make school a more positive experience

for these students. Such interventions need to be tried

in an effort to help reduce or eliminate the IQ—delin-

quency—criminality relationship.

(See also: CRIMINALITY; ENVIRONMENT.)
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LORRIE A. NIELSON

CRIMINALITY Historically, little differentia-

tion was made among criminals, mentally ill people,

and those of subnormal intelligence (Santamour &

West, 1982). All were seen as abnormal and all were

segregated from the rest of society. Around the end of

the nineteenth century some commentators began to

believe that mental retardation predisposed people to

engage in criminal behavior (Brown & Courtless, 1971;

Fernald, 1909; Guidry et al., 1978). In fact, Fernald

believed that intelligence tests should be used to iden-

tify intellectually impaired individuals, whom he con-

sidered potential criminals, for lifelong segregation.

Scherenberger (1982) noted that during that same

time intellectually impaired women were particularly

likely to be institutionalized because they were consid-

ered more likely to become prostitutes than women

with high intelligence. Rooted in such history, a num-

ber of questions persist about the relationship between

intelligence and criminality, and the way in which in-

tellectually impaired people are treated in the criminal

justice system.

INTELLECTUAL IMPAIRMENT

AMONG OFFENDERS

Research indicates that approximately 10 percent

of offenders are intellectually impaired or have levels

of intelligence that are far below normal, compared
with 3 percentin the general population of the United

States. Brown and Courtless (1971) found considerable

variation in percentages of intellectually impaired of-

fenders when different geographical regions of the

United States were considered separately (i.e., East

South Central (24.3%), West South Central (20.6%),

Pacific (5.4%), Mountain (2.6%).

Brown and Courtless (1971) found that 6 percent

of incarcerated women were mentally retarded. San-

tamour and West (1982), however, found a range of

from 2.5 percent to 6.1 percent, depending on where

the sampling was done.

A great deal of attention has been paid to whether

people with low levels of intelligence are more prone

to commit criminal acts than those with higher levels

of intelligence. Wilson and Herrnstein (1985) con-

cluded that criminals have an average IQ of 92 and

they believe that this low IQ indicates that criminals

cannot think past short-term horizons or may be un-

able to understand society’s rules or the consequences

of their actions. However, the fact that people in

prison have lower levels of intelligence, in general,

than people in the general population does not prove

that having a low level ofintelligence causes one to be

a criminal. Rather, it could be that the criminals who

are more likely to be caught are notasintelligent as

those criminals who are not caught. Further, prison

inmates may not be particularly motivated to take IQ

tests; therefore, the validity of the tests for inmates

must be questioned.

Hirschi and Hindelang (1977) note that delinquents

score consistently lower on standard intelligencetests

than do nondelinquents. They report that this relation-

ship exists independent of socioeconomicclass; in other

words, high-socioeconomic-class delinquents have been

found to have lower IQs than high-socioeconomic-

class nondelinquents and low-socioeconomic-class de-

linquents have been found to have lower IQs than

low-socioeconomic-class nondelinquents. These authors

conclude that IQ is a better predictor of delinquency

than socioeconomicclass or race.

RELATIONSHIP BETWEEN TYPE

OF CRIMES COMMITTED

AND INTELLIGENCE

Although level of education is not a direct indica-

tion of intelligence, some researchers have investigated

the relationship between education and intelligence.
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Roundtree and Faily (1980) found that incarcerated

women with ten to twelve years of education com-

mitted more acts of aggression than those with thir-

teen to sixteen years of education, seven to nine years

of education, and zero to six years of education, re-

spectively. Likewise, women in their sample with an

IQ between 39-75 committed more rule violations

than did womenwith an IQ of 110-123, 76-100, and

101-108, respectively.

Some studies have paid specific attention to the

types of crimes for which intellectually impaired of-

fenders have been found guilty. Shapiro (1986) reports

that 33 percent of intellectually impaired offenders

were in prison for sex offenses. Of those studied by

Shapiro, 83 percent had been convicted of stealing at

some timein their lives, and very few had convictions

for vandalism. There wasalso a relatively high inci-

dence of violence, often against the mother, in the home

for this sample. Denkowski and Denkowski (1984) state

that intellectually impaired adolescent offenders “recur-

rently engage in such actsas physical and verbal aggres-

sion, property destruction, noncompliance, lying,

stealing and running away” (p. 13). Steiner (1984)

found that 63 percent of the intellectually impaired

offenders in his sample had been imprisoned for prop-

erty crimes, 23 percent for crimes against the person,

and only 15 percent for sexual offenses.

Although muchof the researchinvestigating the re-

lationship between intelligence and creativity shows

correlations and lacks any explanatory theories, Lef-

kowitz et al. (1977) suggest that the frustrations of

poor academic achievement and limited intellectual

capacity mayinstigate violent antisocial behavior. Kan-

del and Mednick (1988) investigated the possible role

that intelligence might play in influencing whether

children from various backgrounds pursue life of

crime. Children who were at high risk for leading a

lite of crime (as indicated by their background) but

whoresisted criminal involvement had higherintelli-

gence scores than those children who did end up com-

mitting crimes.

PATTERNS OF CRIMINALITY

ASSOCIATED WITH INTELLECTUAL

DEFICIT OR EXCESS

Someclinicians believe that people who have been

diagnosed as psychopaths (antisocial personality dis-

order) may have higher than average levels of intelli-

gence. As the following information shows, the

research results have been mixed. Some researchers

found that levels of intelligence did not differ sig-

nificantly between samples of psychopaths and non-

psychopaths (e.g., Sutker & Allain, 1987). Other

researchers found that intelligence was an important

factor in differentiating people who commitviolent of-

fenses from those whose offenses are nonviolent (e.g.,

Holland, Beckett, & Levi, 1981).

Heilbrun (1979) proposed that a combination of

high psychopathy and low intelligence might represent

an effective basis for predicting dangerous behavior.

This conclusion has been supported by Heilbrun and

other researchers (Wilson & Herrnstein, 1985). In

1982, Heilbrun tried to determine whether cognitive

functioning interacts with psychopathy and _intelli-

gence to predict criminal behavior. His findings

revealed that moreintelligent criminals displayed su-

perior cognitive control independent of their history

of violent or nonviolent crime. Likewise, low-IQ psy-

chopaths demonstrated the poorest impulse control,

and their crimes were also more likely to include mur-

der and rape.

Heilbrun (1990) attempted to discriminate of-

fenders within a violent criminal sample on the basis

of IQ andantisociality, which he combined to produce

a “dangerousness index.” Results indicated that higher

scores on the dangerousness index (i.e., low levels of

intelligence andhighlevels of antisociality) correspond

to more violent criminals. Heilbrun concluded that

high antisociality and low IQ maylead to serious vio-

lence because situations become complicated and frus-

trating for the cognitively limited, antisocial man.

Aside from studies about the relationship between

intellectual functioning and psychopathy or the com-

mission of violent offenses, researchers have also been

interested in investigating the relationship between in-

telligence and other types of criminality. Tammany,

Evans, and Barrett (1990) studied the performance of

felony offenders on intellectual-ability measures. Drug

offenders scored highest on the intelligence measure.

Property offenders had relatively low scores on intel-

ligence suggesting, according to the authors,a simplis-

tic, concrete type of thinking. The level of intelligence

of people in the most violent offender group did not

differ in any way from other groups.

 

312



CRIMINALITY
 

Some attention has been paid to levels of intelli-

gence of sex offenders. Quinsey, Arnold, and Pruesse

(1980) found a higher verbal IQ for murderers than

for sex offenders or arsonists. Other studies indicate

that sex offenders who had committed crimes against

children (pedophiles) are usually similar to the general

population, with only a slight skew toward the lower

end of the intelligence scale. In another study, Hucker

et al. (1986) found that pedophiles collectively scored

significantly lower on generalintelligence and perfor-

manceintelligence, but not on verbal intelligence mea-

sures.

As the above information shows,there are relatively

high percentages of low-intelligence offenders. There-

fore, the next question is whether such offenders are

treated differently from other offenders in the criminal

Justice system.

CRIMINAL JUSTICE TREATMENT

OF INDIVIDUALS WITH LOW

INTELLIGENCE

Garcia andSteele (1988) note thatintellectually im-

paired offenders face special problems in the criminal

Justice system. Few programs help prevent these of-

fenders from committing other offenses, and they

seem to bounce back and forth between the criminal

justice system and the mental health system (French,
1983).

In a survey, Schilt (1979) found that although

judges, lawyers, and police officers in New York may

have some understanding of intellectually impaired

people, they generally do not know how to deal with

these people in a professional manner.

Intellectually impaired people may not be capable

of appreciating the rights that are available to people

in the criminal justice system. For example, they may

not understand their Miranda warnings (see Garcia &

Steele, 1988) and they often waive their rights upon

arrest and sign a confession without the advice of a

lawyer (French, 1983). Hall, LaFave, and Israel (1969)

found that 95 percent of the intellectually impaired

offenders they studied either confessed to the crime

they were accused of or pleaded guilty. Similarly, the

issue of competencyto standtrial can also pose special

problems for the intellectually impaired offender. Peo-

ple who are found incompetentto standtrial are often _

committed to an institution until such time as they

become competent. This may never happen with the

intellectually impaired offender, since mental retarda-

tion may be especially unresponsive to “treatment,”

even if it is available.

Thepretrial phase also offers some unique problems

for the intellectually impaired offender. The decision

about whether an individual should be granted bail or

bond is often based on factors such as stability, em-

ployment, community ties, family strength, prior re-

cord, and permanentresidence (Morrow, 1976). It is

unlikely that these qualities are going to be foundin

manyintellectually impaired offenders, especially those

who have beeninstate facilities and/or those who have

been deinstitutionalized.

Brown and Courtless (1971) made the following in-

teresting observations regarding intellectually impaired

offenders with an IQ under 55: 7.7 percent were not

represented by an attorney; 59 percent pleaded guilty;

40 percent of those pleading guilty waived their rights

to a jury trial; for 80 percent, the convicting charge

was the sameasthe original charge (evidencing no plea

bargaining); 66 percent made incriminating statements

or confessions; 78 percent were not given a pretrial

psychological evaluation; the issue of competency to

stand trial was not raised in 92 percent of the cases;

and, in 88 percent of the cases no appeals were made.

The authors concluded that intellectually impaired of-

fenders are not being treated equitably by the criminal

justice system. This mayalso help to explain why the

intellectually impaired are overrepresented in the

criminaljustice system.

Whentheintellectually impaired offender is placed

in a facility with more sophisticated or hardened crim-

inals, victimization and/or exploitation can occur (Gar-

cia & Steele, 1988). Intellectually impaired offenders

tend to be incarcerated at a younger age than other

offenders (Manne & Rosenthal, 1971). Once incarcer-

ated, they tend to remain incarcerated longer than

other offenders (Santamour & West, 1982). Garcia and

Steele (1988) note that a partial explanation of this

latter tendency may be the inability of intellectually

impaired offenders to successfully complete and/or

participate in programs necessary for parole, their

crimes may be moreserious in nature, and frequent

rule infractions during incarceration may result in

their losing “good time.” Steiner (1984) also notes that
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intellectually impaired offenders may not be aware of

the programsavailable to them in prison.

In 1989 the United States Supreme Court failed to

overturn the death sentence of an intellectually im-

paired man convicted of murder (Penry v. Lynaugh).

Johnny Paul Penry had suffered brain damage during

birth and, as an adult, had an IQ of between 50 and

63. In 1980 Penry was sentenced to death after being

convicted of raping and stabbing a woman to death.

The sentence was eventually appealed to the Supreme

Court, where the majority held that it is not necessar-

ily unconstitutional(i.e., cruel and unusual) to execute

mentally retarded offenders unless they were so “pro-

foundly or severely retarded and wholly lacking the

capacity to appreciate the wrongfulness of their ac-

tions” (p. 2954).

CONCLUSION

Overall, there does seem to be a mild relationship

between intelligence and criminality. On average,

criminals have lower IQ scores than noncriminals.

Whetherit is only the less intelligent criminals that

get caught is an issue that remains undetermined.

Criminal behavior self-reports suggest that this is not

the case, but the evidence is far from conclusive.

White-collar crime, for instance, is an area that has

received little attention in the literature on crime and

intelligence. There also appear to be some tentative

relationships between the type of crime committed

and the degree or type ofintellectual deficit displayed

by a given criminal. These findings, however, are, on

the whole, somewhat equivocal. Abundant evidence

exists to show that intellectually impaired offenders

are nottreated fairly in the criminal justice system.

There are a numberofcautions regarding theinter-

pretation ofthe relationship between crime andintel-

ligence that should be highlighted:

1. There are numerous well-knownpitfalls inherentin

intelligence tests (e.g., cultural bias) that may put

the research results in question.

2. There are numerous ways of defining clinical be-

haviors such as psychopathy, mental retardation,

dangerous offenders, et cetera. Lack of uniformity

on the matter makes general statements regarding

the nature of crime andintelligence very difficult.

3. Other variables may exist that could explain the

lower level of intellectual functioning among of-

fenders. For instance, it could be the case that the

prison experience dulls or, at the very least, does

not facilitate intellectual development. Similarly,

given the high incidence of alcohol and drug-

related offenses, it could be that substance abuse by

offenders leads to lower intelligence test perfor-

mance.

(See also: CRIME AND DELINQUENCY; ENVIRONMENT.)

BIBLIOGRAPHY

BROWN,B., & CouRTLESS, T. (1971). The mentally retarded of-

fender (DHEW Publication No. HSM 72-90-39). Wash-

ington, DC: U.S. GovernmentPrinting Office.

DENKOWSKI, G. C., & DENKOWSKI, K. M. (1984). A residen-

tial treatment model for MR adolescent offenders. Hos-

pital and Community Psychiatry, 35, 279-281.

EBERLY, D. A., & KUTASH;K. (1984). Florida adolescent and child

treatment survey: Second interim report on adolescent and child

clients at state training schools. Tallahassee: State of Florida.

FERNALD, W. E. (1909). The imbecile with criminal in-

stincts. Journal of Psycho-Asthenics, 14, 16-23.

FRENCH, L. A. (1983). The mentally retarded and pseudo-

retarded offender: A clinical/legal dilemma. Federal Pro-

bation, 43, 55—61.

Garcia, S. A., & STEELE, H. V. (1988). Mentally retarded

offenders in the criminal justice and mental retardation

service systemsin Florida: Philosophical, placement, and

treatment issues. Arkansas Law Review, 41, 809-891.

Guipry, L. L., MCBRIDE, W. A., & WaTERS, T. J. (1978).

WAISperformance offorensic versus civilly committed

mental retardates. Psychological Reports, 43, 723-726.

HALL, K., LAFAVE, W., & ISRAEL, J. (1969). Modern criminal

procedure (3rd ed.). St. Paul, MN: West Publishing Co.

HASKINS,J., & FRIEL, C, (1982). Project CAMIO (Vols. 1-8).

Huntsville, TX: Sam Houston State University.

HEILBRUN,A. B., JR. (1979). Psychopathy and violent crime.

Journal of Consulting and Clinical Psychology, 47, 509-516.

HEILBRUN, A. B., JR. (1982). Cognitive models of criminal

violence based uponintelligence and psychopathy levels.

Journal of Consulting and Clinical Psychology, 50, 546-557.

HEILBRUN A. B., JR. (1990). Differentiation of death-row

 

314



CRONBACH,L.J. (1916-_ )
 

murderers and life-sentence murderers by antisociality

and intelligence measures. Journal of Personality Assessment,

54, 617-627.

HIRSCHI, T., &HINDELANG,M.J. (1977). Intelligence and de-

linquency. American Sociological Review, 42, 571-587.

HOLLAND, T. R., BECKETT, G. E., & LEvi, M. (1981). Intelli-

gence, personality, and criminal violence: A multivariate

analysis. Journal of Consulting and Clinical Psychology, 49,

106-111.

HucKkER, R., LANGEVIN, G., WORTZMAN, J., BAIN, L.,

HANDY,J., CHAMBERS, J., & WRIGHT, S. (1986). Neuro-

psychological impairmentin pedophiles. Canadian Journal

of Behavioural Science, 18, 440-448.

KANDEL, E., & MEDNICK,S. (1988). IQ as a protective factor

for subjects at high risk for antisocial behavior. Journal of

Consulting and Clinical Psychology, 56, 224-226.

LANGEVIN, R., PAITICH, D., FREEMAN, R., MANN, K., &

HANDY,L. (1978). Personality characteristics and sexual

anomalies in males. Canadian Journal of Behavioural Science,

10, 222-238.

LEFKOWITZ, M., ERON, L., WALDER, L., & HUESMANN,L.

(1977). Growing up to be violent: A longitudinal study at the

development of aggression. New York: PergamonPress.

MANNE,S. H., & ROSENTHAL, D. (1971). IQ and age offirst

commitmentof dangerous offenders. Correctional Psychol-

ogist, 4, 220-229.

Morrow,C. (1976). A legal framework: An insider’s per-

spective. In P. Browning (Ed.), Rehabilitation and the re-

tarded offender. Springfield, IL: Charles C Thomas.

PENRY V. LYNAUGH, 109 S.Ct. 2934 (1989).

QuinsEY, V. L., ARNOLD, L. S., & PRUESSE, M. G. (1980).

MMPIprofiles of men referred for a pretrial psychiatric

assessmentas a function of offense type. Journal of Clinical

Psychology, 36, 410-417.

ROUNDTREE, G. A. & FAILY, A. C. (1980). The impact of

educational programs on acts ofaggression and rulevi-

olations in a female prison population. Corrective & Social

Psychiatry &Journal of Behavior Technology, Methods & Ther-

apy, 26, 144-145.

SANTAMOUR, M.B., & WEST, B. (1982). The mentally re-

tarded offender: Presentation of the facts and discussion

of the issues. In M. B. Santamour & P. S. Watson (Eds.),

The retarded offender. New York: Praeger.

SCHERENBERGER, R. C. (1982). Comprehensive program-

ming. In M. B. Santamour & P. S. Watson (Eds.), The

retarded offender. New York: Praeger.

SCHILT,J. (1979). The mentally retarded offender and crim-

inal justice personnel. Exceptional Children, 46, 16-22.

SHAPIRO, A. (1968). Delinquent and disturbed behavior

within the field of mental deficiency. In A. U. S. de

Reuck & R. Porter (Eds.), The mentally abnormal offender.

London:J. & A. Churchill, Ltd.

STEINER, J. S. (1984). Group counseling with retarded of-

fenders. Social Work, 29, 181-185.

SUTKER,P. B.; & ALLAIN, A. N., JR. (1987). Cognitive abstrac-

tion, shifting, and control: Clinical sample comparisons

of psychopaths and nonpsychopaths. Journal of Abnormal

Psychology, 96, 73-75.

TAMMANY,J. M., Evans, R. G., & BARRETT, R. W.(1990).

Personality and intellectual characteristics of adult male

felons as a function of offense category. Journal of Clinical

Psychology, 46, 906-911.

TARJAN, G. T., WRIGHT, S. W., EYMAN,R. K., & KEERAN,C.

V. (1973). Natural history of mental retardation: Some

aspect of epidemiology. American Journal of Mental Defi-

ciency, 77, 367-379.

WILSON,J. Q., & HERSTEIN, R. (1985). Crime and humannature.

New York: Simon & Schuster.

JAMES R. P. OGLOFF

Davib G. SCHAEFER

CRONBACH,L. J. (1916—) Lee J. Cronbach

was born in Fresno, California. He received his A. B.

from Fresno State College in 1934, his M. A. from the

University of California, Berkeley, in 1937, and his

Ph.D.from the University of Chicago in 1940. He was

a professor of education and psychology at the Uni-

versity of Illinois until 1963. At age 4 Cronbach was

identified as one of Lewis TERMAN’s intellectually gifted

children and later, on moving to Stanford University

as professor in 1963, becamea principal coinvestigator

on the continuing Termanlongitudinal study (see TER-

MAN’S GIFTEDNESS STUDY).

Cronbach’s career includes contributions to the

improvement of inquiry in the social sciences and

education. Although his principal line of scholarship

has concerned measurement theory and methodology

aimed at the development and evaluation of educa-

tional and psychological measures and assessment, his

workspans several substantive domains of psychology,

 

315



CROSS-CULTURAL VARIATIONSIN INTELLIGENCE

 

educational research and evaluation, and the philoso-

phy ofsocial science.In their time, his books did much

to define their fields of psychological testing, educa-

tional psychology, and evaluation methodology. His

chief contributions in relation to intelligence theory,

research, and measurementinclude the following: the

extension ofreliability theory, particularly Coefficient

Alpha (usually called Cronbach’s alpha) and the broad

range of generalizability theory beyond it, the devel-

opment of VALIDITY theory, particularly the introduc-

tion of the concept of construct validation; leadership

in the creation of scientific and professional standards

for tests; the application of utility theory to test use

and the distinction between validation for classification

versus selection; the combination of correlational and

experimental methods and concepts in the invention

of the aptitude-treatment interaction paradigm; the

separation of between-class and within-class regression

analysis of aptitude—learning relationships; the devel-

opment of methodology for the measurementofintel-

lectual development and change; the clarification of

issues in public policy debates about mentaltests; and

the formulation of new models for social research, em-

phasizing rich description of situated phenomena

rather than the hypothetico-deductive search for for-

mal laws.

Cronbach’s methodological contributions have had

far-reaching effects on research and practice in intel-

ligence and mentaltesting. His scholarly writings have

not only established appropriate methods for test de-

velopment, evaluation, and use but have also revolu-

tionized many aspects of the field. His textbooks

remain standard references on intelligence in educa-

tion and the role of mental testing in the modern

world.

BIBLIOGRAPHY

CRONBACH, L. J. (1946). Response sets and test validity.

Educational and Psychological Measurement, 6, 475-494.

CRONBACH,L.J. (1951). Coefficient Alpha and the internal

structure of tests. Psychometrika, 16, 297-334.

CRONBACH,L. J. (1990). Essentials of psychological testing (5th

ed.). New York: Harper & Row.

CRONBACH,L. J., & MEEHL, P. E. (1955). Constructvalidity

in psychological tests. Psychological Bulletin, 52, 281-303.

CRONBACH, L. J. (1991). Methodological studies—A_ per-

sonal retrospective. In R. E. Snow & D. E. Wiley (Eds.),

Improving inquiry in social science: A volume in honor of Lee J.

Cronbach (pp. 385-400). Hillsdale, NJ: Erlbaum.

SNow,R. E., & WILEY, D. E. (1991). Straight thinking. In R.

E. Snow & D. E. Wiley (Eds.), Improving inquiry in social

science: A volume in honor of Lee J. Cronbach (pp. 1-11).

Hillsdale, NJ: Erlbaum.

RICHARD E. SNOW

CROSS-CULTURAL VARIATIONS IN IN-

TELLIGENCE Nosingle definition of the concept

of intelligence has been agreed upon. This diversity of

views is compounded whenvariations dueto different

cultural perspectives are introduced. Numerousalter-

native culturally based meanings of the concept have

been proposed by those working with other cultures.

Some have even questioned the very existence of the

concept of intelligence as it is commonly understood

in Western psychological science.

In contrast, others have emphasized similarities

rather than differences. It is asserted that all human

beings as membersof a single species must share some

basic psychological processes; if we did not, then lin-

guistic communication and cooperative, coordinated

action across cultural boundaries would not be possi-

ble.

These contrasting sets of views provide the poles of

a dimension along which material presented in this

article will range. The article presents points of view

that emphasize both differences and similarities in in-

telligence across cultures. Andit take seriously the role

of culture as an important element in understanding

the notion ofintelligence in two ways: as a definer of

the goals of humanintellectual development(i-e., what

it means to be an intelligent person in a particular

culture) and as a shaper of development toward those

valued goals (i.e., as a promoter or inhibitor of the

individual’s attainmentofintelligence).

Despite these variations in views about the concept

of intelligence across cultures, it is useful to adopt a

working definition at the outset: Intelligence refers to

that cluster of abilities developed by individuals in

adaption to their ecological and cultural contexts. This
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working definition is silent with respect to whether

intelligence is identical in all individuals and all cultural

groups or differs (in quality and in quantity) across

individuals and cultural groups.

This definition does represent one particular point

of view: that the purpose of understanding andassess-

ing intelligence is to describe the intelligence of a par-

ticular cultural group. At least one other, alternative

pointof view exists: that the purpose is to predict the

intellectual, academic or occupational achievement of

individuals of various cultural backgrounds when they

live in a Western society. In this case, the culture of

the Western society would be an appropriate cultural

frame of reference, rather than the culture of the par-

ticular group. From the perspective of cross-cultural

psychology, which is taken here, the second approach

is based on a number of assumptions that are usually

considered ethnocentric, and hence it is neither

adopted norelaborated here.

The article will proceed with a brief outline of three

theoretical positions regarding the understanding of

human psychological diversity in general (absolutism,

relativism, and universalism) and then apply them to

the concept of intelligence specifically. It will then

review the three main domains of research on intel-

ligence across cultural groups: the cultural, the minor-

ity, and the ethnic approaches. Finally, it will examine

issues of assessment and applications in the light of

these distinctions and initial discussions.

APPROACHES TO UNDERSTANDING

PSYCHOLOGICAL DIVERSITY

Most psychological phenomena can be studied in

relation to culture from a variety of perspectives.

Three such positions have been discussed in research

on humandiversity: absolutism, relativism, and uni-

versalism (Berry et al., 1992). The “absolutist” position

is one that assumesthat psychological phenomenaare

basically the same (qualitatively) in all cultures: “hon-

esty” is “honesty,” and “depression”is “depression,”

no matter where one observes it. From the absolutist

perspective, culture is thought to play little or no role

in either the meaningordisplay of psychological char-

acteristics. Assessments of such characteristics are

made using standard instruments (perhaps with lin-

guistic translation oftest items), comparisons of scores

obtained are made directly; and interpretations are

madeeasily, without alternative culturally based views

being taken into account.

In sharp contrast, the “relativist” approach is

rooted in anthropology and assumes that all human

behavior is culturally patterned; it seeks to avoid eth-

nocentrism by trying to understand people “in their

own terms.” Explanations of psychological variation

are sought in the cultural context in which people

have developed, and usually little interest is shown in

the possible role of biology. Assessments are typically

carried out employing the values and meanings a cul-

tural group gives to a phenomenon and only rarely in

more than one culture. Comparisons are judged to be

problematic and ethnocentric, and are thus virtually

never made.

A third perspective, one that lies somewhere be-

tween the two other positions, is that of “universal-

ism.” Here it is assumed that basic psychological

processes are commonto all members of the species

(i.e., constituting a set of biological givens) and that

culture influences the development and display of the

behaviors that are rooted in these processes(i.e., cul-

ture plays different variations on these underlying

themes). Assessments of psychological characteristics

are based on the presumed underlying process,buttest

items are developed in culturally meaningful versions.

Comparisons are made cautiously, employing a wide

variety of methodological principles and safeguards

(Lonner & Berry, 1986), and interpretations of simi-

larities and differences are attempted that take alter-

native culturally based meanings into account.

APPROACHES TO UNDERSTANDING

INTELLIGENCE ACROSS CULTURES

Whenthe three general theoretical approaches de-

scribed above are used to examine the literature on

intelligence across cultures, a reasonably good match

is found between these perspectives and the actual re-

search carried out to date.

Absolutism.

gence and its assessment across cultures was typically

Most of the early work onintelli-

carried out from the absolutist perspective (Cole &

Scribner, 1975; Irvine & Berry, 1988; Vernon, 1969).
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Typically a common standard test was employed with

samples from a number of cultural groups, with very

little account being takenoflinguistic or other cultural

variations. At most, linguistic translation of instruc-

tions and test items was provided. For example, the

Binet and Wechslertests for intelligence quotient (1Q)

have been employed in numerouscountries aroundthe

world, sometimes translated, sometimes not (Kamin,

1983). Test content (both the subscales and items

within subscales) was rarely altered for the popula-

tion tested. Less wide-ranging tests (e.g., RAVEN PRO-

GRESSIVE MATRICES and Porteus Mazes) have also been

used in this way (e.g., Irvine, 1959). Direct compari-

sons ofscores, leading to assertion of higher or lower

intelligence in one group in relation to others, were

not uncommon. This approach has been taken both

internationally (across nation-states) and domestically

(across ethnocultural groups within nation-states). The

contemporary literature demonstrates the continuing

use of this approach, as in American—Japanese com-

parisons(e.g., Lynn, 1982) and in African-American—

Asian-American—American white comparisons (e.g.,

Jensen & Reynolds, 1982; Vernon, 1982). A similar

approach has been taken using measures that are con-

sidered by the researchers to assess some fundamental

aspect or correlate of intelligence, perhaps rooted in

humanbiology. For example, H. J. EYSENCK (1988) has

used the “average evoked potential” (brain waves) and

A. R. JENSEN (1988) has used “speed of information

processing” (REACTION TIME) as measures that they be-

lieve may avoid some of the problems of comparison

across cultural groups.

Relativism. The anthropological tradition of

seeing people in their own terms has led some psy-

chologists to seek out the indigenous meaning of in-

telligence prior to attempting assessment of their

intelligence (Berry, Irvine, & Hunt, 1987). This posi-

tion has also been advocated onsocial-policy grounds,

in order to avoid harming individuals and groups

through mismeasurement and misinterpretation of

their intelligence (e.g., Berry, 1972). Whatever the

reason for adopting therelativist position, a first step

is to try to understand what is meant by intelligence

within the local cultural context. Studies in Africa

(e.g., Dasen, 1984; Serpell, 1989, Wober, 1974) and

the Arctic (Berry & Bennett, 1992) have revealed

meanings that are notably different from the “fast, an-

alytic, and purely cognitive” cluster of abilities that

predominate in Western academic psychology. Rather,

elements of thoughtfulness, caution, respect, and social

understanding frequently characterize the views in

many other cultures (Berry, 1984), as well as in daily

life in Western cultures (Wassmann & Dasen, 1993).

Within the relativist research tradition, given the di-

vergent meanings of what it is to be intelligent, com-

parisons of the level of intelligence developed by

individuals become impossible, at least for quantitative

comparisons. At most, qualitative comparisons can be

madein order to document the extent of variations in

the meaningsofintelligence as a basis for avoiding sim-

ple quantitative comparison. If individuals who are

raised in cultures with divergent views about intelli-

gence and whoare routinely nurtured toward those

valued goals are directly compared on a commonstan-

dard test, then the conclusionswill be not only invalid

but also harmful. This relativist view is considered by

many to be applicable equally to studies across cultures

and studies of ethnocultural groups within plural so-

cieties (Berry, 1993).

Universalism. Drawing to some extent on the

contrasting perspectives of absolutism and relativism,

the universalist approach attempts to establish a valid

basis for comparison (rooted in the assumptionof spe-

cieswide shared psychological processes associated

with the absolutist position), while respecting local

cultural variations in meanings and competence (rooted

in the relativist position). An important early insight

of this position was articulated by G. Ferguson (1956,

p. 121): “Cultural factors prescribe what shall be

learned and at what age: Consequently, different cul-

tural environments lead to the development of differ-

ent patterns of ability.” This view was elaborated by

S. H. Irvine and J. W. Berry (1988) into a “law of

cultural differentiation,” which is based on the eco-

cultural approach (Berry, 1976) to understanding vari-

ation across cultures in humanabilities. This approach

hypothesizes what pattern ofabilities is likely to be

useful in adapting to a particular ecological setting,

using the notion of “ecological demands”(i.e., speci-

fying those abilities that need to be developed in order

to function), and by searching for the set of “cultural

aids” that will nurture the developmentofthose abil-

ities (Berry, 1966). From this perspective, the initial

range of possible abilities is panhumanin nature, but

 

318



CROSS-CULTURAL VARIATIONS IN INTELLIGENCE
 

which abilities become developed and to what extent

are under the control of local ecological and cultural

circumstances and practices.

Within this perspective, variations in spatial abili-

ties and cognitive styles (Berry, 1976) and in the at-

tainment of Piagetian stages (Dasen, 1972) have been

successfully predicted across large variations in ecolog-

ical and cultural contexts, such as hunter-gatherers

and horticulturalists. The use of this perspective is

considered to be equally applicable to understanding

the intelligence of ethnocultural groupsliving in plural

societies (Berry, 1993).

Comparisonsofintelligence are difficult to accom-

plish within the universalist framework, but some

principles and procedures have been developed that

permit general comparisons (Irvine, 1986; Irvine &

Carroll, 1980). Indications of item difficulty, item cor-

relations, and the factorial structure of the test scores

are the usual bases of comparison prior to, and some-

times instead of, comparing the mean scores obtained

by the different cultural groups (Poortinga & Van der

Flier, 1988).

APPROACHES TO THE ASSESSMENT

OF INTELLIGENCE

The recognition of the role of cultural factors in the

definition and development of intelligence has led,

even within the absolutist perspective, to some consid-

eration of how to make comparisons of intelligence

more “fair” or “unbiased.” Initially, the search focused

on “culture fair” tests of intelligence (e.g., Cattell &

Cattell, 1963), but it soon became clear that such a

search was futile because culture and intelligence are

intertwined in so many ways (see CULTURE-FAIR AND

CULTURE-FREETESTS).

First, the language of test administration (both the

language of instruction and the language of the test

content) is usually English or some other European

language. Individuals whose mother tongues are not

those languages or who speak a nonstandard dialect of
those languages would not be presented with the same
task to do, for they wouldfirst have to try to figure
out what they are supposed to do and then figure out
whatthe test item means. Linguistic translationis thus
a minimal prerequisite for “fairness,” but it is far from

sufficient (Brislin, 1986). Content translation is thus

also required. For example, an IQ test item that as-

sesses one’s knowledge of the distance between two

cities presupposes that one knows what a city is

(whichis not always the case for rural people); knows

that distance is to be estimated by space (rather than

time taken to travel); knowsthat it is direct distance,

not by road or foot (for which pathways may meander

around mountainsorrivers); knowsthe particular unit

of space to be used (kilometers, land miles, nautical

miles, leagues, etc.); and knows the namesof the par-

ticular cities mentioned in the test term. Each of these

aspects is linked to particular cultural assumptions,

which may not be shared by the test maker, the test

administrator, and the test taker. Obviously, the con-

tent of the item has to be changedif it is to be a fair

assessment. But even this is not enough, because for

many people in the worldcities are unimportant, and

travel to or betweencities is out of the question. In

their cases, of what possible relevance is such a ques-

tion to their intelligence?

To provide another route to fairness, attempts have

been made to replace verbal item content (and test

instructions) by nonverbal materials. This has been

most evident in the introduction of pictorial or figural

test items (as in the Cattell test and in the Raven Pro-

gressive Matrices). Even so, the understanding of such

materials requires a form of literacy and acceptance

that real-life objects and forms can be represented by

lines on a two-dimensional paper surface. Both literacy

and pictorial representation are cultural products that

are learned in some cultures but not in others; more-

over, styles of pictorial representation are known to

vary greatly across cultures (Deregowski, 1980).

Beyond linguistic and content translation to make
tests more fair, there is (as implied earlier) the need to
match the assessment instrument to both the cultural
meaning and the indigenous nurturing of the devel-
opmentofintelligence. If a certain set of abilities is
valued and nurtured in a particular cultural group, and
an intelligence test assesses a different set of abilities
(based on what is valued and nurtured in the culture
in which the test arose), then the degree of mismatch
will be the degree of bias or unfairness of the test for
that particular cultural group.

In sum, the search for culture-fair tests, by at-
tempting to make them “culture-free” or “culture-re-
duced,” is extremely difficult; both linguistic and
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content translation are time-consuming and may not

result in the equivalent forms of the test that are nec-

essary to make valid comparisons. The view that the

only really fair test is one that assesses intelligence in

a way that matches the meaning and development of

intelligence in a particular cultural group makes the

search not only difficult but possibly futile as well.

DOMAINS OF ASSESSMENT

OF INTELLIGENCE

Two domains of work have been mentionedin this

article: international comparisons across cultural groups

and domestic comparisonsacross ethnocultural groups

living together within pluralistic societies. In principle,

it is possible to take into account all three theoretical

perspectives in both of these domains. Yet, in practice,

the tendency has been for work in the latter (domes-

tic) domain to ignore or seriously undervalue the cul-

tural meanings and contexts of ethnocultural groups.

This practice may be termed the “minority” approach

to understanding intelligence in enthnocultural groups,

and it is generally associated with the absolutist per-

spective (Samuda, 1975). While initially the absolutist

perspective was dominant in international studies of

intelligence, the trend toward using relativist and uni-

versalist perspectives is increasing. This may be termed

the “cultural” approach. Given the increasing sensitiv-

ity to, and awareness of, the human consequences of

misunderstanding intelligence across cultures, it is

likely that assessment of ethnocultural groups within

pluralistic societies will shift away from the minority

approach and adopt one based on the cultural per-

spective; this has been termed the “ethnic” approach

(Berry, 1985).

The minority approach to understanding ethnocul-

tural groups has tended to take little account of their

cultural circumstances (see Vernon, Jackson, & Mes-

sick, 1988, for numerous examples of ignoring such

circumstances). Most psychological research and as-

sessments hardly mention the ecological settings or

cultural qualities that provide the contexts for the de-

velopmentofintelligence (or of any other psycholog-

ical quality). If such an account were taken, many

ethnocultural groups (e.g., blacks in the United States,

Vietnamese in Canada, aborigines in Australia, Turks

in Germany, North Africans in France, and Asians in

Great Britain) would be seen in their own terms and

their intelligence (and other) test performance would

be seen as an adaptive outcomeof their ecological and

cultural circumstances rather than as some deviation

from a “mainstream”society.

A variety of “deviation” concepts have been used

by those taking the minority approach. These have

been described and criticized by D. McShane andJ.

W.Berry (1988). These “d-models”all propose expla-

nationsofvariations in intelligence based on some “de-

viation” of the “minority” from the “mainstream.”

These include “genetic deficit” (postulating some ge-

netic deficit for the deviation), “physiological defect”

(such as the effects of alcohol or the presence of au-

ditory or visual problems), “disadvantage” (the pres-

ence of poverty, poor nutrition, and poor health care),

“deprivation” (a combination of psychological deficit

and disadvantage), “cultural disorganization” (the mar-

ginalization or exclusion of minorities from full partic-

ipation in the mainstream), and “disruption” (such as

the uprooting of children from their parents, as when

they are sent to boarding schools or hospitalized for a

prolonged period).

The hallmark of all these models is that minorities

are seen in terms of the mainstream and judged (usu-

ally negatively) in those terms. The alternative is a

“difference model,” in which psychological diversity is

understood and interpreted in terms of the life cir-

cumstances (both ecological and cultural) of the group.

This model requires the reconceptualization of such

groups from “minority” into “ethnocultural” or “eth-

nic” groups (Berry, 1985, 1993). From this perspec-

tive, groupsliving together in pluralistic societies are

viewed as legitimate forms of social and cultural life,

and their cognitive abilities are assessed and inter-

preted in terms of their own cultures. This transfor-

mation can take place only when the cultural approach

replaces the minority approach and emerges as the

ethnic approach to psychological assessment of groups

in pluralistic societies.

CONCLUSION

This article has attempted to portray variations in

how psychologists have approached the understanding

and assessment of intelligence across cultures and to

evaluate these various approaches. The evidence sug-
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gests that the concept of intelligence is intimately

linked to the concept of culture in a variety of ways.

First, different cultural groups are knownto value and

nurture different aspects of intelligence, leading to dif-

ferent indigenous conceptions ofintelligence and to

different outcomes with respect to the intelligence

that is developed. Second, psychologists (mainly work-

ing within Western cultures and espousing a Western

cultural view of intelligence) have attempted to assess

intelligence in other cultural groupswith tests that can

be seen as invalid, or biased, as instruments for gauging

the intelligence of other peoples. A likely solution to

these problemsis not to seek culture-free or culture-

fair concepts of measures of intelligence but to develop

and work with culture-linked concepts and measures.

These would match indigenous views and competen-

cies and hence be morevalid and less biased. This al-
ternative approach was termed “cultural” when taken
internationally across cultures and “ethnic” when
employed with groups living together in pluralistic
societies. In this latter case, a reconceptualization

is needed of such groups as “ethnocultural” (with
functioning cultures of their own), rather than as “mi-
norities” (usually seen as deviations from some “main-
stream” culture).

(See also: CULTURE AND INTELLIGENCE; EASTERN VIEWS
OF INTELLIGENCE.)
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CULTURE-FAIR AND CULTURE-FREE

TESTS Psychological tests are samples of what peo-

ple know and know howto do. Tests are not samples

of “innate”intelligence or culture-free knowledge (an

oxymoron). In other words,intelligence and ability

tests are samples of human cultural knowledge, ac-

quired across development. There is no such thing as

a culture-free test.

Tests vary in the degree to which the knowledge

and skills they sample are specific to a particular cul-

ture or more general to many or mostcultures (Grubb

& Ollendick, 1986). The specificity of items on a test

can vary from skills that every normal memberof the

human species can be expected to acquire at some

point in development(e.g., naming primary colors) to

knowledge that only a small number of educated peo-

ple in a specific cultureis likely to know(e.g., defining

the word “obfuscation”).

Because the major purposeofintelligence and abil-

ity tests is to predict future achievements in school

and occupations in a particular culture (e.g., the

United States), the cultural content of test items is

quite appropriate. The learning of age-appropriate vo-

cabulary items and arithmetic operations predictslater

verbal and mathematical achievements, even though

the specific vocabulary and arithmetic items are cul-

turally defined. School and job success are the criteria

of achievementthat tests are designed to predict; the

fact that the criterion and the predictor share the same

culture makes the culture loading of tests not only

acceptable but often preferable to tests with less spe-

cific cultural content.

It is inappropriate to interpret test scores, however,

as measures of “innate” ability or ability to perform in

a culture other than the one in which the person was

reared. One has only to imagine being tested in an-

other language about the history and culture of an-

other nation.

All tests assume that people taking the tests have

had adequate opportunities to acquire the skills and

knowledge tested (Vernon, 1979). That is, it is inap-

propriate to test someone who has hadlittle or no

exposure to the domain of material of which the test

material is a sample (Jensen, 1980). As an extreme ex-

ample, it makes no senseto test a blind person’s mas-

tery of visual tasks or a profoundly deaf person’s oral
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responses to spoken vocabulary. As a less extreme ex-

ample, testing a native German speaker in English

makessense only if the person will have to perform in

school or on the job in English. In these cases, it is

easy to see that one would not conclude anything

about “innate” intelligence based ontests of skills and

knowledge to which the person hadlittle or no ex-

posure. One would have an accurate assessment, how-

ever, of how well each of these persons would be likely

to perform tasks, such as these in criterion school or

job settings, that share the same culture asthetests.

CULTURE-REDUCEDTESTS

Something of a misnomer, culture-reduced tests re-

quire knowledge andskills that are common to more

than one or to many cultures. Theyare not so much

culture-reducedas they are general to more than one
culture. Finding the correct piecethatfits into a puzzle
space, recognizing familiar items in a memorytest, and
matching similar stimuli in an array of diverse objects
are examples ofskills that are common to many cul-
tures. Suchtests are less culturally specific than vocab-
ulary, arithmetic, and information subtests commonly
found on the most widely used intelligencetests.

Among the best known culture-reduced tests are

the RAVEN PROGRESSIVE MATRICES, a test of abstract

reasoning. Examples of matrix items are shown in

Figure 1.

 

   
 

   
 

 

       

 

Figure 1

Matrix items are puzzles with missing pieces or ar-
rangements of figures with sequential changes. The
problem is to figure out which piece fits the blank
space or what the next changein the series of figures
should be. Although the Raven test seems to require
little or no language,itis closely related to vocabulary
and othertests of general cultural knowledge (Jensen,
1980). Although the matrices seem to require spatial
skills, performance on this test of abstract reasoning is

less related to spatial than to verbal ability.

Contrary to most people’s intuition, ethnic minor-
ity children in the United States have been shown re-
peatedly to score better on culturally loaded material
than on more abstract tests that seem to sample less
directly from the dominantculture (Jensen & McGurk,
1987). For abstract items, such as those on the Raven
Progressive Matrices (see Figure 1), understanding the
task is more than half the battle. In one study, many
of the ethnic minority children in the sample did not
understand the instructions to the “game,” and thus
could not solve the problem (Scarr, 1981). Whereas
instructions for culturally loaded items are clear from
everyday experience (“Why do we have ovens?”), in-
structions for culturally reduced items are not so
obvious (“Choose the figure that completes the se-
quence.”). In a large study of African-American twins,
test instructions were altered, making them exceed-
ingly redundant. In this circumstance, African-Ameri-
can adolescents scored higher on culturally reduced
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than culturally loaded items, and the larger group dif-

ferences were on culturally loaded tests rather than on

culturally reduced ones (Scarr, 1981). Of course, doing

well in school requires listening to and following in-

structions, so it is not surprising that poortest perfor-

mance predicts lower school achievement.

CAN A TEST EVER BE

CULTURALLY FAIR?

Cultural psychologists have questioned the possi-

bility of culture-fair tests of intelligence for people to

whom the idea of an artificial test situation is very

strange. People who have never been to school do not

seem to grasp the game-like testing situation in which,

for no apparently good reason, they are supposed to

bring their best intellectual skills to play (Stigler,

Schweder, & Hurt, 1990). Jacqueline Goodnow (1990)

has further questioned the assumptions underlying

Western intelligence tests, assumptions that we share

implicitly; for example, that fast is better than slow,

that simple reasoning is better than more complex or

indirect reasoning, that every problem has aright an-

swer. Even nonverbal, culturally reduced tests are

based on this set of assumptions which may not be

shared by culturally different peoples. In this sense,

even culturally reduced tests cannot be culturally fair.

Culturally reduced tests have another problem:

They do not correlate as highly with criterion perfor-

mances in school or on jobs as do culturally loaded

tests, because they sample a narrow range of reason-

ing, rather than a broad domain ofculturally relevant

knowledgeand skills. Althoughtests such as the Raven

Matrices may seem more fair because they sample

skills that are learned by nearly everyone (or no one),

puzzle-like tests turn out to have their own limita-

tions.

CULTURE LOADING VERSUS

CULTUREBIAS

Tests that are culturally loaded are not necessarily

culturally biased. In psychometric (mental measure-

ment) terms, culture bias occurs when one group’s

achievements are more poorly predicted by the tests

than another group’s achievements (Drasgrow, 1987).

In general, intelligence and ability tests are not cultur-

ally biased by testing criteria; that is, they predict

school and job performance just as well in all groups

tested (Boehm, 1977). Although some ethnically dif-

ferent and lower socioeconomic groups score, on av-

erage, lower than other groups on intelligence and

ability tests, the tests accurately predict their lower

performance on criteria of schools and jobs. Because

tests predict as accurately for all groups, they are not

considered biased against any group.

Tests do not tell us why some groups score lower

than others. Theytell us only that people who score

lower ontests are likely to score lower on the criteria

as well, regardless of the group they come from. Re-

search on ethnic-minority children shows that the

mostlikely explanation for their lower average perfor-

mance is that they have less exposure than majority-

group children to “the culture of the tests and the

culture of the schools” (Scarr & Weinberg, 1983;

Weinberg, Scarr, & Waldman, 1992). Because tests are

loaded with knowledge acquired in a particular cul-

ture, lack of opportunity to learn that culture neces-

sarily reduces performance on the test and predicts

poorer performance on other criteria that depend on

that cultural knowledge.

The average difference in test performance between

ethnic groups is not due to internal biases in the items

within the tests. Critics of testing, who rely on intui-

tive appraisals of the culture loading oftest items(e.g.,

“define minotaur”), have simply not examined the

overwhelming evidence that the difficulty levels of

items on intelligence tests are not a function of their

subjective cultural loadings. Items that are difficult in

one group are approximately as difficult in another

group .

WHATIS TEST BIAS?

Some groups do notscore, on average, as highly on

ability and aptitude tests as other groups. The lack of

equality in outcome of testing often leads critics to

infer test bias, but this is incorrect. Bias refers to the

systematic under- or overestimation of a population

parameterbya statistic based on samples drawn from

that population (Jensen, 1980, p. 375). Psychometric

bias refers to systematic errors in the predictive or con-

struct validity of test scores in one or more groups,

such as racial, social class, or gender groups. Predictive
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validity of a test can be biased if the slopes of regres-

sion lines between the predictor test (e.g., IQ) and the

criterion (e.g., school achievement score) differ for

two groups. Bias in constructvalidity occurs when the

relationships between test scores and a theoretically

related construct differ in two or more populations.

Construct validity has two aspects: external and inter-

nal validity. External biases, such as predictive validity,

can be seen in different slopes in the regression of

conceptually related constructs (such as speed in

learning a trade)onintelligence test scores in two pop-

ulations. Internal biases refer to lack of content validity

or errors in sampling the knowledge or skills to be

tested. Thus, there are several ways in whichtests

themselves can bebiased. Anytest can be administered

in a biased manneror administered to an inappropriate

group (e.g., speakers of a different language). Jensen

(1980) also includesdifferencesin test-score intercepts

and in standard errors between two groupsas evidence

of test bias in predictive validity.

IQ TESTS

A vast research literature developed in the 1970s

and 1980s to test the alleged bias in IQ, aptitude, and

school achievementtests. There is overwhelmingevi-

dence that, by psychometric criteria, IQ tests are not

biased against African Americans, Hispanics, Asians, or

other ethnic groups. Predictive validity and construct

validity coefficients and regression slopes are similar

in African-American, Hispanic, Asian-American, and

Euro-American groups, despite average group differ-

ences. Only on criteria of content validity, where judg-

ments about appropriateness of content are made, can

the test be challenged on psychometric grounds, but

even here, items judged a priori to be culturally biased

are usually found notto beso.

MISUNDERSTANDINGSOF BIAS

IN TESTING

Tests do not guarantee that we will score above

average, like the children of Lake Wobegone. A mean

difference between the IQ test scores of two groupsis

notprimafacie evidence of test bias. The criterion(e.g.,

school grades) may show the same average difference

as the test between the two groupsandparallel regres-

sion slopes, as shown in Figure 2. Even the fact that a

test has been standardized primarily on one population

and administered to another may or maynotintroduce

bias. The cultural loadingof a test is not itself evidence

of bias, especially when the criteria to which the test

predicts share the same cultural loading.

Eyeballing the items in an IQ test is not an adequate

means to detect cultural bias. In the Chicago PACE

case that tried and failed to exclude IQ test from

schools, Judge Grady selected eight items from the

Wechsler Intelligence Test for Children and one item

from the Stanford-Binet Test of Intelligence as cultur-

ally biased against black children, based entirely on his

personal assessment (Elliott, 1987). Later research

showed that these items were no more difficult for

African-American children than other items on the

test, and that the race differences on these items were

smaller than those on many other items with less ob-

vious cultural content. Several investigators have, in

fact, shown that more culturally loaded itemsare often

easier than more abstract ones for both black and

white children.

UNFAIR USES OF TESTS

Judgments about unfair uses of tests (Williams &

Mitchell, 1991) in selection for educational and occu-

pational purposes depend noton test bias but on out-

comes of test use that are considered, by some

philosophical criterion, to be undesirable (Hunter &

Schmidt, 1976, 1978). Tests that meet all psychometric

criteria for being unbiased often result in unequal out-

comes for different groups in a selection situation

(Hunter, Schmidt, & Huntef, 1979). Results of biased

and unbiased tests can be adjusted to yield equal se-

lection outcomes for groups with different average test

scores, if equal outcomesare the goal. But biasedtests

are not necessarily unfair, nor are unbiased tests nec-

essarily used in fair ways (Jensen, 1980).

Mercer (1979) proposed that IQ test scores of chil-

dren from ethnic minority groups and socially disad-

vantaged children be adjusted to take into account

their lesser exposure to the dominant culture and

fewer opportunities to learn the material that appears

on tests. Thus, an African-American child from a low-

income family in an inner-city neighborhood whose IQ

score is 89 has a “learning potential” above that score.

 

325



CULTURE-FAIR AND CULTURE-FREE TESTS

 

Criterion (Y)

y*
 

S
c
h
o
o
l

or
J
o
b
P
e
r
f
o
r
m
a
n
c
e

   

 

 
 

*
XA+B

Test Score

Figure 2

A biased test in which the major and minor groups, A and B, have regression lines differ-

ing only in intercepts. The slopes of the regressions are the same.

Mercer developed a System of Multicultural Pluralistic

Assessment (SOMPA)to adjust the scores of disadvan-

taged children on standard IQ tests. The more disad-

vantaged a child’s family and cultural background, the

greater the upward adjustment of the IQ score. In

principle, this seems to be a fair way to assess intelli-

gence for children who have not had good opportu-

nities to learn the culture of thetests.

One problem with SOMPA is that the adjusted

scores do not predict school performance: A child who

scores IQ 89 performsin reading and mathematicslike

other children with IQ scores in that range, regardless

of the reasonsfor achieving that score. It could be that

a disadvantaged child has more potential for intellec-

tual change than an advantaged child, if the disadvan-

tageous environmentis changed dramatically, but the

test score is a good prediction unless there is dramatic

change. Another problem is that using adjusted IQ

scores does notsignificantly reduce the proportion of

minority children assigned to special education classes

(Heflinger, Cook, & Thackrey, 1987).

Other attempts to alter test content by restricting

samples of knowledge and skills to those that show the

fewest ethnic differences, such as the K-ABCtest, re-

sult in tests that are heavily loaded on rote memory

rather than more general intelligence (Jensen, 1984;

Witworth & Gibbons, 1986).

REACTION-TIME TESTS

Ever since Francis GALTONtried (andfailed) to con-

struct an intelligence test from simple sensory and per-

ceptual responses, scientists have sought the ultimate

culture-fair test—one that measures brain responses

rather than acquired knowledge. Hans Eysenckandhis

colleagues (Frearson & Eysenck, 1987) and Arthur Jen-

sen (1993) have reported moderate correlations (.30—

.50) between certain reaction time measures and gen-

eralintelligence measures. In a simple task (no onegets

wrong answers), faster reaction times are notrelated

to IQ scores, but greater VARIABILITY in reaction times

is correlated with lower IQ scores. Both Eysenck and
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Jensen interpret this result to mean that variable re-

action times indicate unreliability in the nervous sys-

tem, and that an unreliable nervous system also leads

to lower IQ scores. Further developments may show

that choice reaction time measures offer a less cultur-

ally loaded measure of intelligence, if the validity of

the measure can be improved above the currently

moderate levels.

DYNAMIC ASSESSMENT

Another method of avoiding cultural bias is the dy-

namic assessmentof learning potential (Gupta & Cox-

head, 1988). Dynamic assessmentuses a novel learning

task to avoid the confounding influence of previous

learning on present performance. Dynamic assessment

tests how well a child learns a task or a concept to

which the child has never been exposed. The assess-

ment techniques have been developed especially for

children whoare suspected of mental retardation, and

those from ethnic minority groups. The future of dy-

namic assessmentin the real world of schools and jobs

is not clear, as the proceduresare time-consuming and

lack extensive evidence for validity in predicting im-

portant external criteria (Wurtz, Sewell, & Manni,

1985).
Culture-fair tests, whether matrices or learning

tasks, have a role in the assessment of intelligence in

somesituations and for some populations.It is unlikely

that they will replace culturally loaded tests that pre-

dict school and job performancebetter.It is critical to

recall, however, thatintelligence tests of any kind sam-

ple knowledge and skills that have been acquired,

either directly as in culturally loaded tests, or indi-

rectly as in learning tasks and matrix problems. The

only real departure from standard assessment tech-

niques is the use ofvariability in reaction-time tasks.

Whether these measures will prove useful in predict-

ing criteria of schools and jobs remains to be seen.

(See also: GROUP TESTS.)
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SANDRA SCARR

CULTURE AND INTELLIGENCE |Thestudy

of differences in intelligence amongethnically different

populations, especially differences between Western

and non-Western peoples, has a long history. The

study of the relationship between culture and differ-

ences in intelligence is, however, a recent develop-

ment. M. H. Segall and associates (1990) note that

 

328



CULTURE AND INTELLIGENCE
 

Europeans or Westerners have long “felt a need to

discover how non-Europeansthink.” They believe that

“primitive peoples” think differently and are intellec-

tually inferior. These assumptions have influenced the

study of intelligence among non-Western peoples and

hinderedinvestigators from examining the relationship

between culture andintelligence. Nonetheless, the sit-

uation is changing with the emergence of cross-cul-

tural psychology.

The traditional view ofintelligence, which ignores

culture, is a product of two factors. The first is Levy-

Bruhl’s claim in 1910 that the thinking of non-West-

ern peoples was “pre-logical.” By this he meant that

non-Western peoples do not permit contradictions in

their thinking and that they tend to equate themselves

or human beings with animals and inanimate objects

wherethelatter serve as totems. Levy-Bruhlbased his

conclusions on analysis of the religious beliefs of non-

Western peoples, not on study of individuals. Under

criticisms from anthropologists (e.g., Boas, 1911), he

subsequently modified his theory (1948) but his spec-

ulations continue to influence students ofintelligence

to believe that the intelligence of non-Western peoples

is qualitatively different and inferior.

The second factor is the theory of cultural evolu-

tion (Tylor, 1865). This theory asserted that human

beings had progressed from savagery through barba-

rism to civilization. Different populations passed

through the same stages of evolution but at different

rates and some populations have not completed the
66evolutionary process because they have been “ar-

rested” at some stages along the way (Segall etal.,

1990). Psychologists applied this societal theory to in-

dividuals, proposing that individual developmentis a

kind of linear unfolding process. They claimed that

development from childhood to adulthood paralleled

development from a primitive society stage to a civi-

lized stage, that “ontogeny” recapitulated “phylogeny”

(Hall, 1904). Some even suggested that the intelligence

of some non-Western peoples was atthe stage of chil-

dren’s mental development(Segall et al., 1990).

Researchers no longer designate non-Western so-

cieties as “primitive”, instead, they distinguish be-

tween Western and non-Western, or “literate” and

nonliterate societies. Nonetheless, some researchers

still assume that the intelligence of non-Western or

nonliterate societies is qualitatively different fromand

probably inferior to that of Western people. Thus,

some designate the intelligence of Western people as

“open” and that of non-Western people as “closed”

(Horton, 1967a, 1967b) or consider Western intelli-

gence as “operational” and the intelligence of non-

Western peoples as nonoperational (Hallpike, 1979).

Similarly, the poor and minorities within Western so-

cieties are said to think at a “concrete” level, in con-

trast with the middle class, whose thinking is at an
9 66“abstract,

1969).
Contemporary study of intelligence among non-

conceptual,” and “logical” level (Jensen,

Western people shows a dramatic shift toward taking

culture into account. The newer approach owesits

heritage to the notion of the “psychic unity of man-

kind” proposed by Boas (1911; Wallace, 1961). The

immediate impetus is to discover whether the stages

and processes of cognitive development postulated by

Jean Piaget are universal. Piaget’s “clinical method”is

also appealing to cross-cultural researchers. This

method involves “naturalistic” observation of younger

children and “clinical” interviews with older ones. The

interview technique is prevalent. Simply put, the re-

searcher presents the child with a problem-solving sit-

uation, varying the same situation to probe the limit

of the child’s ability. Both the observational and inter-

view techniques require an extensive knowledge of the

child’s cultural milieu and language, as well as a good

rapport with the child (Dasen, 1977).

Cross-cultural psychologists have enhancedour un-

derstanding of cross-cultural differences in intelli-

gence. Their findings have cast doubt on the idea of

qualitative differences in intelligence among members

of different cultures. They suggest that such differ-

ences as may exist derive from the ways culturesuti-

lize the intelligence of their members. Thus, after

reviewing available evidence, S. Scribner and M. Cole

(1973, p. 553) conclude that “all cultural groups thus

far studied have demonstrated the Capacity to remem-

ber, generalize, form concepts, operate with abstrac-

tions, and reason logically.” However, cross-cultural

studies continue to report that non-Western children

lag two to seven years behind Western children in cog-

nitive development if they have not been influenced

by Western cultures (e.g., schooling). Someofthe rea-
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sons for cross-cultural differences in intelligence and

for the difficulty in explaining the differences are con-

ceptual, some are methodological. We deal with the

conceptualissues first.

WHATIS CULTURE?

Culture Defined.

tural anthropology,culture is a people’s wayoflife and

From the perspective of cul-

cannot be fully comprehended with the concept of

“environment” or “ecology” (Ogbu, 1981). The cul-

ture of any population has four components:

1. Customary ways of behaving—activities such as

making a living, expressing affection, raising chil-

dren, responding to illness and to death, getting

ahead in society, dealing with the supernatural

2. Codes or assumptions, expectations and emotions

underlying those customary behaviors

3. Artifacts—things made by members of the popu-

lation that have meanings for them

4. Institutions—economic,political, religious, and so-

cial—the imperatives of culture.

They form a recognizable pattern requiring com-

petencies (including cognitive competencies) and cus-

tomary behaviors (including “intelligent” behaviors as

defined by the population) in a fairly predictable man-

ner. Culture shapesthe attributes of its members. Peo-

ple create, change, and pass on their culture to their

children who in turn may change it. Culture also

changes through external circumstances (Cohen, 1971;

LeVine, 1967).

People feel, think, and behave in “cultural worlds,”

and each human population lives in a somewhat dif-

ferent cultural world. Culture is the framework within

which its members see the world around them,inter-

pret events in that world, behave according to accept-

able standards, and react to their perceived reality. To

understand the thoughts and behaviors of members of

different populations it is necessary to understand

their culture.

An example of a customary behavior in the United

States is the ritual of caring for the mouth. Americans

usually have shrines in their homes for daily mouth

rituals (brushing their teeth) and occasionally they

consult a “holy-mouth-man” (dentist), who specializes

in the magical care of their mouths. The assumption

underlying this cultural behavior is the belief that the

body houses two dangerous elements, debility and dis-

ease, which must be prevented from breaking out. An-

other example of cultural or customary behaviorin the

United States is the “stylin’ out” of the black preacher

through a special “code talk.” The preacher’s codetalk

is specialized to facilitate in-group feelings and to con-

ceal black aspirations and feelings from the dominant

white society. Although whites and blacks both “speak

English,” this behavior makesit difficult for whites to

understand the language andstyle of blacks. Americans

do not, of course, consciously analyze their cultural

behaviors. For non-Americans to understand how

Americans behave and why they behave as they do,

however, requires more than a casual or short-term

visit to the United States.

Cultural Differences. Cultural differences exist

in the context of behaviors as well as in the underlying

assumptions, rules, and meanings of these behaviors.

For example, to most people in the UnitedStates, rais-

ing eyebrows meansa surprise, but for people of the

Marshall Islands in the Pacific Ocean, it signals an af-

firmative answer, and for the Greeks, it is a sign of

disagreement. Cultures also differ in customary behav-

iors for social mobility. In Western societies, the mid-

dle-class strategy emphasizes individual competition

based on ability or fate. Among the Lowland Christian

Filipinos in the Philippines, an individual achieves and

is expected to achieve social mobility through group

cooperation. The Kanuri of Northern Nigeria seek

social mobility through a patron—client relationship

(Cohen, 1965).

Differences also exist in languages membersofdif-

ferent cultures speak and in the way they use language

to codify their environments and experiences. There-

fore, speakers from two language groups maydiffer in

the labeling and meaning of the same environment or

experience. Some concepts that appear “natural” to

members of one culture are not necessarily universal.

Some concepts may be absent in a language because

they are not used to code the group’s environment,

experience, or activities, that is, they are not a part of

the group’s functional adaptation. They are not absent

because the people lack the requisite biological struc-

tures or genes,fail to teach them to their children, or

because individuals or the group lag in “development.”
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For example, English speakers have several terms for

ideas, objects, and behaviors associated with flying,

such as fly (noun), fly (verb), pilot, airplane. Hopi

speakers, on the other hand, have only one term for

the idea and object, fly. English speakers have two

terms for snow; Eskimos, for whom snow plays an

enormouspart in their cultural adaptation, have sev-

eral terms. The Ibos of tropical Nigeria, for whom

snow plays no part in their adaptation, have no word

for it. English speakers distinguish between “blue” and

“green,” and Navajo speakers lump “blue” and “green”

together (Fishman, 1960).

Cultures differ in mathematical systems, concepts,

and behaviors. The Western decimal or 10-system of

numbers, for instance, is but one of several number

systems in the world. Some Native American tribes

have similar decimal or 10-systems. That is, they form

their number words based on groupings of 10. Other

Native American tribes have a 20-system, as do the

Celtics of Northwestern Europe, and Ainu of North-

eastern Asia, the Yorubas and Ibos of Nigeria, and the

Baganda of Uganda. Some Australian tribes and the

Bushmen of Southwest Africa have a 2-system (Closs,

1986).

Differences in mathematical concepts and behaviors

are illustrated when the Kpelle of Liberia are com-

pared with Americans (Gay & Cole, 1967). The two

groupsare similar in arithmetic concepts because both

classify things. But they differ because the Kpelle do

not carry out such an activity explicitly. Neither do

the Kpelle have concepts like “zero” or “number” in

their counting system; and they do not have concepts

for abstract operations like addition, subtraction, mul-

tiplication, and division, even though in their cultural

mathematical behaviors, they add, subtract, multiply,

and divide things. The Kpelle measure length, time,

volume, and moneylike Americans but do not mea-

sure weight, area, speed, or temperature.

Whyare there cultural differences? Cultural differ-

ences exist because populations differ in their cultural

adaptations or their solutions to common human

problems. Cultures differ in the way they solve com-

mon human problems, that is, in the means by which

they make a living (economyand technology), govern

themselves (politically), organize their domestic life

for reproduction (family and childrearing/education),

managetheir relationship with the supernatural (reli-

gion), and exchange ideas with one another (language

and communication). Each domain both requires and

promotes its own repertoire of competence, knowl-

edge or cognition, assumptions, and emotions that

support appropriate or “intelligent” behaviors. Popu-

lations differ in these solutions or cultural adaptations

because they live in different physical and/or social

environments and because of their different histories.

Generally, members of a culture label these domains

as well as label the functional competencies and their

behaviors.

All cultural differences are not, however,alike. John

Ogbu (1992) has distinguished two types of cultural

differences in performance on intelligence studies.

One is primary cultural differences, the differences

that existed before two cultures came into contact.

This type is found in the study of non-Western peo-

ples and immigrants. The other, secondary cultural

differences, is found among nonimmigrant minorities

in urban industrial societies. Secondary cultural dif-

ferences develop as responses of minorities to “op-

pression” by the dominant group and are usually

oppositional. The two typesof cultural differenceswill

affect responses to psychological tasks in cognitive

studies differently (Ogbu, 1988).

The broader view of culture is that it helps an in-

dividual become a contributing memberof his or her

social group. As children mature, they acquire their

group’s customary behaviors, the thoughts and emo-

tions that accompany and support such behaviors, the

knowledge and meanings of cultural artifacts or sym-

bols, the knowledge of societal institutions, and the

practical and cognitive skills that make the institutions

work. They acquire their group’s language and the

means to communicate appropriately or intelligently;

they learn to think, categorize, form concepts, gener-

alize, label, remember, and reasonlogically in the man-

ner sanctioned by their culture. These adaptations are

attributes and behaviors valued in the group and fos-

tered consciously and unconsciously by childrearing

agents. They are not “out there”for studentsof intel-

ligence or “short-term visiting researchers” to pick up

and use or to discover them in test scores. The re-

searcher should discover them before conducting a

study.
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WHATIS INTELLIGENCE?

Conventional Definition. Neither conventional

definition nor theory ofintelligence shedslight on cul-

tural differences in intelligence. Psychologists do not,

of course, agree as to what “intelligence” is but many

of them agree that it can be measured. Usually when

they refer to “intelligence,” they mean the intelligence

quotient (IQ) which is what they often measure (Jen-

sen, 1969). Psychologists also do not agree as to what

causes intelligence. They have debated for generations

about what is more important in causing people to be

intelligent—heredity (nature) or environment (nur-

ture). Many hereditarians and environmentalists sub-

scribe to “the ability theory” of intelligence. This

theory states that intelligence is like a genealogical

tree, with the generalized intelligence (the g factor) at

the base; aboveit are specialized types of abilities (such

as verbal, numerical, spatial-perceptual, memory, rea-

soning, and mechanical intelligence). Proponents of

the ability theory believe that IQ tests tap some uni-

versal mental capacities. Therefore, the test scores of

individuals and groups indicate their levels and types

of mentalabilities. The theory makes no allowancefor

the fact that test takers from different cultures may

perceive the test items andtesting situation differently

or use different strategies from those intended by the

testers or that verbal, numerical, and spatial-percep-

tual skills are valued differentially by various cultures.

Alternative Definitions. Twoalternative con-

ceptions of intelligence help to explain cross-cultural

differences in intelligence. One view proposed by Ver-

non (1969) distinguishes amongIntelligences A, B, and

C. Intelligences A and B correspondto the geneticist’s

distinction between the genotype and the phenotype.

Intelligence A, the genotype, is the innate capacity

children inherit from their parents. Intelligence A de-

termines the limits of individuals’ intellectual devel-

opment. For members of a population, Intelligence A

represents their genetic potential for intellectual de-

velopment. But a psychologist has no way to observe

or measureIntelligence A directly (Vernon, 1969).

Intelligence B, the phenotype, is a product of both

nature (genetic material) and nurture (environmental

pressures andforces, or culture). It refers to everyday

observed behavior of individuals consideredintelligent

or nonintelligent by membersof the culture. Thus, In-

telligence B is culturally defined; hence, it varies from

culture to culture even though the underlying capaci-

ties (i.e., Intelligence A) are apparently the same. Por

example, the behaviors which the middle class of

Western urban industrial culture consider as intelli-

gent are probably different from the behaviors which

the Ibo subsistence farmers of Nigeria or subsistence

Eskimo hunter-gatherers in Alaska valueas intelligent

behaviors. Western intelligence is a product of a his-

torical adaptation to Western culture, whose tech-

noeconomic and bureaucratic activities require and

promote cognitive skills and strategies or intelligence

characterized by grasping relations and symbolic

thinking. These attributes have permeated to some ex-

tent school learning,activities at work andin daily life

(Vernon, 1969). Note, however, that Western Intelli-

gence B is not simply a matter of cultural definition;

it also denotes the cognitive skills and strategies se-

lected from a commonspecies’ pool for adaptation to

its specific environment and historical circumstances

(Ogbu, 1978).
Intelligence B is not fixed. It can change whencul-

tural change occurs (e.g., a move from rural to urban

community, school attendance, or participation in ad-

vanced technology or economy). Such changes may

make a person appear moreintelligent or less intelli-

gent relative to his or her peers. Similarly, the Intelli-

gence B of a population may change because of

significant changes in cultural activities. A good

example is the change that occurs in the cognitive

skills or intelligence of non-Western people when

they participate in Western-type schooling (Cole &

Scribner, 1974; Greenfield, 1965; Wagner & Steven-

son, 1982).

The Intelligence B of the contemporary Western

middle class is changing because of cultural change,

namely, the emergence of computer technology and

“high-tech” jobs with their emphasis on “cognitivism.”

The cognitive skills required by the new computer

technology include “precise definitions, linear think-

ing, precise rules and algorithms for thinking and act-

ing” (Committee of Correspondence on the Future of

Public Education, 1984). Middle-class people are ac-

quiring these new cognitive skills by learning to use

computers at home, at school, and at the workplace.

Their schools are rewriting their curricula and modi-

fying their instructional techniques to emphasize cog-
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nitive skills compatible with computer thinking and

high-tech know-how (Ogbu, 1988).

Intelligence C, measuredintelligence or IQ,refers

to those middle-class cognitive skills, or Intelligence B,

usually sampled by IQ tests. Intelligence C is more

limited than and differs from Intelligence B because

the sampled cognitive skills for IQ tests are selected

to predict scholastic performanceorability to perform

other specific technological, economic, or societal

tasks. That is, IQ represents part, but not all, of mid-

dle-class intelligence, from which it has been selected

for specific purposes. Because IQ tests are made up of

skills drawn from Intelligence B that are vital for solv-

ing specific problemsassociated with their culture (in-

dustrialization, bureaucracy, and urbanism), the skills

are valued and emphasized in middle-class education

and childrearing. Scores on IQ tests merely reveal how

successful children are in acquiring the cognitive skills

they will need to participate successfully as adults in

jobs and other positions in their indigenous cultures.

WhenIQ tests based on this Western middle-class

culture or Intelligence B are given to children of other

cultures, their lower performanceis probably predict-

able.. The reason for the superior performance of non-

Western children who have attended Western-type

schools in comparison with the nonschooled peers, is

that the schooled groups have acquired attributes of

Western middle-class Intelligence B. The IQ test

scores do not reveal the cognitive skills or Intelligence

B that both groupsuse to solve the cognitive problems

indigenous to their cultures (LeVine, 1970).

The distinction among Intelligences A, B, and also

allows us to speculate about another reason for cross-

cultural differences in measured intelligence or IQ.

Group differences in Intelligence B appear to derive

primarily from cultural differences because popula-

tions do not necessarily differ in biological potential

for intelligence. We begin to understand this by dis-

tinguishing maturational intellectual outcomes from

cultural intellectual outcomes suggested by Ginsbuyg

and Opper (1981). Jean PIAGET’s idea of stages of cog-

nitive developmentillustrate maturational outcomes.

One maturational outcome is that of an individual

reaching the stage of formal operational thinking. To

reach this stage, a person’s physical systems—the

brain and central nervous system—must be developed

fully or matured for the thought and language char-

acteristic of the formal-operational stage. No human

population fails to reach this physical system maturity

for operational thinking. Cross-cultural studies show,

however, that populations vary in formal operational

thinking (Dasen, 1977). The probable reason for the

variation is that in some populations, such as Western

societies, cultural tasks (e.g., bureaucratic and tech-

nological roles and schooling) require and promote a

relatively high degree of formal operational thinking.

As a result, formal-operational thinking is functional,

valued andinculcated. By contrast, in some non-West-

ern societies, cultural tasks do notcall for much formal

operational thinking, which apparently is not valued

highly or implanted. Administering IQ tests loaded

with formal operational tasks of Western Intelligence

B to such populations predictably will yield lower

scores. ;

Intelligence as a Functional System. 5.

Scribner and M. Cole (1973) proposed another for-

mulation that may explain cross-cultural differencesin

intelligence. Following A. R. LuRIA and Lev vYGOTSKy,

they distinguish between (1) lower psychological pro-

cesses, suchas sensation and movement,and(2) higher

psychological processes, such as voluntary memory,

active attention, and abstract thought. They say that

the latter are culturally organized into functional sys-

tems by members ofculture on the basis of their his-

torical, practical, and theoretical activities. Functional

systems change when members of a culture undergo

social or culture change so that the things they used

to do and the way they used'to do them change. Such

changesin turn result in changesin the way they think

or in their functional systems.

The introduction of Western-type formal schooling

produces such changes. When schooling is introduced

to a non-Western people, the latter begin to acquire

new ways of using language (e.g., as an explicit tool

for information exchange), “a scientific” approach to

learning, a tendencyto use generalized rules and verbal

definitions, competence in use of symbols, such as

numbers in math. They learn to learn out of context.

All these changes result in the group’s acquisition of a

new functional system, or new intelligence. It is no

wonder that in non-Western societies, children with

some schooling perform better than their nonschooled

peers on intelligence tests and on Western functional

systems.
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CROSS-CULTURAL DIFFERENCES

IN INTELLIGENCE: THE ROLE

OF CULTURE IN

NON-WESTERN SOCIETIES

The idea that cross-cultural differences in intelli-

gence test scores may arise because psychological tasks

making up the tests are based on “alien cultures” re-

ceives some support from cross-cultural studies. These

studies showthat whentests are based on things peo-

ple do or things familiar in their daily life, they tend

to do well. Qhus, after reviewing various studies of

conservation tasks Cole and Scribner (1974) conclude

that

there are indications that a numberof specific exper-

iential factors play an important role in performance on

classification, psychological problem-solving tasks: famil-

iarity with materials, opportunities presented by the

environment for exploring spatial relationships, social

contact with urbanized people, attendance at Western-

type schools—all have been implicated as factors in the

performance of one or more tasks.

Somestudies show that performance on cognitive

tasks is influenced positively by cultural experience.

The kinds of activities in which members of a culture

engage tend to stimulate the development and expres-

sion of those cognitive and perceptual skills necessary

for competence in the culturally valued activities. One

example is the study in Mexico by D. R. Price-Wil-

liams and colleagues (1969) in which experience with

pottery making (and therefore manipulation of clay

materials) resulted in superior performance in conser-

vation tasks. W. Dennis’s summary (1970) of scores on

the Goodenough Draw-A-Mantest from over forty

different cultures is another example. His comparative

analysis shows a strong relationship between a group’s

involvement with representational art and children’s

test scores. Dennis found almost no sex differences,

except for two high-scoring groups, namely, Native

Americans in the Southwest andvillagers in rural art

centers in Japan. In these two groups the sex differ-

ences were in reverse order. Among the Japanese vil-

lagers, where women rather than men were highly

involved with art work, girls scored higher than boys.

In the American Southwest, Native American groups,

where men rather than women wereinvolved with art

work,boys scored higher thangirls. P. J. Zho (cited in

Serpell, 1982) has also reported a similar influence of

sex-typed art activities on test scores for rural Ngoni

children in central Africa.

Still another example comes from P. R. Dasen’s

study (1974) of cognitive development among Austra-

lian aborigines and white Australian children. Dasen

found that white Australian children, like their Euro-

pean and American peers, develop logical mathemati-

cal concepts before they develop spatial concepts; but

among the aborigines, the order of developmentis re-

versed. Dasen’s reasonable interpretation is that the

aborigines developspatial concepts earlier thanlogical-

mathematical concepts because the former are more

important for their nomadic hunting and gathering

economy or adaptation.

Finally, cultural influences on mathematical skills

and behaviors show upin tests. G. B. Saxe and J. Pos-

ner have reported that two West African cultures

whose economic activities differ, also develop different

numericalskills (Posner, 1982; Saxe and Posner, 1983).

One group, the Dioula, consists of merchants whose

principal economic activities require extensive use of

numerals; their culture not only values mathematical

skills but also provides children with many opportu-

nities to practice and develop these skills. The second

group, the Baoule, consists of subsistence farmers

whose major economic activities do not depend on

numerical skills and who, therefore, do not value these

skills strongly enoughto stress them for their children.

Children from the two groups who had not been to

Western-type schools performed differently when

tested for mathematical skills. Dioula children, the

merchant group, were superior. Saxe and Posner

(1983, p. 303) summarize the difference between the

two groupsby saying that the unschooled Dioula chil-

dren “adopt more economic strategies than the un-

schooled Baoule, the agricultural group, counterpart.

In particular, they use a greater number of memorized

addition facts and regrouping by tens (7 + 5S = 10

+ 2), compared to the Baoule.”

METHODOLOGICAL ISSUES

Some cross-cultural differences in intelligence arise

from methodological difficulties. These differences are

a particularly important consideration wheninterpret-
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ing the reports that non-Western children tend to lag

behind their Western peers by two to seven years in

intellectual development. Cross-cultural psychologists

are well aware of some of their methodological difh-

culties (Cole et al., 1971; Cole & Scribner, 1974; Segall

et al., 1990). Cole and his associates remark that the

experimental approach of the psychologist is not ade-

quate and suggest that it should be combined with the

ethnographic approach of the anthropologist into a

new methodology—ethnographic psychology.

Segall and colleagues (1990) discuss methodological

problems with respect to what to measure, sampling,

and test administration. Among the measurement

problemsis the fact that the behavior measured by the

psychologist may have different meaning in the cul-

ture. Consider, for example, the different meanings of

raising eyebrows in three cultures discussed earlier.

Sampling problems include representativeness and the

tendency to use easily accessible subjects. Test-admin- _

istration problemsalso arise from a lack of effective

communication with subjects, because the researcher

may not befluent in the local language.

There are other methodological issues. Most cul-

tural studies focus on the concrete operational stage

and occasionally on the preoperational stage. Onerea-

son for focusing on the concrete operational stage is

that its cognitive contents, such as conservation and

classification, are measurable through standardized

tasks. Researchers resort to measurement and quanti-

fication, which they criticize and want to avoid.

Three additional problems arise. One is that the

actual technique employedin field studies is not “clin-

ical” in the way it was practiced by Piaget. Reports

from cross-cultural studies do not indicate that re-

searchers know enough about the children in their

samples to help them make reasonably good interpre-

tationsofthe children’s responses to the problem-solv-

ing situations (Kamara & Easley, 1977).

Except in few instances where cross-cultural re-

searchers are natives of the culture of their subjects or

are anthropologists, researchers are not usually fluent

in the native language. Nonetheless, in order to con-

duct a proper “clinical” interview, the researcher and

the subject must be fluent in the same language.

Fluency permits the researcher to be more aware of

the subtle distinctions between the reality perceptions

of the subjects and their reliance on social cues or

simply guessing the correct answer. This problem is

not solved adequately by using translators or inter-

viewing the subjects in the language of the researcher.

To solve this problem researchers must be willing and

able to invest sufficient time and effort to learn the

language of their subjects, as a good ethnographer

does.

Lack of familiarity with the local culture makes

truly clinical interviews difficult in three ways. First,

researchers do not know enoughaboutlocal cultures

to recognize thosereal-life situations in the local cul-

tures that require and promote theparticular cognitive

skills being studied. Some activities embodying the in-

tellectual skills investigated by researchers, such as

classification, are usually present in someareas oflocal

cultures. A researcher can use the knowledge of such

activities and situations to design the study andto dis-

tinguish the problem of performance from that of

competence in interpreting subjects’ responses.

Second, subjects are given unfamiliar materials in

the psychological tasks and this adversely affects their

responses. Theliterature indicates that subjects do rel-

atively well in the few instances in which they are

familiar with the “test” materials. For example, local

water vessels in some cultures can be used instead of

Western beakersin the study of conservation ofliquid.

Elaborate conservation may be found in manyareas of

local cultures, such as in subsistence and physical en-

vironment (Ogbu, 1982).

Third, cultural barriers from the researchers’ lack

of knowledge of the subtleties of interpersonal rela-

tionships within the culture interfere with clinical in-

terviews. Researchers often do not understand the

cultural norms regarding adult—child relationships and

behaviors. This affects their ability to interpret accu-

rately the subjects’ behaviors in test situations.

CONCLUSION

Do different members of different populations

think differently? Is there a “primitive mentality”? Do

group differences in IQ test scores derive from genetic

differences, environmental differences, or cultural dif-

ferences? These are old and unresolved questions about

group differencesin intelligence.

Cross-cultural studies suggest that all investigated

populations have the capacities for the various cogni-
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tive processes that constitute intelligence. They can

categorize, form concepts, generalize, operate with ab-

straction, remember, and reason logically. How they

do these things appears to be determined by culture.

Therefore, actual cognitive behaviors vary from cul-

ture to culture. As a result, any test of cognitive be-

havior, such as an IQ test, designed to suit members

of one population or culture will discriminate almost

inevitably against members of other cultures. There is

no “culture-free”intelligence test.

Conventional IQ tests measure culturally valued

cognitive behaviors of the Western middle class. They

discriminate inevitably against tribal and peasant peo-

ples and against minorities within Western societies.

But tribal and peasant peoples as well as immigrant

minorities change their cognitive behaviors when they

begin to participate in Western-type education and

technoeconomic systems. This shift tends to eliminate

or reduce cross-cultural differences in intelligence.

The same is true of immigrant minorities, some of

whom surpass their Western peers.

The people who have mostdifficulty with IQ tests

and other forms of cognitive tasks are involuntary or

nonimmigrant minorities. This difhculty arises because

their cultures are not merely different from that of the

dominant group but maybe in opposition to thelatter.

Therefore, the tests acquire symbolic meanings for

these minorities which cause additional but as yet un-

recognized problems. It is more difficult for them to

cross cognitive boundaries.

(See also: CROSS-CULTURAL VARIATIONS IN INTELLIGENCE;

EASTERN VIEWS OF INTELLIGENCE.)
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DECISION MAKING AND JUDGMENT

Decision making is the process by which people make

choices amongalternatives. For example, a person who

moves to a new city may need to decide how to get

to work each day. This process begins by identifying

the relevant alternatives from among the expansive set

of potential modes of transport. In the case of com-

muting to work, the person might consider driving

alone, car pooling, taking the bus, or walking as the

most relevant among the set of potential transporta-

tion alternatives available (rejected from consideration

might be boating, roller-skating, etc.). In some cases,

this may involve generating new options not currently

being used; biking to work may appeal to the decision

maker, though no oneelse uses this option.

The decision maker then needs to evaluate each of

the considered alternatives. How does each of them

serve the several goals important to the person? Should

the selected choice be ecologically sound? Then driving

alone is a nonpreferred alternative. However, are time

and convenience high priorities? Then driving alone

becomes the mostattractive option. Is exercise consid-

ered to be desirable? Then walking and biking take

precedence. Is flexibility an important consideration?

Then car pooling may be a poor alternative.

As the exampleillustrates, several dimensions are

likely to be important in the decision, so that a trans-
portation option that is ecologically sound, quick, con-
venient, flexible, and enhances physical fitness would

be adopted with confidence by the decision maker.

Because few decisions have one alternative that meets

all needs, the decision maker may needto setpriorities

among several important goals, with the expectation

of having to make some compromises.

Thus, the process of decision making requires iden-

tifying and comparing alternatives, each of which var-

ies on a numberof relevant dimensions. For any given

decision, some optimal process might be specified that

fully incorporates all relevant information and would

result in a judgment most likely to meet the decision

maker’s goals. Following this best-judgment rule is
9called “optimizing,” with the resultant judgment pat-

tern being fully rational.

Decadesof research in human information process-

ing show that humansare limited in how muchinfor-

mation they can manage at one time. How do people

make such complex decisions with an information-

processing capacity that is so much more limited than

the demandsof the situation? Studies show that they

systematically simplify the decision.

Overwhelmed by decision complexity, the judge

may use a simplified decision strategy, one that gets by

in most cases but may have liabilities that result

in occasional erroneous conclusions. These mental

shortcuts are called “heuristics,” and the pattern of

decisions resulting from such strategies is termed

“bounded rationality.” Psychological studies of human

judgment and decision making explore the strategies
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employed to simplify the decision-making environ-

ment and the extent to which those strategies may

compromise optimality. Several aspects of the deci-

sion-making process that have proven central are the

strategies involved in comparing choice alternatives,

ways people reason aboutstatistical relationships, and

their confidence in their own judgments.

COMPARING CHOICE ALTERNATIVES

Oneaspect of the complexity of decision makingis

managing the informational and computational aspects

of comparing the alternatives being considered. How

will the alternatives be evaluated on the relevant di-

mensions, and how will that information be combined

to reach a final conclusion? Studies show several com-

monshortcuts.

One commonwayin which decisions are simplified

is by limiting the information considered. Studies show

that decision makers base their choices on only frac-

tion of the potentially relevant information, with that

proportion decreasing as the total amount of available

information increases (e.g., Payne, 1976). People are

especially insensitive to missing information and are

unlikely to detect categories of information that should

be supplied before reaching a conclusion. Decision

makers have difficulty even imagining the full set of

possible outcomes that should be considered, further

shortcutting decision complexity.

Once the information has been gathered, a com-

plete comparison of alternatives would assess each al-

ternative (e.g., biking, car pooling, driving alone) on

each of the relevant dimensions(e.g., cost, flexibility,

safety) and combine the set of assessments to compare

the transportation alternatives fully. Yet, studies show

that people use a variety of rules to combinethis in-

formation into some summary judgment, many of

which considerably simplify the process.

One simple approach would be elimination by as-

pects (Tversky, 1972). Using this strategy, the decision

maker selects a criterion value on one dimension and

rejects any alternatives that do not meet this condi-

tion. In the transportation decision, the commuter

may deem any option that takes longer than thirty

minutes as unacceptable, resulting in rejection of walk-

ing, taking the bus, and biking to work. Flexibility may

be the next aspect to be considered, at which point

car pooling would be rejected, leaving driving alone as

the one surviving alternative and hence, the transpor-

tation mode of choice. Note that while the decision

has been considerably streamlined in this way, issues

of ecological impact, exercise, and convenience, al-

though important to the decision maker, were never

considered. The same judgmentstrategy that began by

evaluating the alternatives on those dimensions might

result in an entirely different conclusion.

Evidence identifies a variety of rules by which hu-

mans comparechoice alternatives, with nosingle rule

holding across all domains. Rather, decision makers

seem to select among strategies according to the de-

cision conditions (e.g., time pressure) and the partic-

ular choice being made (e.g., how important is the

outcome?). Decision makers may even shift strategies

in the course of a single decision, perhaps using an

elimination-by-aspects approach to reject clearly in-

appropriate alternatives and then making a more de-

tailed comparison of a fewattractive possibilities.

STATISTICAL REASONING

Decision making is further complicated by uncer-

tainty about how the alternatives will meet one’s goals.

For example, riding the bus to work may be inexpen-

sive, but how likely is it that the bus will be on time?

Whatis the chance that the fares will go up? A car

pool may be an attractive alternative, but how likely

is it that the other riders will do their share of the

driving? Will they be prompt? Uncertainty and risks

like these enhance the complexity of the decision mak-

er’s task in finding the alternative that best serves his

or her goals.

Uncertainty in a decision environment requires an

understanding of probability, likelihood, and random-

ness,all aspects of statistical reasoning. Unfortunately,

human intuitions about statistical relationships are

often faulty, in some cases with serious implications

for decision adequacy. Studies show several judgment

heuristics that lead to problems in probabilistic rea-

soning.

Availability. Using the availability heuristic, an

individual estimates event likelihoods by the ease with

which examples come to mind (Tversky & Kahneman,
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1974). For example, are wordsin the English language

morelikely to begin with a k or have a k in the third

position? There are actually three times as many words

with k in the third position, but most people conclude

that k is more commonin thefirst position, since such

wordsare easier to recall (e.g., kangaroo,kick).

This misleading strategy may have serious conse-

quences. For example, differential availability of ex-

amples may underlie people’s tendencies to fear

unlikely but vivid risks (e.g., assault, death by fire)

even as they underestimate risks of higher likelihood

that actually take more lives (e.g., traffic accidents). If

protective measures are based on this reasoning, peo-

ple may leave themselves most exposed to the greatest

threats to health and safety (e.g., failure to use seat

belts) and devote mostof their efforts to avoiding risks

they are unlikely to encounter.

The availability heuristic may also underlie belief

perseverance; that is, examples that support one’s be-

liefs may beeasier to recall than contrary cases, leading

the individual to conclude that the belief is well sup-

ported by the evidence. For example, individuals

biased against car pools may find cases of car pools

that did not work out (coworkers unfriendly, unreli-

able, etc.) easy to recall, while those which worked

effectively may be buried in memory. Thus, a real-

world experience base full of variety can be differen-

tially available, supporting false beliefs.

Representativeness. Using the representative-

ness heuristic, a person estimates an event’s likelihood

by the extent to which it represents the typical fea-

tures of its category. For example, considerthe relative

likelihood of two coin-toss sequences in which heads

(H)and tails (T) come up H-T-H-T-T-H and H-H-H-

T-T-T. Most people will conclude that the formeris

morelikely that the latter sequence, since it has the

haphazard mixture of heads and tails they expect of

randomness. In fact, the two sequences are actually

equallylikely.

The representativeness heuristic may underlie peo-

ple’s inclination to be excessively suspicious of “runs”

in random series, which are then attributed to non-

random processes. For example, basketball fans com-

monly believe in “hot” streaks in shooting, times when

an athlete consistently makes baskets. This is seen as a

temporary characteristic of the athlete, one that may

pass with no warning, but should be taken advantage

of while it lasts. Investigation of actual shooting per-

centages show that the “hot hand” is an illusion (Gi-

lovich, 1991). A player is no more likely to make a

basket after making the previous basket than after

missing the previous one. The fact that baskets are

sometimes made in streaks seems aberrant from peo-

ple’s expectations about random variation, hence, they

attribute it to the player.

Cumulative Risk. In many cases, probabilistic

information is combined in the decision-making pro-

cess. Consider a risk people take regularly, such as that

of being injured in a car accident. The risk of injury

associated with each car trip is quite low, but since

most people take several car rides per day for 365 days

per year over the manyyears of their lives, the cu-

mulative risk of being in at least one car accident over

a whole lifetime is quite high. Yet, research showsthat

people underestimate the long-term implications of

chronic exposure to low-level daily risk (Shaklee &

Fischhoff, 1990). Such reasoning may underlie people’s

reluctance to take such precautions against a variety

of daily risks as using seat belts to minimize driving

risk, condoms to prevent exposure to AIDS,life vests

while boating, and safety glasses for machine work.

Problems in understanding cumulative risk may be

a special case of a more general heuristic, anchoring

and adjustment. People often make a cumulative esti-

mate by taking a starting value and then making se-

quential adjustments in that value to reach a final

answer. Since the size of those adjustments are typi-

cally insufficient, the final estimate is too close to the

starting value. For example, people were asked to

estimate the product of either 8 X 7 X 6 X 5 X

4X 3%X2X lorl!x*2x*X*3X4xX5X6xX

7 X 8. Although the two problems have the same

product, the group estimating the solution to the for-

mer problem gave estimates of more than four times

the size of the estimatesof latter group of people (me-

dian estimates of 2,250 versus 512), and each group

greatly underestimated the true answer (40, 320).

Having started with a higher value, the people in the

first group more closely approximated the true answer,

yet their series of insufficient adjustments still left

them far off the mark in final estimate. Similarly, in

the case ofrisk, people may be aware that cumulative
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risk increases with length of exposure, but their minor

increments from the starting short-term risk value re-

sult in an underestimate of the long-term risk.

Framing. One property ofstatistical relation-

ships is that alternative expressions of the samerela-

tionship should be treated equivalently, but human

judgment is reliably affected by form ofstatistical

expression. For example, people show different pref-

erences for disaster-relief programs when they are de-

scribed in terms of lives lost rather than in terms of

lives saved, or for meat products when described in

terms of percent fat or percent lean.

Related evidence showsthat preference for gambles

depends on howpeople think of the gamble. For ex-

ample, questions about the value of a gamble (e.g.,

how much you would be willing to pay for a lottery

ticket) lead people to focus on the money aspects of

the gamble (i.e., how much the bet pays). With atten-

tion on the payoff, those individuals neglect the prob-

ability of winning, showing excessive interest in a

low-likelihood gamble. The same people switched

their preference to a high-likelihood payoff when they

rated gambles for attractiveness, a judgment that in-

creased attention to the probability of winning. Such

preference reversals were even shown by gamblers in

a Las Vegas casino (Lichtenstein & Slovic, 1973).

While the actual expected value was constant, alter-

native ways of thinking about the gamble resulted in

nonoptimal betting behavior even when the stakes

were real.

CONFIDENCE

One way in which people recognize uncertainty in

the decision environment is by expressing less than

perfect confidence in their conclusion. Is decision-

maker confidence a reliable indicator of likely judg-

ment accuracy?

Calibration. The extent to which judgmentac-

curacy matches judgmentconfidenceis called “calibra-

tion.” For those cases in which the decision makeris

90 percent confident, 90 percent of the conclusions

should be accurate; a set of judgments at the 50 per-

cent confidence level should be correct half of the

time. Studies of calibration show that confidence and

accuracy are correlated but overconfidence is the

norm (Lichtenstein, Fischhoff, & Phillips, 1977). Con-

fidence was especially unwarranted for high-conf-

dence values. For example, answers with confidence

judgments at the 90 percent level proved to be accu-

rate only 75 percent of the time. Further studies

suggest that people’s confidence is bolstered by con-

sidering the evidence in favor of their chosen alterna-

tive. Calibration is improved when people are also

asked to consider evidence in favor of the rejected al-

ternative (Koriat, Lichtenstein, & Fischhoft, 1980).

Hindsight.

ity. How likely is it that the Democratic candidate will

win the presidential election? What is the probability

Predicting events is a Commonactiv-

the home team will win the baseball gameif the relief

pitcher comes in? Whatis the likelihood that today’s

romancewill turn into a long-term relationship? When

the events have yet to take place, uncertainty seems

greatest.

But once the outcomeis determined, what happens

to that uncertainty? Research suggests that people

tend to exaggerate the extent to which they could

have predicted the outcomeall along, a pattern termed

the hindsight bias (Fischhoff, 1975). Before the event,

people may be quite uncertain about which of several

alternative outcomes would prevail, but once the re-

sults are in, they exaggerate the predictability of that

outcome. Thus, the Democrat’s victory seemslike it

was assured from the first, the manager should have

knownbetter than to switch the pitcher so late in the

game, and once the wedding date is set, the romance

seems as if it had been predetermined from the first

date.

Illusion of Control. Research suggests that

people show inappropriate confidence even when

events are known to be random (Langer, 1975). In one

case, people who made a random draw of a card in

competition against a nervous opponent were more

confident of a win than were those whofaced a con-

fident opponent. In another study, people who se-

lected their own lottery tickets were more confident

their number would be drawn than were those who

had no choice about which ticket to take. In yet an-

other demonstration, those who could practice a re-

sponse with a randomly determined outcome were

more confident they would have a winning outcome

than were those with no practice time. The study sug-
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gests that all of these effects are the product of the

illusion of control people experience whentheattri-

butesofskill tasks (e.g., practice, decision making) are

brought into settings in which the outcomeis due to

pure luck.

DECISION COMPETENCE AND

JUDGMENT DEMANDS

The research literature in the psychology of judg-

mentidentifies a number of ways in which human ca-

pacity or strategy is ill suited to the demands of the

decision-making environment. Information-processing

demands may exceed mental capacity, necessitating

mental shortcuts. Or people may approach the prob-

lems with intuitively based rules that violate formal

statistical properties. Finally, whatever the conclusion,

people are likely to have inflated confidence in its ac-

curacy.

These strategies and heuristics may lead to a con-

clusion that will be adequate in many cases, but in

others, the judgmentis likely to be wrong, sometimes

with serious consequences. Research on human judg-

ment and decision making has helped clarify the lia-

bilities of those judgmentstrategies.

This research offers a contrast to much of the re-

search on humanintelligence, where individual differ-

ences have been the central topic of concern. Thatis,

someindividuals bring better reasoning capacities than

others to the problem-solving situation. In contrast,

judgmentresearch has emphasized the demandsof the

decision-making environment, demands even the best

of decision makers may have problems meeting.

Yet, people need to make decisions on a regular

basis. How can they improve their performance? Re-

search shows that many of these heuristics and short-

cuts are resistant to training. More successful have

been attempts to developaids to allow decision makers

to specify which informationis relevant and whattheir

priorities are, and then the judgment aid manages the

information load and computational aspects, which

prove so challenging to humanlimitations.
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DEVELOPMENT, COGNITIVE

development involves the growth of thought pro-

Cognitive

cesses. Although important changes in thinking occur

over the humanlife span, the rate of change seems

especially dramatic during infancy, childhood, and ad-

olescence. For this reason, this entry focuses on the

changesin thinking that occur during this early period.

Although we all knowwhat thinking is, defining it

cleanlyis quite difficult. No sharp boundary separates

activities that involve thinking from activities that do

not. Listing examples of thinking turns outto be easier

and morefruitful than formally defining the term. The

activities that come to mind most quickly when we

think about thinking refer to higher mental processes:

solving problems, reasoning, conceptualizing, planning,

reorganizing,classifying, symbolizing, reading, writing,

calculating, and so on. Thinking also involves more

basic processes, processes that even young children

perform skillfully: using language, perceiving objects

and events, and remembering,to cite three.Still other

activities are gray areas that might or might not be

viewed as thinking: being socially skillful, having a

keen moralsense, feeling appropriate emotions, and so

on. The qualities in this last group clearly involve

thought processes but also involve many other, non-

intellectual processes.

Cognitive developmentraises questions of theoret-

ical interest to philosophers and psychologists and

questions of practical interest to parents and educa-

tors. Howdoinfants see the world—inbasically the

same wayas older children and adults, or in funda-

mentally different ways? What are the roles of matu-

ration and experience? Is it harmful to try to teach

children to think in advanced ways at early ages?

Where do children’s ideas come from? Is children’s

thinking basically the same as that of ignorant adults,

or does their thinking differ above and beyond their

lack of knowledge? Why do some children learn more

readily than others? Does thinking progress through

qualitatively distinct stages or is cognitive growth a

gradual and continuous process? Perhaps most funda-

mental, how does cognitive change occur?

Some of the most interesting aspects of cognitive

developmentinvolve the dramatic differences between

the reasoning of young children and that of adults.

R. DeVries (1969) described one of the most remark-

able of these differences. She examined 3- to 6-

year-olds’ understanding of the difference between

appearance andreality. The children were presented

an unusually good-natured cat named Maynard and

were allowed to pet him. When the experimenter

asked what Maynard was,all of the children knew he

was a cat. Then the experimenter put a mask with the

face of a fierce dog on Maynard’s headandsaid, “Look,

it has the face of a dog. Whatis this animal now?”

Manyof the 3-year-olds thought that putting the

mask on Maynard had transformed him from cat to

dog. They refused to pet him andsaid that underhis

skin he had a dog’s bones and a dog’s stomach. In

contrast, most 6-year-olds knewthat a cat could not

turn into a dog and that the mask did not change the

animal’s nature.

Such dramatic differences in reasoning by children

of different ages have led some to propose that cog-

nitive development involves progress through a series

of qualitatively distinct stages. The most prominent

such stage theoryis that of the Swiss psychologist Jean

PIAGET. Piaget proposed that the first two years after

birth are spent in the sensorimotor stage, the years

from 2 to 7, in the preoperational stage; the years from

7 to 12, in the concrete operations stage; and therest

of life, in the formal operations stage. Within Piaget’s

theory, cognitive development in the sensorimotor

stage primarily involves developmentof skill in inter-

acting motorically with the world; developmentin the

preoperational period involves acquisition of language

and mental imagery; development in the concrete op-

erations period involves acquisition of ability to rep-

resent transformations; and development of formal

operations involves acquisition of ability to reason in a

purely abstract fashion.

Piaget’s theory remains the single most prominent

approach to cognitive development. The reasons are

that it covers the full age range from birth to adoles-

cence, includes a vary broad range of types of thinking,

and includes numeroussurprising and interesting find-

ings about children’s thinking (for example, his classic

conservation studies, in which he found that most

5-year-olds believe that pouring water from one glass

to a differently shaped glass changes the amount of

water). In general, it conveys a goodfeel for the types

of changes that occur in the course of cognitive de-

velopment. Nevertheless, the theory also has been

shown to be limited in a number of ways. It depicts
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between-stage changes as being discontinuous, where

most evidence available in the early 1990s indicates

cognitive change to be a basically continuous process.

It also fails to recognize that a numberof early-devel-

oping competencies that children acquire before their

stage classification would suggest that such acquisi-

tions are possible, and it underestimates the contri-

bution of experiential factors to development. Still, it

remains the single most encompassing theory of cog-

nitive development and provides a good overview of

major trends that occur from birth through adoles-

cence.

Probably the largest difference between Piaget’s

depiction of cognitive development and what has

emerged from research in the early 1990s is that in-

fants are far more cognitively competent than Piaget

(or anyoneelse) believed until quite recently. The im-

pressive capabilities uncovered by recent investigations

can beillustrated in the context of distance percep-

tion. Philosophers have long speculated about how

people are able to perceive an object’s distance from

themselves. Some, such as George Berkeley, an asso-

ciationist philosopher of the eighteenth century, con-

cluded that the only way in which infants could

accurately perceive distance was by crawling around

the environment and associating how objects looked

with how much movement was required to reach

them. Yet Carl Granrud (1992) demonstrated that on

infant’s first full day out of the womb, they already

perceive which objects are closer and which are far-

ther away. Clearly, infants perceive depth before they

can move around the environment.

Infants also possess more impressive conceptual

skills than previously realized. For example, oneofPi-

aget’s best-known claims was that until 8 or 9 months

of age, infants lack object permanence, the knowledge

that objects continue to exist even when they cannot

be seen. Piaget inferred that infants lack such knowl-

edge from observations that 6- and 7-month-olds who

were playing with a ball would makenoeffort to re-

trieve it if the ball was placed under an opaque cup.

This was not due to a lack of interest or motoric in-

capacity; the same infants would retrieve the ballif it

was placed under an otherwise identical transparent

cup (Bower & Wishart, 1972). The observation sug-

gested that, for infants, out of sight was quiteliterally

out of mind.

The research of Renée Baillargeon (1992), however,

has shown that much youngerinfants actually repre-

sent objects not visible to them. Infants of 3 and 4

months of age show surprise when a moving object

appears to travel through a location that had been oc-

cupied by another stationary object, even when the

infants can nolongersee the original object (the phys-

ically impossible event is an illusion accomplished with

mirrors). The infants’ surprise indicates that they ex-

pect the original object to continue existing at its orig-

inal location and to preclude the moving object from

traveling through that location.

These are just two of the many late-twentieth-cen-

tury discoveries of heretofore unsuspected compe-

tence in infants and young children. Long before they

go to school, they have surprising knowledge of such

fundamental concepts as time, space, number, and

causality; they even possess simple theories of mind

(Wellman, 1990).

The deficiencies of Piagetian theory have stimulated

the development of several alternative theories. The

most prominent of these are information-processing

theories of development. These theories vary in their

particulars, but all share the view that cognitive de-

velopmentis due in large part to some combination of

four types of development: development of basic

processes, strategies, content knowledge, and meta-

cognitive understanding. Some information-processing

theories, such as that of Case (1985), are quite close

to Piagetian theory in postulating stages of develop-

ment, but place greater emphasis on the development

of basic processes suchas working memory and central

conceptual structures. Other information-processing

approaches, such as that of Keil (1989), view devel-

opment as the formation of increasingly sophisticated

theories that combine associative and causal knowl-

edge. Yet others envision cognitive developmentas a

self-modifying computer program, in which an innate

kernel of learning Capacities operates on experience to

produce development.

A key unifying factor among information-process-

ing theories is a focus on the mechanismsthat produce

development. Rapid progressis being made on this

issue at both the physiological and the cognitive levels

(for a review, see Siegler, 1989).

One type of progress involves the identification of

changes in the brain during infancy. Synaptogenesis,
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the formation of connections among neurons within

the brain, appears to be a large contributor to devel-

opment. The number of synapses within numerous

parts of the brain follows a distinctive developmental

course, in which thereis an initial overproduction and

later pruning of synaptic connections. Synaptic con-

nections are most numerous during the early postnatal

period. For example, the average number of synaptic

connections in one part of the brain (the third layer

of the middle frontal gyrus) grows from 10,000 to

100,000 between birth and 12 months and continues

to increase until age 2. In the next 5 years, more syn-

apses are pruned than formed, leading the density of

synapses to decrease to adult levels by age 7. In gen-

eral, from 6 months to 7 years, the synaptic density in

children’s brains appears to exceed that in the brains

of adults (Huttenlocher, 1979). A number of investi-

gators have linked synaptic density to ability to learn

and form representations and have argued that the

early high density mayplaya critical role in early cog-

nitive attainments (e.g., Goldman-Rakic, 1987).

The subsequent pruning of unneeded connections

appears to improve the efficiency of performance

without interfering with the by-now-acquired cogni-

tive competencies. Which particular synapses are

pruned depends on experience. Normal experience at

the normal time results in neural activity that main-

tains typical connections; abnormal experience or lack

of experience at the usual time results in connections

being preserved that usually would be pruned. Such a

process allows both efficient acquisition in normal en-

vironments and reasonable adaptation to abnormalcir-

cumstances. In particular, the genes provide a rough

outline of the eventual form of the process, thus

allowing quite rapid acquisition under typical cir-

cumstances. Unusual environments or physical def-

ciencies, however, lead to unusual neural activity,

which creates alternative neural organizations that are

adaptive, given the circumstances.

A large numberof cognitive mechanismscontribute

to development. One of the most widely influential is

strategy choices. People can approach almost any task

in multiple ways. In order to reach optimal perfor-

mance, they must choose among these strategies adap-

tively. For example, even young children tend to know

a variety of strategies for solving simple addition prob-

lems: counting on their fingers, using better-known

problemsas reference points, retrieving answers from

memory, guessing, and so on. To proceed as accurately

and efficiently as possible, they must choose from

amongthese strategies which to use on each problem

and how to adapt to varying situational demands for

speed and accuracy.

Even 5-year-olds make such choices in surprisingly

adaptive ways. Again,this can be illustrated in the con-

text of simple addition (Siegler, 1986). Given a choice

of retrieving an answer from memoryor counting on

their fingers, 5-year-olds generally retrieve answers to

the easier problems from memoryandsolve the harder

ones by counting. This allows them to proceed quickly

and accurately on the easy problems and accurately,

albeit less quickly, on the harder ones. They also adapt

their counting to the type of problem. For example,

on problems such as 2 + 9, with a large difference

between the addends, they generally count on from 9

and simply say “9, 10, 11.” They also shift strategies

primarily when the strategies they are using yield in-

correct answers and when they know strategies that

are likely to be more accurate.

The strategy-choice process contributes to devel-

opmentin several ways. Oneis to produce knowledge

leading to increasingly adaptive choices, as children

learn which types of strategies work best on which

types of problems. Another contribution comes in

building up knowledge of problems and thus helping

them in the future to retrieve answers to the prob-

lems. The strategy choicesalso help children discover

new strategies by demonstrating the properties that

useful strategies in the domain must have. Through

studying synaptogenesis, strategy choice, and a variety

of other mechanisms, researchers are making rapid

progress on the single most fundamentalissue regard-

ing cognitive development: How does change occur?

(See also: INFANCY; INFANT TESTS AS MEASURES OF EARLY

COMPETENCE; INTERVENTIONS, INFANT AND PRESCHOOL;

IQ GAINS OVER TIME; PIAGETIAN THEORY OF DEVELOP-

MENT.)
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ROBERT S. SIEGLER

DEVIATION QUOTIENT (DQ) Theearliest

method of computing a person’s measurable level of

intelligence was a test that yielded a score called the

mental age (MA), introduced by Alfred BINET and

Théophile Simon in their 1905 Binet-Simon Scale. In

1912, the mental age score was converted into an in-

telligence quotient (IQ) score by William Stern, who

divided an individual’s MA by that person’s actual

chronological age (CA) and multiplied the result by

100. Lewis TERMAN of Stanford University retained

this method of computing IQ scores in his expanded

and refined 1916 and 1937 Stanford-Binet adaptations

of the Binet-Simon Scale.

David WECHSLER of New York City’s Bellevue Hos-

pital introduced his Wechsler-Bellevue Scale for as-

sessing the intelligence of adults in 1939; the earlier

scores involving an MA and CA in computing an IQ

had been based on testing children. In place of that

older IQ concept, Wechsler substituted the deviation

quotient (DQ), an index obtained from converting an

individual’s raw test score into an IQ numberthat

expresses the deviation from the mean, which heset

arbitrarily at 100. Wechsler wanted to assess each ex-

aminee’s measurable ability directly against that of oth-

ers within the same age group, using as the reference

point only the scores of those tested in that age group.

This provided an IQ score derived from the distribu-

tion of only those tested in each age group, such that

50 percent in each age group earneda score of 100 or

above and 50 percent earned a score of 100 or below.

The usable range of such IQ scoresis from 50 to 150.

In current usage, the terms DQ and /Qare usedinter-

changeably, although most professionals prefer the

older, generic term, /Q.
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DIALECTICAL THINKING Theterm dialec-

tical thinking has become popular since the 1970s.It

refers to thinking that acknowledges change,diversity,

andcontradiction. This form of thinking is contrasted

to thinking that attempts to arrive at and assumes the

existence of answers to questions and resolutions of

_ problems that are definitely true or false or definitely

desirable or undesirable and that do not vary asa re-

sult of individuals’ backgrounds or other factors (Rie-

gel, 1973). Dialectical thought is not based on such

right/wrong logic. Instead, in dialectical thinking we

usually feel that whether or not somethingis true is a

matter of time and context. Wealso feel that whatis

true or right cannotbe resolved in an either/or fashion.

Rather, werealize that both sides of a duality need to

be considered and that, paradoxically, both sides taken

together and in interaction are more true than either

side alone.
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Interest in dialectical thinking has been revived be-

cause there is a sense that our culture for a long time

was underthe hold of a form of thinking in which we

feel that questions have one single correct answer and

problems have one single correct solution that holds

for everybody, despite variations in circumstances (see

Labouvie-Vief, 1994). Such thinking is based on an

either/or logic in which only one solution can be right.

This belief is the cause of many dualisms, such as the

opposition of mind versus body, reason versus emo-

tion, and so forth. Dialectical thinking rejects such

either-or, right-wrong logic. Instead if we think dia-

lectically we feel that whether something is true is a

matter of time, context, or perspective, and that the

truth lies in diversity and tension rather than the re-

moval of contradiction. Thus, for example, if we ask

whether the cause of an illness is mental or physical,

we reject an either/or answer. Instead, we mayassert

that mental and physical causes combine to produce

illness (Reich, 1992).

Many individuals have suggested that dualistic,

either/or logic is only one possible way of thinking.

This realization has emerged in many branches of

modern science and philosophy (Baynes, Bohman, &

McCarthy, 1987). It has also been important in re-

search on the thinking of adults, whoareless likely to

think in terms of either/or answers than children and

adolescents. However, the ideal of dialectical thinking

is actually quite ancient. The ancient Greek philoso-

pher Heraclitus (who lived even earlier than Socrates),

for example, taught that flux, by which he meantdi-

versity, opposites, conflict, and change, was the basic

principle of the universe, and good thinkers had to

recognize these qualities. Thus, he believed that good

thinking was based on paradoxical opposites. This par-

adoxical model of thought also was predominant in

Chinese and Indian thinking. Its basic premise was ex-

pressed in the sixth century B.c. by the Chinese phi-

losopher Lao-tse: “Words that are strictly true seem

to be paradoxical. ... Gravity is the root of lightness;

stillness is the ruler of movement” (Fromm, 1956, p.

63). In more modern times, the notion of thinking in

terms of paradoxical opposites was revived by the Ger-

man philosopher Hegel (1770-1831), who first used

the term dialectical for this kind of thinking. In Hegel’s

dialectic, a statement implies its opposite, and this

contradiction leads to a resolution in a new statement.

This Hegelian notion has had a profound influence in

modern thinking, and now wetend to believe that

whether or not something is true cannot be discussed

without considering time and context (Griffin, 1988).

RESEARCH ON

DIALECTICAL THINKING

Because of the increased interest in dialectical

thinking, it is not surprising that many psychologists

have begun to study this form of logic and to deter-

mine how it changesas a function of age. The general

belief is that dialectical thinking is difficult for children

or adolescents, who think in terms of dualisms and

right—-wrong opposition.It may beeasier, however, for

adults, and perhaps it is most characteristic of the

thinking of people we consider wise.

Several kinds of tasks have been used in research to

study dialectical thinking. One of the earliest was by

Perry (1968), who examined learning and decision-

making processes in college students. Perry observed

that students move through severallevels. The first of

those is dualistic: Here students assert that learning

consists of acquiring facts that are either right or

wrong, and that there are no gray areas. The next level

is relativist: Students compare alternative viewpoints

and understand that facts are not necessarily right or

wrong but take on different meanings depending on

one’s viewpoint. Perry believed that this awareness of

relativism can leave the individual hanging without any

ability to judge. However, confident judgment returns

as the individual realizes that we can commit ourselves

even though there is no absolute way of knowing.

Perry observed that these levels also generalize to

how individuals understand the role of authority in

making decisions. Dualists believe that authorities have

absolute knowledge about what facts are right and

wrong; relativists believe that there are no facts that

are right or wrongin an absolute way; those commit-

ted despite relativism understand that even though we

may not know what is right or wrong in an absolute

way, we nevertheless can make well-informed (even

though potentially incorrect) decisions.

Kitchener and King (see Kitchener & Brenner,

1990) extended Perry’s work by using a task in which
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individuals are confronted with different ways ofin-

terpreting the same state of affairs. For example, in

one task individuals were asked which account ofcre-

ation was correct, that reported in the Bible or that

taught by science. Dualists sided with one account;

they thought this account wasinfallible and self-evi-

dent, while the other account was believed to be

wrong. Someindividuals, however, move on to a way

of thinking in which these accounts are not necessarily

contradictory; however, these individuals are comfort-

able with the idea that we cannot know for certain,

but that often weare left with educated guesses.

Since Perry, a number of researchers have devel-

oped similar tasks and have shownthat as individuals

develop beyond youth and adolescence and into ma-

ture adulthood, they becomeless dualistic and better

able to think in terms of change over time, compari-

sons of contrasting viewpoints, and the relationship of

thinking to context. Such changes in thinking can have

implications for many everyday kinds of tasks, for ex-

ample, how individuals make sense of the opposing

accounts of parties in a conflict (Kuhn, 1991), how

they makesense of diversity in religion (Fowler, 1981),

how they integrate the tension between the viewpoints

on the self and others (Blanchard-Fields, 1986), or

how they reason about the nature of their emotions

(Labouvie-Vief, 1992).

One form ofdialectical thinking that has been stud-

ied is the ability to understand that opposites can stand

in a complementary rather than a contradictory rela-

tionship (see Reich, 1992). For example, in the nine-

teenth century, physicists thoughtthatlight had either

the properties of a wave or of matter, and tried to find

out which was the true description. Later, however,

physicists proposed that such descriptions can form
opposing though complementary ways of describing
physical reality. Such thinking is of great importance
in everyday life, as when we ask whether somethingis
due to biology or culture, whether our behavioris de-
termined by free will or by circumstances out of our
control, or whether something is “in the mind”or “in
the body.” Broughton (1980) and Reich (1992) did
research on such questions and found that older indi-
viduals are better able to think in terms of comple-

Reich asked children,
adolescents, and adults whether a pianist had achieved

mentarity. For example,

her level of skill as a result of her genetic endowment

or of her diligent practice. A child aged 8 claimed that

“inborn is important!” An adolescent aged 15 sug-

gested that either practice or endowmentcould be the

cause. But an adult aged 66 asserted that no either/or

answer waspossible.

Manystudies have claimed that the ability to think

dialectically, or in terms of complementarities, devel-

ops in adulthood. However, research suggests that this

form of thinking may not be a separate form because

it is highly related to measures that involve cultural

knowledge(often called crystallized intelligence), such

as measures of verbal ability. It is also not certain that

this thinking is characteristic of mature adults, because

it often emerges much earlier, sometimes in adoles-

cence. In adulthood, research suggests that whether or

not somebodythinks dialectically is actually not re-

lated to their chronological age. Instead, it seems to

dependonthe kind of teaching context individuals are
exposed to. The degree to which an individual is emo-
tionally open or closed also maybe a factor. Finally,
historical time also is an important factor, since dia-
lectical thinking became more popular in the late
twentieth century.
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GISELA LABOUVIE-VIEEF

DIFFERENTIAL ABILITY SCALES The

Differential Ability Scales (DAS) is a battery ofindi-

vidually administered subtests measuring mental abil-

ities and school achievement among children aged

2 Y through 17 years. It can be used by school and

clinical psychologists and other trained professionals

who need to assess a child’s strengths and weaknesses

as well as the child’s overall level of intellectual ability.

The DAS was designed especially to gather informa-

tion that may be useful when working with children

who have learning difhculties.

Several characteristics differentiate the DAS from

other ability batteries for children. One is that the

DASdistinguishes between core subtests that strongly

measure an overall, general ability and diagnostic sub-

tests that measure largely independent abilities such as

memory and speed of mental processing. Also, the

DAS emphasizes the measurement of specific rather

than global abilities. It measures an increasing number

of distinct abilities as children get older. The DASis

administered in a way that tries to have each child take

only those items and subtests that areat the right level

of difficulty for that child.

THE COGNITIVE BATTERY

Seventeen of the twenty DAS subtests measure

cognitive abilities (i.e, mental abilities involved in

thinking, learning, and perceiving), and three measure

school achievement. The cognitive subtests are divided

into a preschool-age battery and a school-age battery.

Eight of the cognitive subtests are used only at the

preschool level, six are given only at the school-age

level, and three are included at both levels. None of

the cognitive subtests require the child to read or

write, and only one of them (Speed of Information

Processing) requires the child to work quickly.

Preschool Level. The colorful preschool-age

subtests provide many materials such as toys and

blocks for the child to manipulate. Some require verbal

skills, while others require no language ability. Admin-

istration takes about twenty-five to sixty-five minutes,

depending on the child’s age and how many of the

optional subtests are given.

The youngest preschoolers, those aged 2 years, 6

months (“2-6”) through 3-5, take four core subtests

whose scores are combined to give an overall General

Conceptual Ability (GCA) score. They may also take

two diagnostic subtests that are interpreted individ-

ually. Children aged 3-6 through 5-11 take six core

subtests that provide both a GCA score and cluster

scores in verbal ability and nonverbalability. Five di-

agnostic subtests are available for these older pre-

school-age children.

The following are the subtests at the preschool

level, and the ages at which each is most often given.

Mostof these subtests may also be givenat older ages,

typically up through age 7-11. The core subtests are

Naming Vocabulary (ages 2-6 through 5-11): naming

an object shownin a full-color picture; part of the

verbal score;

Verbal Comprehension (ages 2-6 through 5-11): ma-

nipulating toys or shapes or pointing to pictures in
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response to spokeninstructions from. the examiner;

part of the verbal score;

Picture Similarities (ages 2-6 through 5-11): selecting

a picture that is similar to or related to a target

picture; part of the nonverbal score;

Block Building (ages 2-6 through 3-5): copying a de-

sign or structure using wooden blocks;

Copying (ages 3-6 through 5-11): copying a design us-

ing pencil and paper; part of the nonverbal score;

Pattern Construction (ages 3-6 through 5-11): copying
a pattern using multicolored squares or cubes; part

of the nonverbal score; and

Early Number Concepts (ages 3-6 through 5-11):
counting, recognizing numerals, understanding nu-

merical concepts, and doing simple mental arith-

metic using pictorial items.

The diagnostic subtests are

Recall of Digits (ages 3-0 through 5-11): repeating a

string of digits spoken by the examiner;
Recognition of Pictures (ages 3-0 through 5-11):

pointing to pictures that were seen before from
amonga larger set of pictures;

Recall of Objects (ages 4-0 through 5-11): naming
from memory as manyas possible ofa set of twenty

objects that were shown before; and
Matching Letter-Like Forms (ages 4-0 through 5-11):

pointing to a letterlike shape that is exactly the
sameas a target shape.

School-Age Level. The school-age cognitive bat-
tery has six core subtests that give both a GCA score
and cluster scores for verbal ability, nonverbal reason-
ing ability, and spatial ability (skill in visualizing shapes
and patterns). There are also three diagnostic subtests.
Administration takes about forty to sixty-five minutes.
The subtests are all given at ages 6-0 through 17-11.
The core subtests are

Word Definitions: giving an oral definition of a word
spoken by the examiner; part of the verbal score;

Similarities: telling how three words spoken by the
examiner are similar to one another; part of the
verbal score;

Matrices: pointing to an abstract design that completes
a logical pattern of designs; part of the nonverbal
reasoning score;

Sequential and Quantitative Reasoning: drawing a de-

sign that fits into a logical sequence of designs, or

saying a numberthat fits a pattern of numbers; part

of the nonverbal reasoning score;

Pattern Construction (see preschoollevel): part of the

spatial score; and

Recall of Designs: drawing an abstract design from

memory; part of the spatial score.

The diagnostic subtests are

Recall of Digits (see preschoollevel);

Recall of Objects (see preschool level); and

Speed of Information Processing: quickly marking in
each of many rowsthecircle containing the most

small boxes, or the largest numeral.

THE ACHIEVEMENT BATTERY

The school achievementtests give a quick (fifteen
to twenty-five minutes.) assessment of a school-age
child’s level of accomplishment in three areas. In the
Word Readingtest the child reads aloud wordsofin-
creasing difficulty. In Spelling, the child writes words
spoken by the examiner. The Basic NumberSkills test
consists primarily of an arithmetic computation work-
sheet, and also includes numeral-recognition items for
the younger children and word problems for the older
children. All three achievement tests were normed on
the same sample as the cognitive battery so that mean-
ingful comparisons between cognitive and achieve-
ment scores can be made.

DAS’S THEORETICAL BASIS

Although the DASis consistent with a number of
theories of humanabilities, it is not based on any single
theory. Its subtests were designed to give distinctive
information about many ability domains, including
some (such as speed of information processing) that
reflect fairly recent research. Thus, the DAS is most
compatible with theories, such as those of Thurstone
(1938) and of Horn and Cattell (Horn, 1988), that em-
phasize multiple dimensions of cognitive ability.

The way in whicha test battery is organized reflects
its theoretical perspective on abilities. Two aspects of
the DAS’s organization are unusual and have theoret-
ical implications. First, unlike most cognitive test bat-
teries that combine the scores from all their subtests
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into a single overall score, the DAS includes in its

overall General Conceptual Ability (GCA) score only

those subtests (the core subtests) that strongly reflect

a general ability dimension. These core subtests mea-

sure reasoning with words, numbers, or figures; verbal

knowledge; and the ability to solve visual-spatial prob-

lems. The other subtests, those that measure mem-

ory, perceptual matching, and information-processing

speed, are kept separate from the overall composite.

Althoughthese latter abilities are important, excluding

them from the GCA makes the GCA afocused,rela-

tively pure measure of the general factor.

Figure 1 illustrates the organization of the school-

age cognitive battery. The subtests (shown along the

bottom row) measure abilities at their most specific

level. The six core subtests form the base of a hierar-

chy that leads up to GCA.Pairs of core subtests define

higher-level dimensions of ability (verbal, nonverbal

reasoning, and spatial). These higher-level dimensions

combinefurther to define the most general dimension,

GCA. The remaining diagnostic subtests are not part

of the hierarchy, but are nevertheless important be-

cause they give unique information about other

strengths and weaknesses.

The second unusual feature of the DAS’s organiza-

tion is that it includes an increasing number of ability

clusters (such as verbal ability or spatial ability) as chil-

dren get older. Data collected during DAS develop-

ment suggestthat children’s cognitive abilities become

more differentiated (or, at least, more capable of being

measured differentially) as their general intellectual

level develops. At the youngest agesall the subtests

seem to reflect one broad ability, but at older ages

children show moredistinctive patterns of strengths

and weaknesses.

Whatis the nature of GCA? The DASdoes not use

the term intelligence in describing it. The DAS Handbook

(Elliott, 1990, p. 20) defines GCA as “the general abil-

ity of an individual to perform complex mental pro-

cessing that involves conceptualization and the

transformation of information.” This ability is very

close to the g factor that was proposed by Spearman

(1927) and that is usually found to be the dimension

that batteries of diverse cognitive tasks have in com-

mon. This dimension is defined more narrowly thanis

the concept of intelligence, a term that often is used

to refer to a wide array ofabilities and traits that con-

tribute to the person’s general functioning in everyday

life. In other words, the more general concept of in-

telligence includes, but is not limited to, g.

For some users, the DAS’s lack of a strong link to

a particular theoretical model of human abilities may

be a weakness. Tests that are not closely tied to a the-

ory are limited in their ability to contribute to basic

knowledge about the nature of cognitive abilities, and

also do not have an existing theoretical basis for ap-

plying test results to educational or other problems.

The DAS’s main objectives are pragmatic rather than

theoretical. In the DAS Handbook, Elliott expresses his

view that the science of educational psychology has

not developed to the point of being able to explain

learning problems or offer theory-based recommen-
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dations for correction, and that, therefore, tests should

not tie themselves too closely to specific theories.

HISTORY AND DEVELOPMENT

The DASis a major revision of the British Ability

Scales (BAS), published in England in 1979 (Elliott,

Murray, & Pearson, 1979). In 1965 the British De-

partment of Education and Science had begun a proj-

ect to create a British intelligence test for children.

Colin Elliott of the University of Manchester’s De-

partment of Education becamedirector of the project

in 1973.

Elliott guided the development of the BAS along

twobasic principles. One was to measure a large num-

ber of distinct abilities to support differential diagno-

sis, with the assessment ofintelligence (i.e., general

functioning in everydaylife) being less important. The

second was to use a new methodoftest analysis, item

response theory, to ensure that each subtest measured

a single ability.

The development of the DAS, also under Elliott’s

authorship, followed these same principles. In addition

to removing content that was specifically British, the

DAS incorporated some major changes. Four subtests

were added to expand the coverage ofabilities at cer-

tain ages (particularly nonverbal measures for pre-

school-age children), and six of the BAS subtests were

dropped. Administration procedures based on item-

response theory were further developed to allow the

examiner to select items that would be most appro-

priate to the individual child’s ability level. The struc-

ture of core and diagnostic cognitive subtests was

created.

Between 1987 and 1989 the DAS was normed in

the United States on a sample of 3,475 children

matched on appropriate demographic characteristics

to 1988 U.S. Census data. The battery was published

in 1990.

DISTINCTIVE FEATURES

A distinguishing feature of the DAS is the degree

to which its subtests measure distinct abilities. The

numerical measure of this characteristic, called subtest

specificity, is high for the DASin comparison with other

similar instruments. High specificity provides a sound

basis for identifying a child’s strengths and weaknesses,

and that is why it was emphasized during subtest de-

sign. For example, the Speed of Information Process-

ing (SIP) subtest is very accurate but is only weakly

related to the GCA. Children at the same level on the

GCA will have widely varying SIP scores. Therefore,

the SIP subtest contributes unique information about

the child. |

A second unusual feature of the DASis that it pro-

motes out-of-level testing, that is, giving test material

that matches the child’s ability level rather than

matching only his or her age. Items or entire subtests

that are too easy or too difficult for most children of

a particular age can be givenif the child is low or high

in ability. For example, almost all of the subtests in

both the preschool and school-age batteries were

normedat ages 5 through 7, so children in this tran-

sition age range can be given either level. Methods are

provided whereby an older child whose development

is seriously delayed can take the preschool-level bat-

tery and obtain a GCAscore. Throughoutthe battery,

the items in each subtest are organized so that each

child takes only a group of items that are appropriate

in difficulty, rather than having to take a large number

of easier and more difficult items.

Because ofits features for out-of-level testing, the

DAS measures at relatively low ranges ofability. On

most cognitive batteries the overall IQ (or its equiva-

lent) can be measured in a range from about 40 to

160; the DAS’s GCA score goes down to 25 for chil-

dren aged 3-9 andolder. In somecases, this extended

range requires administering subtests normally used

with younger children. The rangealsoreflects the fact

that the preschool subtests include very easy items

suitable even for low-ability preschoolers.

TECHNICAL CHARACTERISTICS

AND INTERPRETATION

The DAS norm sample,thatis, the sample of cases

used in test development that serves as a comparison

group for interpreting each individual child’s scores,

contains 175 children for each 6 months of age from

2-6 through 4-11, and 200 per year of age from 5-0

through 17-11. The sample is evenly divided between

boys and girls, and closely matches the 1988 ULS.

population in race/ethnicity, geographical region, and

parents’ education. About 600 additional African-
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American and Hispanic children were tested to pro-

vide large samples for detecting (and removing)

possible bias in items and subtests.

Scores on the GCA andthe ability clusters (such as

verbal ability) are highly accurate, andstatistical anal-

yses showthat manyof the subtests also have relatively

small amounts of measurement error. Reliability is an

index of accuracy that ranges from 0.0 (for a com-

pletely inaccurate test) to 1.0 (perfect accuracy). The

DAS cognitive subtests have an average reliability of

.84, the achievementtest reliabilities average .90, and

the GCAreliability is .92 to .95, depending on age.

Test-retest studies, in which children were tested again

after about a month, also suggest that scores from a

single administration are fairly accurate.

The GCAscore has been found to agree (correlate)

closely with the overall scores from the familiar

Wechsler and Stanford-Binet intelligence tests. Like

the scores from those instruments, the DAS’s GCA

and its verbal ability and nonverbal reasoning ability

cluster scores are fairly good predictors of school

achievement, as measured both by achievementtests

and by teachers’ grades.

Because the DAS wasdesigned to measure profiles

of strengths and weaknesses, the manual provides a

great deal of guidance on howto identify important

differences between scores. These differences can be

the basis for hypotheses about strong or weak under-

lving processes, and those hypotheses may be helpful

in designing different teaching strategies for individual

children.

There is still much to be learned about the causes

of strengths and weaknesses in cognitive processes,

and about the roles played by these processes in chil-

dren’s learning problems. Therefore, interpreting a

score profile is not a straightforward, simple process.

Research evidence in general suggests that there are

numerouscauses of learning difficulties. Studies using

the DAS and BAS,such as those by Kercher and San-

doval (1991) and by Tyler and Elliott (1988), have

found learning-disabled children to cluster into sub-

groups with distinct profiles of high and low scores.

Like other cognitive instruments, the DASis a tool for

research as well as a source of information for diag-

nosis.

(See also: INDIVIDUAL TESTS.)
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DOLL, EDGARA.(1889-1968) Edgar Doll

was born on May2, 1889, in Cleveland, Ohio, the son

of Arnold Doll and Katherine Rademacher. Doll’s ed-

ucation and professional experience combined scien-

tific research on differences in mental ability and

personality with a practical concern to apply psychol-

ogy both to the needs of the mentally retarded and the

concerns of American society as a whole. A review of

Doll’s career will help introduce his most influential

contributions to intelligence theory and method of
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evaluation—hisinvestigation of adaptive behavior and

construction of the Vineland Social Maturity Scale.

Doll graduated from high school in Lakewood,

Ohio, and went to Cornell University. There, Guy

Whipple, who compiled the first U.S. manual of men-

tal tests, introduced him to psychology. After gradua-

tion in 1912, Doll served briefly as an instructor of

experimental psychology at the University of Wiscon-

sin before becoming a research andclinical psycholo-

gist at the Vineland, New Jersey, Training School. He

became a protege of Henry H. Gopparp,the first di-

rector of the Vineland research laboratory and the ULS.

translator of the (French) Binet-Simon Intelligence

Scale. Doll experimented with a wide variety of mental

tests before and during his pursuit of the M.A.in spe-

cial education at New York University (1916) and the

Ph.D. in psychology at Princeton (1920).

After the United States entered World War I in

1917, Doll assisted at the famous Vineland meeting of

Robert YERKES’s Committee on Psychological Exam-

ining; later he servedas first lieutenant and psycholog-

ical examiner. After the war, Doll became chief

psychologist and director of the Division of Classifi-

cation and Education in the New Jersey Department

of Institutions and Agencies. This position was similar

to one Goddard recently had accepted as director of

the Ohio Bureau of Juvenile Research. After Goddard

resigned to join the faculty at Ohio State University,

Doll became an assistant professor at the same insti-

tution in 1923.

Doll returned to Vineland in 1925 to become di-

rector of research. He held this position until 1949

(except for 1943 and 1944, when he directed the Bon-

nie Brae Farm for Boys, in Millington, New Jersey).

During this quarter-century, Doll served as president

of several professional organizations: the American As-

sociation on Mental Deficiency (1935), the American

Orthopsychiatric Association (1936), the American

Association of Applied Psychology (1940-1941), and

the Clinical Division of the American Psychological

Association (1945). He was a member of the White

House Conference on Child Health and Protection

(1931) and, during World War II, the National Re-

search Council’s Sub-Committee on Mental Defi-

ciency. He advised numerous state mental health

agencies and held visiting and summer teaching posi-

tions at several universities in the United States and

Canada. During the last two decades ofhis life, Doll

was research coordinator at the Devereux Schools in

Devon, Pennsylvania (1949-1953), and consulting

psychologist to the Bellingham, Washington, public

schools (1953-1968). Doll was an associate editor of

six clinical and educational psychology journals and a

prolific writer. In addition to some 250 papers, Doll

wrote Clinical Studies of Feeblemindedness (1917), The

Growth of Intelligence (1920), and The Measure of Social

Competence: A Manualfor the Social Maturity Scale (1953);

he was a coauthor of Mental Deficiency Due to Birth In-

juries (1932) and was editor of the Handbook of Casework

and Classification Methodsfor Offenders (1934).

Throughout his writings, Doll defined intelligence

after Alfred Binet, as the competencethat allowed in-

dividuals to learn to adjust and support themselves in

adult society, although Binet’s work in France wasini-

tially based on the testing of mentally retarded chil-

dren. Before the 1930s, however, Doll adhered to
Goddard’s early interpretation of Binet’s practical con-
cept of “mental (grade) level” as evidence of the re-
capitulationist evolutionary theory of “mental age.”
Doll, who first arrived at Vineland as Goddard was
publishing The Kallikak Family, absorbed his mentor’s

beliefs that intelligence was inherited and that heredity
was responsible for mental deficiency and the social
problems that arose from it. Yet Doll also considered
nonintellective factors in explaining mental deficiency,
since day-to-day familiarity with the “complex symp-
toms” of many different types of retarded individuals

led him to appreciate a plurality of intelligence “kinds”

or “types” (Doll, 1914). These appeared across “mental

age” levels. When Lewis TERMAN introduced to the

United States the intelligence quotient (IQ), or ratio

of “mental age” to chronological age to classify stu-
dents according to a viewof intelligence (as academic
educability) that was irrelevant to the diagnosis of
many of the retarded, Doll (1916) addressed the clin-
ical limitations of Terman’s approach. He warned
teachers that misuse of the original Binet-Simon Scale
had led “amateur psychologists” to ignore the “emo-
tional and volitional aspects of consciousness” (Doll,
1917, p. 6).

Doll’s ultimate conversion to a systematic appraisal
of noninherited and nonintellective factors did not oc-
cur until after 1928, the year in which “mental age”
theory clearly failed to explain the new findings of a
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Vineland Research Fellow. Ruth Melcher’s studies of

the birth injured (the cerebral-palsied), a “type” whose

mental deficiency origins were most evidently inde-

pendentof inheritance, inspired development of a re-

medial muscle-training program. Melcher’s innovative

use of motion pictures, which documented “everyday

reflect(ed) the abilities and disabilities

of these children, as well as their improvement under

treatment” (Doll, 1932-1933, p. 118), led to newcon-

siderations: of the individual as an integral combina-

acts, (and)...

tion of inherited, social, and experiential influences

and of the linkage between treatment and growth. The

films also encouraged creation of a “schedule of every-

dav acts ... as a kind of genetic scale by whichall of

the birth-injured children (were) scored” (p. 119).

Whatoriginated as a record of motor progress for in-

dividuals with cerebral palsy soon became a “scale of

social progress” for use with a wider range of individ-

uals. As Doll later wrote:

Wefinally concentrated on a different problem, namely,

the gains in total performance on the [birth-injured] in-

dividual from the point of view of social usefulness, or

the practical capitalization of rectified body mechanicsas

expressed through increased personal adequacy.

Obviously, such a study required anticipation of im-

provement through growth and development as well as

from treatment, and the possibility that these might be

interdependent. This led, naturally, to a consideration of

maturation versus amelioration. (1953, pp. 4-5)

By 1934, Doll and another research assistant, S. Ger-

aldine Longwell, adapted the “scale of social progress”

to “all grades and types of mental deficiency.” This

happenedafter it occurred to Doll and Longwell “that

the development of such a scale patterned after the

general principles of the Binet Scale, and dealing spe-

cifically with the measurement of social independence

as indicated by social maturity, social competence, and

social responsibility, would be an extremely valuable

instrument” (1934-1935, pp. 115-116).

The result was the Vineland Social Maturity Scale

(VSMS), which advanced a definition of intelligence

muchcloser to Binet’s. Echoing his earlier warnings of

1916-1917, Doll committed himself more fully to the

belief that “[t]he widespread interest in the measure-

mentofintelligence has overshadowed other phases of

human development, and the uncritical emphasis of

IQs has become almost a menace to soundscientific

work”(Doll, 1935-1936,p. 2).

The original VSMS of 1935 included a list of 117

items each depicting a different type or level of social

performance. The 117 items were formedinto an as-

cending hierarchy of normal behaviors, which most

persons would be capable of executing from birth

to age 30, in five major categories: General, Eating,

Dressing, Locomotion, and Occupation. Because the

administration of the 117-item VSMScould be carried

out by laypersons as well as psychologists, the scale

greatly facilitated supervision of family care. Soon Doll

(1936) revised the manual, adding some new perfor-

mance categories (Self-direction, Communication, and

Socialization), and introduced the “SQ” (social quo-

tient), an index (the ratio of “social age” to chronolog-

ical age) not unlike its IQ counterpart. Within a year,

20,000 copies of two VSMSeditions had been distrib-

uted (Doll, 1936-1937). Within a decade, the ULS.

“standard [for] clinical practice” for the diagnosis of

mental retardation entailed administration of both the

VSMSand a conventional intelligence test (Matarazzo,

1972, p. 140).
Doll’s 1941 definition of “mental retardation” fur-

ther demonstrated the transition in his thinking, as

environmental elements interacted with, but did not

eliminate, the inherited ones:

We observe that six criteria by statement or impli-

cation have been generally considered essential to an

adequate definition and concept [for the diagnosis of

mental retardation]. These are (1) social incompetence,

(2) due to mental subnormality, (3) which has been de-

velopmentally arrested, (4) which obtains at maturity, (5)

is of constitutional origin, and (6)is essentially incurable.

(Doll, 1941, p. 215)

Before the end of the 1940s, however, Doll withdrew

emphasis from the latter three points (Matarazzo,

1972).
As a researcher and applied psychologist through-

out his career, Doll saw inadequacies in the theoretical

mind-set of psychologists involved in the early profes-

sional mental testing movement. Specifically, he ex-

amined many individuals who earned identical scores

on Terman’s IQ test but whose concurrent levels of

social maturity and competence varied from very poor

to considerably better. This led to his decisive break
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with other psychologists around 1930, when helifted

the “social problems” filter from his Goddard-trained

vision and looked at individuals—to consider their in-

dividual cases, needs and potentials. In so doing, Doll

translated Binet’s scientific and practical view ofintel-

ligence more effectively than had his mentor, Goddard.

FURTHER READING

A helpful introduction to Doll’s achievementsis in

an article by his son, E. E. Doll (1962), “A historical

survey of research and managementof mental retar-

dation in the United States,” in E. P. Trapp and P.

Himelstein (Eds.), Readings on the Exceptional Child (pp.

21-68), New York: Appleton-Century-Crofts. The

best analysis of Doll’s contributions in relation to the

dominantstrains of intelligence research can be found

in Joseph Matarazzo (1972), Wechsler’s Measurement and

Appraisal of Adult Intelligence, Sth and enlarged edition,

New York: Oxford University Press. Although there

are no worksthat specifically address Doll’s transition

to a morepluralistic and environmentalist view, the

significant change in Goddard’s post-World WarI

thinking must be considered. For this, see Hamilton

Cravens (1987), “Applied science and public policy:

The Ohio bureau of juvenile research and the problem

of juvenile delinquency, 1913-1930,” in M. M. Sokal

(Ed.), Psychological Testing and American Society: 1890-

1930, New Brunswick, NJ: Rutgers University Press,

pp. 158-194. A bibliography of Doll’s mostinfluential

publicationsis in The Training School Bulletin (1950), 47,

71-92. More biographical details can be found there

and in the unsignedarticle in the C-yclopedia ofAmerican

Biography (1984) (Vol. 62, p. 162), Clifton, NJ: James

T. White.
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RICHARD T. VON MAYRHAUSER

DOWN SYNDROME_ Down syndrome (DS)

arises from an excess of genetic material located on

chromosome 21. An extra chromosome 21, or part of

it, producesa cascade of developmental abnormalities,

from mental retardation to heart defects to adistinc-

tive facial appearance. DSindividuals usually haveflat-

tened facial features, small ears, and depressed _nasal

bridges, often resulting in “epicanthal” folds -of skin

that partially cover the eye fissure (see Figure 1).

In 95 percent of cases, DS individuals have not only

the normal pair of number 21 chromosomesbutalso

an entire, free-floating third copy in their cells. In

othercases, all or part of chromosome 21 adheres to

another chromosome,often stuck to number 14, 22,

or even another 21. Both result in triplicate genetic

information, hence the synonym for DS, trisomy 21.

In 2 percent of cases, DS is a mosaic of two cell lines,

one with trisomy 21 and one with the normal pair of

chromosomes(Fryns, 1990).

Whatpart of chromosome21 is responsible for ab-

normalities in DS? Mental retardation can result from

trisomy of genetic material along the “long arm” of

the chromosome 21q (see Figure 2). The critical region

responsible for the classical DS facial and cardiac
anomalies has been narrowed down to a small area at
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Figure 1

Down syndrome male

the end of 21q (Korenberg et al., 1990). Using the

Paris Convention nomenclature (which consecutively

numbers the long and short arms of the 23 pairs of

chromosomesusing distinctive features) the critical DS

region spans a proportioniately small distance (part of

the region from 21q22.1 through 21q22.3).

DS is a commongenetic syndrome, occurring in |

in 770 births. About one-third of DS infants die in

their first year, half by school age. Early on, epide-

miologists noted that trisomy 21 occurred more often

as maternal age increased. DS appears in 1 in 2,500

births to mothers age 20 or younger; but this fre-

quencyincreases to | in 55 in mothers age 45 or older

(Fryns, 1990).

A wide range of full-scale IQ scores has been re-

ported for this syndrome. Accurate assessment of in-

tellectual function has been problematic, because

conventional IQ tests have not been standardized for

institutionalized mentally retarded populations. They

yield markedfloor effects, making them useless for se-

verely handicapped individuals (Dalton, 1992). Hear-

ing and speech impediments are commonin DS, and

if they are uncorrected they may handicap pertor-

mance on conventional IQ tests (Wisniewski et al.,

1988).
In general, DS individuals living in institutions are

most frequently moderately to severely mentally re-

tarded, but those raised at home are most frequently

mildly to moderately retarded (Wisniewski et al.,

1988). This observation and the success of infant

stimulation programs have led several investigators to

conclude that the DS population includes many indi-

viduals with unrealized abilities.

In comparison to normal children, DS individuals

do not seem to have smoothly integrated develop-

mental patterns (Hodapp & Zigler, 1988). Rather, the

rate of intellectual development slows over time, no-

ticeably after the first year. The reason for this is un-

known, but one widely cited hypothesis suggests that

retarded language development, which is common in

DS, negatively affects further intellectual development

(Kopp & McCall, 1982).

Linguistic skills are strongly impaired in this syn-

drome. Deficits in speech motor control are probably

responsible for some of these problems. Diminished

muscle tone (hypotonia) produces the tendency for DS

individuals to keep their mouths open and protrude

their tongues, impedingarticulation (Jones, 1988).

Psycholinguistic impairments are conspicuous early.

Delayed language productionis identifiable by the age

of 2. Though there are broad individual differences

among DSchildren, as a group they acquire vocabulary

at a much slower rate than would be expected. This

problem maylead to a further delay in the start of

sentence formation and larger language formations

(syntax). Syntactic skills advance even more slowly

than vocabulary growth (Miller, 1988).

IQ scores are generally low in DSindividuals, but

what specific patterns of deficit emerge in this syn-

drome? Below, separate loci of intelligence are re-

viewed based on the Sternberg and Spear (1985)

triarchic theory of mental retardation. These three

phases include (1) information processing and atten-

tion; (2) automatization; and (3) environmental adap-

 

358



DOWN SYNDROME
 

tation. Respectively, 1-3 assess the internal world of

the individual (componential loci), the external world
of the individual (experiential loci), and the bridge be-

tween these worlds (contextualloci).

There is convergent evidence from several lines of

reserch that DS children have significant difficulties in
auditory processing relative to visual processing (Pues-

chel, 1988). Short-term memoryis impaired in DSin-
dividuals, and auditory sequential (as opposed to
simultaneous) processing is particularly poor (Gibson,
1978; Pueschel, 1988). Although visual perceptual
skills are comparatively spared in DS,it appears that
visual scanning of the environmentin order to encode
information is worse in these children than in nonre-
tarded children matched for mental age (Hodapp &
Zigler, 1990).

There are numerous reports of attentional deficits
in DS subjects, often in tasks requiring attention to
complex stimuli (Baroff, 1986; Hodapp & Zigler, 1990;
Courchesne, 1988; Wagner, Ganiban, & Cicchetti,
1990). Particularly intriguing are numerous reports

that DS subjects are more visually attentive to simple

stimuli than are normal controls. This appears to be

true even in infancy—DSbabies sometimes appear to

be riveted to the stimuli. Electrophysiological studies

suggest that old information attracts the same amount

of attention as novel, salient information in DS chil-

dren (Courchesne, 1988). This unusualattentionalpat-

tern may well be related to abnormal patterns of

habituation (see below).

Most information processing andattention research

has been performed on higher-functioning DS partic-

ipants; stimulus control can be attained more readily

with these subjects, and more complex behavioral

models can be used. For the same reasons, most stud-

ies have been limited to adolescent and adult DS sub-

jects (Wagneret al., 1990). Rigorous stimulus-control

methods in combination with new neurobehavioral

models may help to delineate DS deficits in lower-IQ

and younger subjects (Mcllvane, 1992).

Above, we noted that DS individuals sometimes

treat old stimuli with the same interest given novel

ones. Do theyalso treat the same stimulusasif it were

captivating after numerouspresentations? Habituation,

a type of behavioral automatization after repeated ex-

posure to a stimulus, is heuristic in assessing intelli-
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gence: “It would be hyperbole to say that boredom is

the sine qua non ofintelligence and cognition because

to be bored means that one recognizes the present as

an instance of the past” (Wagneretal., 1990, p. 152).

Several electrophysiological studies do suggest that

short-term habituation to simple stimuli is attenuated

in DS (Courchesne, 1988), but the interpretation of

these studies is controversial (Wagner, 1990).

DS children are relatively strong in social adapta-

tion skills, compared with mental-age-matched con-

trols (Hodapp & Zigler, 1990). Several studies have

confirmed the impression of good institutional and

community adjustment (Baroff, 1986).

Whatis the physiological basis of intellectual im-

pairment in this syndrome? There is widespread mal-

formation of the DS brain, involving the cerebral

hemispheres, cerebellum, dentate gyrus, and other re-

gions. At the cellular level, there is prenatal retardation

of the developmentof nerves and synapses; from birth,

DS brains show fewer neurons and lower neuronal

densities. Causal links between regional brain pathol-

ogy and specific behavioral abnormalities are still spec-

ulative (Courchesne, 1988).

The brain abnormalities described above result from

early maldevelopment. By the time the DS individual

reaches middle age, an additional form of neuropathol-

ogy arises—one that is almost indistinguishable from

pathology found in the brains of Alzheimer’s disease

patients. Most, perhapsall, DS individuals over age 35

years have Alzheimer’s-like neuropathology. Despite

the prevalence of this neuropathology, only approxi-

mately 40 percent of these individuals show frank clin-

ical signs of dementia (Schapiroet al., 1992). Perhaps

a more rigorous behavioral assessment will reveal a

higher rate of dementia in DS (Dalton, 1992).
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DRAW-A-FIGURETEST_ Sincethelate 1800s,

professionals interested in assessing intelligence have

been intrigued by the correspondence between chil-

dren’s development and the increasing complexity of

their drawings. The possibility that children’s cognitive

abilities could be estimated from their drawings led to

the use of humanfigure drawings (HFDs)as standardized

intelligence tests. Later, HFDs werealso widely accepted

as a projective method of emotional and personality

assessment (Lubin, Larsen, & Matarazzo, 1984).

Many qualities of HFD tests, such as their non-

threatening and enjoyable characteristics and their

simple scoring procedures, have resulted in their pop-

ularity for the assessment of intellectual development,

primarily for 3- to 10-year-olds. HFD tests are widely

recommendedfor use as brief cognitive or developmental

screening measures to identify the need for more com-

prehensive assessment. Professionals routinely incor-

porate HFD tests into multidimensional assessment

batteries for children experiencing developmental or

academic problems. Because HFD tests require no

reading or verbal responses, they are often used as

measuresofnonverbalintelligence for children with hear-

ing impairments or language disabilities. HFD_ tests

may beinfluenced less by culture, language, and aca-

demic experience thanare traditional intellectual mea-

sures, and they are often recommendedfor assessment

of children with diverse backgrounds. HFD tests are

occasionally used to assess the abilities of adolescents

and adults with mental retardation or neurological im-

pairments.

VERSIONS

The appealing and enduring qualities of HFD tests

have resulted in the development of a number of

different versions over the past seventy years. Good-

enough (1926) developed the first standardized ap-

proachto analyzing children’s HFDsand reported that

intellectual developmentwasa chief factor in the qual-

ity of children’s drawings. Her test, known as the

Draw-A-ManTest, was a psychometric feat for its day

(Kamphaus & Pleiss, 1991). Harris (1963) expanded

and revised Goodenough’s test. His Goodenough-

Harris Draw-A-Person Test added several features to

the older system, including more extensive and objec-

tive scoring, drawings of a woman andself, national

norms, and replacement of Goodenough’s mental age

IQ with a deviation IQ and standard scores. Koppitz’s

(1968) HFD developmental scoring system incor-

porated many of the scoring criteria from the Good-

enough-Harris version. She also offered emotional

indicators for projective interpretation.

The success of HFD tests led to their inclusion in

a number of developmental screening batteries and in-

telligence tests for young children. For example, the

Gesell School Readiness Test, the Denver Develop-

mental Screening Test, and the McCarthy Scales of

Children’s Ability all require children to draw human

figures. Two new HFDtests were recently developed

in the tradition of the Goodenough-Harris Draw-A-

Person Test: the Human Figures Drawing Test (Gon-

zales, 1986), and the Draw-A-Person: A Quantitative

Scoring System (Naglieri, 1988).

ADMINISTRATION AND SCORING

Administration and scoring for HFDtestsarerela-

tively simple. Forall versions, general procedures for

estimating intelligence are similar. Children are usually

asked to draw a man, woman,child, or self-portrait.

There are no time limits. After drawings are com-

pleted, examinersare allowed to ask questions in order

to clarify ambiguities. Drawings are then scored ac-
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cording to detailed quantitative systems that assign

points for inclusion of specific features (e.g., body

parts, facial features, clothing, etc.). In most versions,

total points are compared to points earned by a nor-

mative sample of other children the same age and are

transformed to standard scores with a mean of 100

and a standard deviation of 15.

RELIABILITY AND VALIDITY

Much concern and debate surround the psycho-

metric qualities of the HFD tests when they are

scored for intelligence. RELIABILITY estimates for most

versions are reported to be in the adequate range,

considering the brevity of the tests. Test—retest and

internal-consistency coefficients are generally in the

.60s to .80s. Interraterreliability coefficients are some-

what higher, with most studies reporting correlations

of .80s to .90s between different scores.

The vaLibiTy of HFD tests has been investigated in

numerous studies. Many studies have reported high

intercorrelations between different versions of HFD

tests. However,results of validity studies have not sup-

ported the use of HFDs as measuresofintelligence or

development or as predictors of academic _perfor-

mance. Correlations between HFDtests and compre-

hensive intelligence tests such as the Wechsler and

Stanford-Binet scales are generally in the low-to-mod-

erate range. Correlations between HFD tests and de-

velopmental measures, such as the Matching Familiar

Figures Test and the Peabody Picture Vocabulary Test,

are also in the low-to-moderate range. Correlations

between HFDtests and academic performance tend to

be low. Research has not found that HFDtests effec-

tively identify children who experience academic

problems or who have developmental disabilities. Fur-

thermore, there is no evidence to support the treat-

mentvalidity of HFD tests; HFD tests do not appear

to facilitate effective decisions about children with

learning problemsordisabilities, nor do they offer in-

formation for planning effective interventions.

CONCLUSIONS

The efficiency of HFDtests has resulted in their

popularity for many years; thus, HFDtests will prob-

ably continue to be a part of many assessmentbatteries

in the future (Cosden, 1992). Unfortunately, studies

suggest that most of the recommended uses of HFD

tests are not valid. The lack of a strong relationship

between HFDtests and importantintellectual and ac-

ademic criteria indicate that HFD tests may not be

valid for use as screening measures, brief measures of

intelligence or development, or predictors of school

performance. In spite of the appeal of HFD tests, they

may havelittle utility in measuring children’s intelli-

gence.
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DRUGS AND INTELLIGENCE

gists define intelligence in many ways. The primary

Psycholo-

characteristics of intelligence are the abilities to learn

from experience, to respond quickly and successfully

to newsituations or novel stimuli, and to solve prob-
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lems. Intelligence may also be defined as the highest

level of neural integration in the brain as expressed by

the action of knowing, perceiving and conceiving, and

as opposed to emotion and volition. Each of these

characteristics of intelligence can be influenced by

drugs that alter specific aspects of brain function. The

interrelationship between drugs and brain function,as

expressed by behavior, delineates a subject of current

experimental and clinical interest. Scientists refer to

these drugs as “psychotropic,” thatis, acting upon the

brain to affect psychological function. Psychotropic

drugs can either impair or enhance the ability of an

individual to demonstrate one or manyof the charac-

teristics of intelligence.

Scientists interested in the neural mechanisms un-

derlying intelligence usually conduct experiments

upon laboratory animals, typically rats and monkeys.

Laboratory animals demonstrate many of the same

characteristics of intelligence as humans and can pro-

vide useful information on the mechanisms of action

and effects of specific drugs. The results of these stud-

ies are summarized below.

One important development has been the solution

to the mystery of the anatomy of the brain and the

recognition of the role of its individual components

and neural systems, particularly the neurotransmitter

pathways, in intelligence. Neural pathways form the

communication lines between different brain regions.

At their points of communication with each other

nearly all of the important drug—brain interactions oc-

cur; these points of communication are called the neu-

ronal’ synapses. Within these synapses are specific

proteins that act as recognition sites, or receptors, for

the different drugs. The brain has many such pathways

that communicate by releasing specific chemicals,

called neurotransmitters. These neurotransmitters are

made by the brain from nutrients in the diet. Indeed,

the balance of these dietary nutrients or their imbal-

ance can influence brain function andintelligence dra-

matically by their ability to alter the concentration of

the neurotransmitter molecules. For example, in-

creased intake of the amino acid tryptophan (once

available in health food stores) is associated with a

slight increase in the production of neurotransmitter

serotonin within the brain. Increased production ofse-

rotonin can transform the brain from state ofalert-

ness to one of drowsiness or sleep. Serotonin is also

important for controlling mood. Some recreational

drugs, such as amphetamine, can relieve temporarily

some symptoms of depression because they enhance

the release of serotonin, as well as many other neu-

rotransmitters. The psychedelic drugs LSD, mescaline,

and psilocybin induce hallucinations by way of their

actions on neuronsthat produceserotonin.

HALLUCINOGENS

Little reliable information is available about the ef-

fects of the hallucinogens, such as PCP (phencyclidine

piperidine, or angel dust), bufotenin, DMT (n,n-di-

methyltryptamine), ecstasy (3,4-methylenedioxyme-

thamphetamine), LSD (lysergic acid diethylamide),

mescaline (from peyote—the cactus Lophophora_wil-

liamsii) or psilocybin (from the mushroom Psilocybe mex-

icana), upon intelligence (Judd et al., 1987). In most

cases, the actions of these drugs upon the brain are so

profound that normalintellectual processesare signif-

icantly impaired until the drugs leave the brain and/or

the body. Indeed, some drugs, such as LSD, continue

to producehallucinations long after they are no longer

detectable within the brain. For these reasons, the

determination of the effects of hallucinogens upon

intelligence is very difficult. The consequencesof long-

term use of most hallucinogens has never been com-

pletely determined. Scientists believe that prolonged

and daily PCP use can product short-term memory

deficits; in addition some individuals have reported

significant difficulties with speech up to one year after

cessation of regular use. The pathologicaleffects of the

recreational drug ecstasy upon thebrain arefairly well

understood; its long-term effects upon specific cogni-

tive functions that underlie intelligence are not. In

both rodents and nonhuman primates, a single high

dose or a few low doses (approximating those taken

by humans) ofecstasy irreversibly destroys the popu-

lation of neurons that produce serotonin. Numerous

attempts have been madein the laboratory to under-

stand the effects of ecstasy upon someaspect ofintel-

ligence. However, rodents and nonhuman primates

given ecstasy or humans whohave used ecstasy, do not

demonstrate a significant change in learning and mem-

ory abilities, mood, or sleeping habits, that is, those

brain functions that may require serotonin neurons.

The consequences of ecstasy use may be appreciated
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only as these subjects become older and their brains’

abilities to compensate for past injuries diminishes.

Long-term, daily marijuana use impairs short-term

memory or recent memory, particularly those events

that occur during or immediately after its use. Re-

searchers have determined that the ability of individ-

uals to retrieve information that is already in long-

term memory, for example, memory of the rules of

language or arithmetic, is not altered by marijuana

intoxication. Nonetheless, marijuana intoxication im-

pairs the consolidation process, that is, the transfor-

mation of short-term memories to long-term storage.

Some users often compare the effects of marijuana to

those of alcohol. However, the effects of marijuana

upon brain function are quite different from those of

alcohol intoxication. In contrast to marijuana, which

does not depress central nervous system functioning,

alcohol does have this effect and therefore prevents

normal information processing of any kind from oc-

curring. Alcohol makes walking a straightline difficult;

marijuana does not. Both alcohol and marijuana intox-

ication can prevent the user from engaging in a com-

plicated mental or verbal task. The impairment in

short-term memory produced by marijuana may also

underlie changes in time-sense that has been reported

by recreational users. The user feels that time is ac-

celerated. According to some reports, marijuana also

increases sensory awareness or sensitivity to common

sensory stimuli. However, recent scientific investiga-

tions have not been able to confirm this claim. The

marijuana user’s response to sensory input maybeal-

tered, but the ability of the brain to receive and ana-

lyze sensory information through normal physiological

mechanisms does not appearto bealtered.

STIMULANTS

Drugs that stimulate the brain tend to enhance per-

formancein tasks that test attention, an important as-

pect of intelligence. The best studied stimulants are

caffeine, amphetamine, cocaine, and nicotine.

Caffeine has many beneficial effects. Primarily it en-

hances mental clarity and allays fatigue. Caffeine is

most effective in improving performance that has de-

teriorated because of excessive stress or fatigue. It has

a muchless dramatic benefit on well-rested individu-

als. Interestingly, caffeine has a more pronounced ben-

efit upon the performance abilities of highly impulsive

people as compared to less impulsive people. It also

increases vigilance and prevents the decline in atten-

tional ability that is frequently seen after meals;

in particular, it can significantly improve information

processing after lunch. Caffeine also enhancestheabil-

ity of subjects to respond to two different stimuli. The

performance of women engagedin intelligence tasks

are enhanced most by low dosesofcaffeine in the first

five days of their menstrual cycle suggesting a potential

interaction with the body’s hormones. In all cases

studied, caffeine does not actually improve intellectual

abilities; rather it enhances an individual’s ability to

focus attention and thereby improves performance of

difficult tasks.

The beneficial effects of caffeine vary according to

the age of the subject studied. Within a few hours

after taking a relatively high dose (about 2—3 cups of

coffee) of caffeine, elderly subjects made fewer errors

on an attention task and had a faster response rate in

a reaction-time task.When given the same dose, young

adults felt more alert, calmer, and more interested in

performing a complicated or difficult task. A low dose

(a few sips of coffee) of caffeine caused children to

speak faster, have a faster reaction speed, and make

fewer mistakes on attention tasks. In general, however,

elderly subjects tend to show a stronger response to

caffeine than do younger subjects.

Amphetamine enhances performance in many dif-

ferent behavioral tasks that require learning and mem-

ory or increased vigilance (Judd et al., 1987). The

brain’s utilization of its primary energy source, glucose,

is greatly increased by amphetamine. In addition, the

electrical activity measured at the scalp, the EEG,is

enhanced. This enhancementcorrelates with improved

performancein variety of tasks that measure learning

and memory. Amphetaminehas similar cognitive ef-

fects in both normal children and those with ATTEN-

TION-DEFICIT HYPERACTIVITY DISORDER. Both

improvements in tests of recall of previously learned

show

information, arithmetic abilities, and vigilance. The

ability of amphetamine to enhance cognitive function

mayin fact be related to its actions outside the central

nervous system. Research on animals has shown that

peripheral administration of amphetamine (taking a

pill or receiving an injection) enhances memory; in

contrast, injection of amphetamine directly into the
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brain does not. The effects of amphetamine on intel-

ligence may derive from its ability to increase blood

glucose levels quickly. These peripheral actions of am-

phetamine are completely unrelated to its actions

within the brain that lead to excitation and euphoria.

Cocaine is also a powerful brain stimulant that en-

hances performance oflaboratory rats in selected be-

havioral tasks requiring learning and memory or

vigilance. Few well-controlled studies have been con-

ducted on humans. In one study, cocaine disrupted

learning; in another, it increased the reaction time of

subjects who were sleep-deprived but not of those

who were well rested. The similarities between the

actions of cocaine and amphetamine in the brain may

underlie their similar effects on intelligence. A warning

is in order. In these experimental studies very low

doses of amphetamine and cocaine were given only

once or twice to naive rats—rats that had never ex-

perienced either drug. (These doses were well below

the recreational doses typically taken by humans.) Re-

peated exposure to high doses of either drug actually

impaired performance on these same behavior tasks.

This situation may result from compensatory changes

that the brain makes in response to the continued

presence of the drug. These compensatory changesare

not well understood but may develop according to the

same rules that govern learning in the brain, such as

specific changes in the ways that individual neurons

communicate with each other.

Nicotine is also a powerful central nervous system

stimulant. Numerous studies on humans have sug-

gested that nicotine may enhance short-term memory.

Other research has refined these early interpretations.

These investigations suggest that nicotine influences

overall intelligence by increasing a subject’s speed of

response in selected tasks, enhancing their ability to

focus quickly upon relevant visual information and by

improving overall attention and information process-

ing rather than by enhancing any particular memory

process within the brain (Sherwood, Kerr, & Hind-

march, 1990).

DEPRESSANTS

In contrast to these stimulants, drugs that depress

the function of the brain, such as opiates (heroin and

morphine), alcohol, barbiturates and anxiolytics (drugs

365

that reduce anxiety, such as Valium, Librium, and re-

lated drugs) tend to impair performance on intelli-

gencetasks.

The scientific literature on the opiates is very con-

fusing. In laboratory studies, opiates tend to interfere

with learning and memory, and drugs that block the

actions of opiates in the brain actually may improve

learning and memoryabilities and/or enhance atten-

tion. In somestudies, higher cognitive functions were

notaffected by low doses of opiates but were impaired

at high doses. The timing of the administration of the

opiate is also important—whether the opiate was

taken before or after the subject attempted to perform

an attention task or learn new information. Studies

have also shown that opiate antagonists (drugs that

prevent opiates from working within the brain) can

produce mental slowing, although intellectual abilities

do not diminish and may even increase in somecir-

cumstances.

Alcohol and the barbiturates depress the activity of

neurons within the brain. They produce such pro-

found changesin brain function that the determination

of intellectual abilities is very difficult. Both types of

drugs tend to release behavior that had been sup-

pressed previously by punishment. Assuming that

these drugs are not used repeatedly, intellectual ability

after their use usually does not decline. Nonetheless,

disorders of memory andcritical thought processes

have beenassociated with chronic use.

The effects of drugs like Valium and Librium upon

specific aspects of cognitive function are easier to in-

vestigate than the actions of most other central ner-

vous system depressants. Valium, Librium, and their

related drugs, have a similar major side effect: drows-

iness. Their primary effects upon intellectual ability

probably relate to this drowsiness. Studies have found

a diminution of specific attentional abilities, such as

tracking eye-movements(theability of an individual to

follow the movements of an object in the environment

with the eyes). For example, tracking eye-movements

are important for driving a car. Alcohol also causes a

tracking impairment. A typical dose of Valium (2-10

mg) produces significant impairments in driving abil-

ity—lane-tracking, lane-changing, and stopping—for

up to 3.5 hoursafter taking the drug. Valium, Librium,

and similar anxiolytic drugs may also act in a specific

brain region such as the hippocampus, which is im-
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portant for learning and memory, and may produce

temporary amnesia. However, studies suggest that this

amnesia mayberelated moreclosely to the drowsiness

produced by these drugs than to their action in the

hippocampus.

DRUGS THAT

IMPROVE INTELLIGENCE

Normalindividuals do not always perform perfectly

or even maximally. Some drugs, called cognitive enhan-

cers, may actually be able to improve normal brain

function and imperfect performance. Many drugs have

been tested for their ability to enhance the cognitive

processes that underlie intelligence in laboratory ani-

mals and humans. Enhancement of the function of

neurons that produceacetylcholine has received most

emphasis because ofits demonstrated role in the

neural processes that underlie learning and memory.

Drugs that impair the function of these neurons, such

as extracts of plants from the genus Datura or Atropa,

also impair performance of humans and animals in

tasks that require learning and memory, two impor-

tant componentsofintelligence. In contrast, drugs that

enhance the function of acetylcholine-containing neu-

rons, such as over-the-counter preparations of choline

and lecithin (commonly found in health food stores)

tend to improve the performanceoflaboratory animals

in these tasks. Many of the drugs that enhance the

function of acetylcholine-containing neurons have

been tested on patients with Alzheimer’s disease,a dis-

order characterized by a significant loss of acetylcho-

line neurons, but with very limited success (Iversen,

1985).
Anotherclass ofintelligence-enhancing drugs, noo-

tropics, such as piracetam, anaracetam, or oxiracetam,

are often one of the many ingredients combined into

beverages that are sold as “Think Drinks” in “smart

bars.” These drinks usually contain a few amino acids,

choline, caffeine, and a pharmaceutical agent such as

piracetam, deprenyl (which inhibits the breakdown of

the brain’s neurotransmitters), Dilantin (used to treat

epilepsy), or Hydergine (once usedtotreat high blood

pressure). Some drinks mayalso contain antioxidants,

such as vitamin E or Idebenone, a Japanese pharma-

ceutical product. Without exception, the only people

who benefit from the consumption of these drinks are

the people who sell them. The mixtures themselves

are usually harmless. Excess consumption of some of

the ingredients, however, combined with the use of

certain nonprescription or prescription drugs, can

have serious consequences. Verylittle is known about

both the mechanismsof actions of many of these drugs

and their interactions with the thousands of other

drugs that people take daily.

DRUGS THAT INFLUENCE CREATIVITY

The information obtained for many of these drugs

derives from examination of their effects on lower

mammals. The determination of their effects on hu-

mans requires a generalization from the study of the

lower mammals to our species. This extrapolation

complicates the interpretation of the experimental

findings in many areas of research on cognition and

intelligence. Studies of the effects of drugs on creativ-

ity, an important expressionofintelligence, do not suf-

fer from problems of generalization to our species;

mostof the artistic products that have aesthetic value

or interest to humans are works of humans. Thereal

limitation on the study of the effects of recreational

drugs on creativity, as an expression of intelligence,has

beenthe legal restrictions. A serious lack of criteria for

evaluating creative efforts also plagues this field of re-

search. The relative merits of particular drugs to en-

hance creativity are usually in direct proportion to the

personal interest of the viewer in the continued use of

the drug.

Some drugs may enhancecreativity, not by their

ability to enhance some unknown mental process but

by their ability to release the user from the constraints

of another problem,either mental or physical. A sam-

ple situation is the relief from physical or mental pain,

anguish, anxiety, depression, or severe personal prob-

lems. An excellent example of a recreational drug used

in this way might be alcohol, which may havereleased

the creative genius of many artists, such as Thomas

Wolfe, Dylan Thomas, and F. Scott Fitzgerald, from

physical and emotional pain and anxiety. The popular

prescription drugs valium andlibrium, and their vari-

ous analogues, have provided immeasurable relief from

anxiety for many otherartists.

The more familiar recreational stimulants, such as

caffeine and chocolate, as well as the more potent am-
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phetamine, have probably sustained many persons dur-

ing periods of fatigue to complete a specific creative

task. These agents are most effective for single in-

stances of enhanced effort and can have unpleasant

consequences when used repeatedly. For example, ex-

cessive caffeine can lead to nervous irritability and

headaches during withdrawal. Chocolate is also ad-

dicting and can, like caffeine, exacerbate theirritation

associated with fibrocystic disease of the breast, in ad-

dition to increasing cholesterol levels in the blood.

Animalresearch has clearly shown that extended am-

phetamine use leads to a repetitive behavioral pattern

similar to that seen in psychotic patients. This behavior

would certainly be incompatible with the creative

State.

The psychotropic drugs that have been used most

often to enhance creativity are LSD, psilocybin, the

amphetamine-like agent DMT, morning glory seeds

(containing the LSD-like drug lysergic acid monoethy-

lamide), the Amanita muscaria mushroom, and peyote

(Leavitt, 1982). These recreational drugs generate an

altered state of consciousness that the users claim may

lead to enhanced creative abilities.

Manyside effects of the drugs may actually hinder

the creative experience. For example, the anxiety and

physical agitation produced by many stimulants, such

as amphetamine or many psychedelics, among them

mescaline and LSD,either may prevent the user from

recalling the creative experience or simply may not

allow the user to benefit from the drug-induced ex-

perience. Sometimes the users simply becometooself-

absorbed in the drug-induced experience to appreciate

the aesthetic qualities of the “trip.”

Most of the results from studies on the ability of

recreational drugs to improve creativity have been

negative. Nonetheless,it is difficult to make conclusive

statements about negative outcomesofstudies that in-

vestigate creativity. Scientists do not know whether

the tests are sensitive to the effects of the drugs or

specific for creativity and not for some other measure

of intelligence. The scientific literature has provided

little insight into how drugs such as mescaline, mari-

juana, and LSD have helped various artists, dancers,

and architects to produce creative and innovative

products. For example, some experimenters or sub-

jects have profound biases about the presumed out-
come of the investigations. The few accounts of

famousartists who have benefited from these drugs

probably became more noteworthy than the many

other drug-related experiences that did not generate

importantartistic products. Recreational drug use may

not enhancecreativity, but,it may not be incompatible

with the creative process either. The experiences of

authors who have claimed benefit from recreational

drug use, such as Alan Watts (As a Man Thinketh),Ken

Kesey (One Flew over the Cuckoo’s Nest), and William

Burroughs (Naked Lunch), may demonstrate only that

individuals who choose to live an unconventionallife

may also choose unconventional experiences like the

altered mental state produced by these drugs (Masters

& Houston, 1968).

CONCLUSIONS

Any drug that influences brain function must have

an effect on some aspect of intelligence. The nature of

this effect depends on the particular neurotransmitter

system that is effected within the brain. Short-term

use of drugs at low doses tends to produce much

smaller effects than long-term use at higher doses. The

effects of some drugs are so profoundthat any attempt

to measure intelligence is impossible. Clearly then,al-

though some drugs may temporarily improve perfor-

mance, most drugs tend to impair, rather than

enhance, overall intelligence when they act on the

brain.

Whether drugs can truly enhance attention, learn-

ing and memory,creativity, or any other aspect of in-

telligence is currently unknown. There are two

potential problems associated with trying to enhance

intelligence by altering normal brain function. First,

the brain may already be functioning at its maximal

level of performance. It simply may not be possible to

improve upon millions of years of evolution by the

administration of a single chemical to such a compli-

cated nervous system. Second, the individual neural

systems that comprise the brain function in a subtle

balance. This balance is maintained by millions of very

brief interactions occurring throughout millions of

neural networks. The gross manipulation of any one of

these neural systems bya recreational drug usually im-

balances the system, enhancing a single measure ofin-

telligence but impairing severely other cognitive

functions that contribute to one’s overall intelligence.
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DYNAMIC ASSESSMENT OF MENTAL

ABILITIES Since the late 1970s the dynamic as-

sessment of mental abilities has drawn the attention of

many psychologists and educators who have become

dissatisfied with intelligence quotient (IQ) tests. Dis-

satisfaction with IQ tests arises primarily because such

measuresfail to provide useful information aboutchil-

dren’s learning potential or about cognitive and meta-

cognitive processes. In addition, the classification of

children into ability groups based on IQ assessmentis

of questionable utility, since little guidanceis provided

for the practitioner responsible for the development

and implementation of instructional programs. By pro-

viding insights into how individuals learn and the ex-

tent to which cognitive processes can be modified by

interventions, dynamic assessment represents an im-

portant alternative to traditional methods of assess-

ment.

Dynamic assessment, often called interactive assess-

ment, is not a singular measurement technique of

mental abilities or a theoretical approach but rather

encompasses a range of methods of assessment that

share a numberof characteristics. Some commonchar-

acteristics are the following:

1. The performance of the individual being tested can

be modified through the intervention of the tester.

2. Cognitive competenceis distinguished from cogni-

tive performance.

3. Enhancing test performance through experimenter

intervention and/or modifications in testing proce-

dures yields better estimates of cognitive compe-

tence than do traditional testing methods.

4. The processes of thinking and problem solving are

consideredto beatleast as importantas their prod-

ucts.

5. Assessment of abilities that are in the process of

developing facilitates accurate predictions aboutfu-

ture development.

VYGOTSKY’S INFLUENCE ON

DYNAMIC ASSESSMENT

Perhaps the mostsignificant individual contribution

to the dynamic assessment movement comes from the

writings of the early-twentieth-century psychologist

Lev Semenovich vyGotsky. Although appreciative of

the experimental approach and the necessity of using

standardized methods of assessment, Vygotsky criti-

cized traditional testing procedures, arguing thatit is

more important to investigate the processes of knowl-

edge acquisition than the products of previouslearning.

For Vygotsky, the interesting questions about cognitive

assessmentrelate to determining one’s learning poten-

tial and how one acquires knowledge. These con-

siderations are based on a notion fundamental to

Vygotsky’s psychological theory: the zone of proximal

development.

Ac-

cording to Vygotsky, the zone of actual development

is what children can do on their own,that is, without

The Zone of Proximal Development.

the aid of another person. The zone of proximal de-

velopment is the discrepancy between what children
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can do unaided and what they can do with assistance.

Accurate assessment requires that attention be paid to

what children can accomplish through interaction

with more competentpeers and/or adults. If two chil-

dren score the same on an IQtest, it does not mean

that their zones of proximal development are the

same. With assistance, Vygotsky maintains, one child

may attain a level of performance far surpassing that

of the other child. It is the level of performanceafter

intervention that the educator must consider. Vygot-

sky wrote:

Suppose I investigate two children upon entrance into

school, both of whom are ten years old chronologically

and eight years old in terms of mental development. Can

I say that they are the same age mentally? Of course.

Whatdoes this mean? It means that they can indepen-

dently deal with tasks up to the degree of difficulty that

has been standardized for the eight-year-old level. If I

stop at this point, people would imagine that the sub-

sequent course of development and of school learning

for these children will be the same, because it depends

on their intellect. ... Now imagine that I do not termi-

nate my study at this point, but only begin it.... Sup-

pose I show .. . [these children] various ways of dealing

with the problem ... that the children solve the prob-

lem with myassistance. Under these circumstances it

turns out that thefirst child can deal with problems up

to a twelve-year-old’s level, the second upto a nine-year-

old’s. Now are these children mentally the same?

Whenit was first shown that the capability of chil-

dren with equal levels of mental development to learn

under a teacher’s guidance varied to a high degree, it

became apparent that those children were not mentally

the same age and that the subsequent course of their

learning would obviously be different. This difference

between the twelve and eight, or between nine and

eight, is what wecall the zone of proximal development.

It is the distance between the actual developmentallevel

as determined by independent problem solving and the

level of potential development as determined through

problem solving under adult guidanceorin collaboration

with more capablepeers. (Vygotsky, 1935/1978, pp. 85—

86)

Vygotsky’s notion of the zone of proximal devel-

opmentis consistent with learning theories that as-

sumethat test reliability is increased by allowing the

subject to practice and overlearn the task material.

The reason for this is simply that for a measure to be

reliable it must yield consistent results, and consis-

tency is enhanced by employing methods of assess-

ment that maximize performance.

MODELS OF DYNAMIC ASSESSMENT

Several models of dynamic assessment have been

developed. Although there is some variation in the ex-

tent to which these models adhere to Vygotsky’s the-

ory, all are consistent with the main tenets of his

thought.

Budoff’s

Concernedthat traditional IQ assessment leads to in-

Learning Potential Assessment.

appropriate special education placement for somechil-

dren, Milton Budoff and his colleagues developed an

alternative strategy for assessing cognitive functioning,

which they termed “learning potential assessment”

(see Budoff, 1987). Learning potential assessment is a

training-based paradigm in which the child is first

tested in the traditional manner and then given train-

ing to improve competence with the materials. The

child is then retested.

Training involves familiarizing the subject with the

tasks and their demands and appropriate solution

strategies, with a view to increasing the child’s confi-

dence. The instruments Budoff and his colleagues use

include traditional measures such as the Raven Pro-

gressive Matrices and Kohs Blocks, although during

the training phase the method of administering these

measuresis very different from standard modesofpre-

sentation.

The test-train-retest format allows Budoffto distin-

guish between gainers and nongainers. Gainers are chil-

dren whose posttest score exceeds their pretest score.

The improved posttest performance is seen to repre-

sent the child’s optimal level of performance and

provides the teacher or curriculum planner with in-

formation about the child’s learning potential. Non-

gainers are children for whom theinitial score seems

to be a valid representation of their abilities.

Campione and Brown’s Guided Learning and

Transfer Model.

have developed methods of identifying learning-dis-

Joe Campione and Ann Brown
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abled students and, on the basis of this assessment,

providing instructional programs designed to amelio-

rate their learning problems (see Campione & Brown,

1987; Palinscar, Brown, & Campione, 1990).

The Campione-Brown approach utilizes a graded

series of problem-specific hints that instruct the child

in howto solve a task by focusing on the rules or

principles involved in problem solution. The type and

number of hints required serve as estimates of the

child’s learning potential in the domain assessed. At

this level of analysis, the important measureis not the

gain the individual makes as a result of the dynamic

assessment, but how muchaidis required for the child

to reach a particular level of performance. Following

the training (provision of hints), a posttest is admin-

istered with the pre- and postmeasure difference taken

as an index ofinstructional gain.

An important element of Campione and Brown’s

approach is their provision for “transfer,” that is, the

ability of the learner to use the knowledge gained in

the instructional setting to solve similar (near transfer)

or different (far transfer) problems. The ability to

transfer newly acquired skills to novel situationsis im-

portantsince it is a good predictor of howresponsive

the child will be to instruction (Farrara, Brown, &

Campione, 1986).

Carlson and WiedI’s Testing-the-Limits Ap-

proach. Convinced that traditional methods ofin-

telligence assessment systematically underestimate the

mental capabilities of many children, Jerry Carlson and

Karl Heinz Wied! developed methods of assessment

that involve modifications within the testing procedure.

They assume that performance levels at or near the

limits of the individuals’ potentials provide the best

indicators of their cognitive competence. In addition,

they believe that such measures enhance the accuracy

of measurement and improve the test’s construct va-

lidity.

Carlson and Wied] isolated a number of personal

and/or noncognitive factors that negatively affect per-

formance on complex cognitive tasks. These include

anxiety, lack of motivation, impulsive responding, poor

ability to plan, and lack of awareness of strategies use-

ful in problem solution. The methods of assessment

that were shownto ameliorate the negative effects of

the performance-reducing factors involved active ver-

balization on the part of the individual taking thetest

and elaborated feedback provided by the examiner.

The measures used include those with the highest g

loadings, such as the RAVEN PROGRESSIVE MATRICES and

the Cattell Culture-Fair Test.

In contrast to the traditional test-train-retest par-

adigm, the Carlson-Wied]! approach avoidsstatistical

problemsrelated to the measurement of change, and,

in addition, is easy for the practitioner to use. In a

series of investigations, Carlson and Wied| have shown

that their methods are effective with mildly retarded

children (the lower threshold mental age appears to be

about 6), deaf children, and culturally disadvantaged

and ethnic minority children. In addition, their ap-

proach has important implications for teaching meth-

odology where assessment and instruction can be

theoretically and practically linked. (For a review, see

Carlson & Wiedl, 1979, 1980, 1991, 1992.)

Guthke’s Learning Test Approach. To im-

prove the early diagnosis of children with potential

learning difficulties, Jurgen Guthke has developed a

numberof learning tests (Guthke, 1977, 1992; Guthke

& Wingenfeld, 1991), an example of which is the

“Reasoning Learning Test” (Guthke, Jager, & Schmidt,

1983). After initial administration, the children are

provided with training that involves manuals designed

to teach problem-solving strategies. The posttest,

composedofitems parallel to those on the pretest, is

then administered, and the degree to which the chil-

dren profit from the training is assessed.

Guthke has demonstrated that intelligence, espe-

cially fluid intelligence, is highly trainable. More im-

portant, the posttest scores are not predicted by

pretest performance—evidence for the effectiveness of

the training programs. In addition, Guthke has found

that his learning tests correlate highly with creativity

tests and componential aspects of intelligence not as-

sessed by IQ measures. The latter include reaction

time to both elementary and complex cognitive tasks

as well as short-term-memory measures.

Feuerstein’s Learning Potential Assessment

Device. Shaped by his experience in assessing the

mental abilities of unschooled North African immi-

grants in Israel and his belief that the poor perfor-

mance of many individuals results from cultural and

social deprivation, Reuven Feuerstein developeda sys-
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tem of dynamic assessment called the LEARNING PO-

TENTIAL ASSESSMENT DEVICE (LPAD). The model,

described in detail in Feuerstein (1979), is based on

the view that the goal of assessment should be to de-

termine the potential of individuals to modify their

cognitive abilities. For Feuerstein, the modification of

cognitive abilities means not only facilitating perfor-

mance within the person’s zone of proximal develop-

ment but also creating new structures that facilitate

adaptation to new and complex situations.

The fundamental assumption behind the LPAD is

that restructuring cognitive abilities through instruc-

tion provides the best index of an individual’s cognitive

potential and the degree to which that person can

profit from future instruction. Through mediated

learning experiences, that is, learning experiences in

which learning sets are developed through direct in-

tervention, inadequate or less than optimal perfor-

mance can be improved and the degree of structural

changeassessed.

The usual LPAD comprises eight tests, some of

which are commonly known(for example,a variant of

the Raven Progressive Matrices). Test selection de-

pends on the goals of the assessment and is made with

a view toselecting an optimal levelof complexity, that

is, neither too difficult nor too easy. Since the purpose

of the LPAD is to explore how the individual changes

as a result of intervention, consistency of administra-

tion and reliability is sacrificed in favor of flexibility

and oftailoring the testing/mediational learning situa-

tion to the needs of the individual.

RESEARCH ON

DYNAMIC ASSESSMENT

A significant amountof research has been done on

dynamic or interactive assessment. Lidz (1987) and

Haywood and Tzuriel (1992) contain extensive reviews

of this literature. On the basis of findings involving a

variety of dynamic assessment models, the following

conclusions may be drawn:

1. Intervention during assessment improves cognitive

functioning independent of the effects of practice.

2. The most powerful intervention techniques are

those which involve overt verbalization on the part

of the individual being tested and/or elaborated

feedback provided by the examiner.

3. The greatest gains attributable to intervention are

for lower-functioning individuals beyond a thresh-

old mental age of approximately six years.

4. Predictive validities of tests administered using dy-

namic procedures are maximized if the method of

assessment and method of instruction are matched.
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JERRY S. CARLSON

DYSCALCULIA Dyscalculia means impairment

of mathematical ability (in contrast to dyslexia, which

means impairment of reading ability). Although re-

search into mathematical disabilities has been limited,

it has been estimated that more than 5 percent of

the population experience mathematical deficits severe

enough to be considered dysfunctional. Mathematical

disorders fall into two general categories, based on the

extent of dysfunction and the age at which the dys-

function was acquired. While there is disagreement

among professionals regarding the specific distinctions

between acalculia and dyscalculia, it is generally rec-

ognized that the term dyscalculia refers to mathematical

deficiencies acquired during adulthood by an individ-

ual who formerly was proficient in arithmetic. More

specifically, acalculia is considered to be present in an

adult when mathematical functions have been affected

without an overlapping reduction in general mental

abilities. The term dyscalculia generally refers to a lim-

ited or specific impairment of mathematicalability or

an impairment of a developmental nature. In devel-

opmental dyscalculia, hereditary or congenital factors

are presumed to affect brain functioning, resulting in

a generalretardation of mathematical abilities. Perfor-

mance is significantly below what would be expected

of a child with a normal level of intelligence. Both

adult and child disorders involve difficulty with count-

ing, both can also be characterized by other deficits,

such as inability to identify or execute mathematical

functions(e.g., subtraction and addition) or inability

to properly identify numbers and their symbology

(value).
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SUBTYPES AND SYMPTOMS

A variety of dyscalculic or acalculic subtypes have

been described; however, a consensus has not yet

emerged regarding the most appropriate diagnostic

terminology or methodofclassification. It is therefore

likely that considerable overlap exists among these

types.

Acquired, or postlesional, acalculia is an acquired dys-

function in mathematical abilities that results from

brain damage following a previously normallevel of

arithmetic capabilities.

Pure acalculia and anarithmetria (an inability to

count or use numbers) are disorders of mathematical

ability that occur in the absence of perceptualdeficits.

Thus this subtype is limited to isolated disorders of

mathematical processingability.

Alexia for numbers(loss of the ability to recognize

numbers) is present when the individual cannot cor-

rectly recognize or write numbers. In most cases, al-

exia for words or an inability to recognizeletters is

also present. Alexia for numbershasalso been referred

to as aphasic acalculia.

Spatial acalculia occurs when the individual has dif-

ficulty perceiving or organizing arithmetic problems

visually. For example, the individual may ignore the

right half of a set of numbers when executing an op-

eration either visually or in writing. However, the

same calculations can usually be executed mentally fol-

lowing an oral presentation. Both alexia for numbers

and spatial acalculia involve visual perceptual deficits.

Oligocalculia (gross or generalized dyscalculia) is a

more general or diffuse deficiency affecting a wide

range of mathematicalskills. Oligocalculia is generally

associated with mental retardation, whereas other

formsof acalculia occur in the absence of concurrent

mental deficiency.

Verbal dyscalculia refers to cases in which compu-

tations can be accurately performed,but the individual

is unable to name digits, symbols, terms, amounts, or

mathematical processes. One of the most commonly

noted symptoms of verbal dyscalculia is the inability

to perform simple countingtasks.

Practognostic (elaborate) dyscalculia specifies a def-

icit in the ability to apply abstract mathematical sym-

bols to objects or drawings of objects. The individual

is unable to quantify or order quantities of objects

from smallest to largest on the basis of shape, size, or

spatial details. The literature occasionally refers to this

as a form ofapraxic dyscalculia.

An inability to conceptualize mathematical func-

tions that involve symbols—such as operational signs

(e.g., a plus or minus sign) or components of equa-

tions—is the predominant distinguishing symptom of

lexical dyscalculia. This form of dyscalculia may be

paired with other subtypes, or may be seen in con-

junction with other formsof reading disabilities, such

as dyslexia (a level of reading ability markedly below

that expected on the basis of the individual’s level of

overall intelligence or skills). Lexical dyscalculia is oc-

casionally referred to as numerical dyslexia. It is hy-

pothesized that lexical dyscalculia is caused by a deficit

in visual-spatial processing.

An individual manifesting graphical dyscalculia or

graphical dyslexia is unable to convert an orally pre-

_ sented numberinto its written representation, to re-

write words in numerical or digit form, or to copy

written figures. The individual can convert a written

number into word form, however.

Ideognostic dyscalculia/dysymbolia is an inability to

understand basic mathematical concepts andtheir re-
lation to other concepts. More specifically, individuals

with ideognostic dyscalculia are unable to complete

even simple addition mentally.

Operational dyscalculia is an inability to manipu-

late mathematical processes accurately. The resulting

mathematical solutions either will be incorrect because

of the use of inappropriate mathematical rules or, if

accurate, will have been derived incorrectly. Opera-

tional dyscalculia is often considered the mostdifficult

of the subtypes to diagnose because the logic used to

complete an operation may bedifficult to follow.

Pseudodyscalculia is a deficit in mathematical func-

tioning due to limited education or a poor learning

history. Whenanindividual lacks motivation to learn,

has had poor schooling, or has an illness that impedes

learning of mathematical skills, the resulting syndrome

may appear quite similar to true dyscalculia/acalculia,

althoughit is not associated with any acquired or de-

velopmental cerebral dysfunction.

A variety of other deficiencies, which are not nec-

essarily linked to specific subtypes of dyscalculia/

acalculia, can produce computational difficulties. Par-

aphasic substitutions are those errors in which one
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number is inappropriately substituted for another in

mathematical operations. Perseveration errors occur

when the individual persistently repeats the use of

a numberor a particular arithmetic operation when

a different response is required. In digit reversals (a

commonerror), numbers are written upside down

(e.g., 2 is written as 5) or the order of numerals is

reversed (e.g., 327 is written as 723). In spatial orga-

nization errors, an individual has difficulty with cor-

rectly arranging numbers, as in addition of columns of

numbers. Spatial organization errors also occur if an

individual executes an operation correctly but begins

at the wrong place (e.g., if he or she begins the addi-

tion or subtraction of a column of numbers from the

left rather than the right). Visual detail errors occur

when an individual reads a mathematical symbol in-

correctly, executing a division instead of a subtraction

operation, or multiplication rather than addition. Pro-

cedural errors result from incorrectly performing

standard mathematical operations (e.g., neglecting a

necessary step or scrambling the proper sequence of

operations). Graphomotorproblemsare essentially due

to an inability to write numerals properly, resulting in

illegible or reversed numerals. Judgment and reasoning

errors occur when an individual is unable to identify

the erroneous result of an operation as obviously in-

correct.

BRAIN LOCALIZATION

Bothacalculia and dyscalculia result from localized

lesions of the brain. Most commonly, these lesions oc-

cur in the left cerebral hemisphere. More specifically,

most cases of acalculia have been noted as resulting

from left parietal lobe lesions. Lesions in these areas

can also result in deficiencies in reading and spelling.

Lesions in the right hemisphere may also result in

mathematicaldeficiencies, primarily of the spatial type.

Bilateral lesions have also been associated with some

forms of acalculia.

Acquired acalculia results from focal lesions sus-

tained after basic mathematical skills have been devel-

oped. Developmental dyscalculia results from genetic

or congenital deficiencies, which are presumed to

involve the brain centers noted for mathematical

processing. Developmental dyscalculia impedes the

learning process.

EVALUATION AND DIAGNOSIS

The child’s age and level of general intellectual

functioning must be taken into account before a di-

agnosis of dyscalculia can be made. Dyscalculia can be

diagnosed only when mathematical abilities are signif-

icantly reduced in comparison to the individual’s over-

all level of mental functioning. Since the development

of abstract expression is required for mathematical

learning, and since some exposure to mathematics is

required, this evaluation process is generally not at-

tempted until the later primary school years. Exami-

nation involves the assessment of intelligence and

mathematics achievement by means of standardized,

individually administered psychological tests. The

Wechsler and Stanford-Binet intelligence tests are

widely used for this purpose. The Wide Range

Achievement, Woodcock-Johnson, and Key Mathtests

are commonly administered measures of mathematical

skills.

A variety ofneuropsychological techniques are ef-

fective in discriminating between normally intelligent

children with mathematical deficiencies and normally

intelligent children with adequate mathematical skills.

These tools are also used to determine if mathematical

deficiencies are the result of poor learning history or

are neurologically based.

The Rey-Osterrieth Complex Figure test is essen-

tially a visual-motor test, it requires the subject to

accurately copy a line drawing of a complex geometric

figure. Thus, accurate perception is a key factor in the

subject’s ability adequately to carry out the task. Eval-

uation of the reproduction is based on the points

earned for each portion of the model reproduced cor-

rectly and the amount of time it takes the subject to

initially start drawing. It has been suggested that this

test is particularly useful as an aid in the diagnosis of

mathematical problems related specifically to spatial

deficits. Kalkulia III is a test that requires the subject

to differentiate patterns within a larger pattern of var-

iously colored circles. It involves the ability to quantify

shapes, convert quantities into numbers, and perform

addition. The Numerical Triangle test consists of a

two-dimensionalarray ofsingle-digit numbers. Entries

for one dimension of the array and simple addition

rules for completing the other dimensions of the array

are provided. This test assesses the subject’s ability to
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perform addition and to follow directions on mathe-

matical tasks. Children who demonstrate a subtype of

dyscalculia that involves deficits in spatial ability, such

as graphic dyscalculia, will have noticeable difficulties

on this assessment technique.

Digit span is another potentially useful technique.

The examiner presents from three to seven digits to

the subject at a rate of one per second. The subjectis

required to repeat the sequence of numbers back to

the examiner in the correct order. A technique called

serial sevens requires subjects successively to subtract

7, starting with 7 from 100. It is useful as a crude

indicator of deficiencies in counting abilities.

Although acalculia can occur in isolation, it can

often be a symptom of other neurological disorders.

For example, acalculia may be a symptom of Gerst-

mann’s syndrome, Alzheimer’s disease, or cerebro-

vascular accidents. Acalculia and dyscalculia are often

mistaken for dyslexia because some of the manifesta-

tions, suchas reversalofdigits, are similar to dyslexia.

These disorders may be linked, since hemispheric le-

sions of the left parietal lobe that result in acalculia

or dyscalculia often cause dyslexia as well. Although

individuals with lowintelligence scores may appear to

be acalculic, the diagnosis technically excludes math-

ematical deficits that coincide with general mental dis-

abilities or impaired intelligence.

PROGNOSIS AND TREATMENT

Only limited information is available at present

concerning the outcome of mathematical-processing

disorders. Prognosis is in part dependent uponthe eti-

ology of the disorder. The first step in remediating the

math skills of dyscalculic children is to determine the

limits of their mathematical understanding. Any diffh-

culties in the integration of sensory and motor func-

tions should be identified. Before remediation can be

attempted, it is necessary to determine what faulty

mathematical problem-solving strategies and logic are

currently being used by the child. The degree to which

the child is able to listen, communicate effectively, and

comprehend mustalso be evaluated. Finally, an anal-

ysis of the child’s reading, writing, and math skills is

necessary.

Remediation for dyscalculia focuses on identifying

and strengthening auxiliary and complementary skills.

Many dyscalculic deficiencies involve difficulties in

symbolic communication orthe ability to associate lin-

guistic and symbolic representations of a mathematical

concept. In other words, many dyscalculic children are

unable to perform the processes that intervene be-

tween the verbal explanation of a mathematical con-

cept and the application or execution of these

concepts with abstract numerical symbols. Remedial

efforts are frequently directed at generalizing existing

skills and strengths to mathematical tasks for this rea-

son. Since these strengths vary from child to child, the

remediation process is highly individualized. A consis-

tently structured, highly verbal learning environment

is necessary for dyscalculic children to develop alter-

native skills. Examples of techniques that are used in

this intervention process include rehearsal, drills,

training with appropriate tools (e.g., calculators), and

instruction in procedural sequences. Behavioral and

environmental interventions are frequentlyuseful

adjuncts to the educational remediation of specific

arithmetical deficits. These interventions can include

development of verbal skills and expressiveness,

expanded learning activities in areas outside of

mathematics, and parental and peer training. Since

dyscalculic children demonstrate substantial organiza-

tional deficits, they may exhibit confusion or lack of

motivation—especially while learning or practicing

general problem solving. This is not necessarily the re-

sult of inattention, but rather a secondaryeffect of the

dyscalculic deficiencies. The goal of the treatmentpro-

cess is not to eliminate the deficiency, butto allow the

individual to function at the highest level possible with

his or her available skills.

(See also: MENTAL DISABILITIES.)
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DYSLEXIA Dyslexia is a language disorder

characterized by difficulty in decoding the written

word into its spoken form. Usually it first becomes

apparent in the early school years, when youngsters

are taught to read and spell. Both of these academic

skills require children to learn the code associating the

sounds of words with their written symbols. Thus,

dyslexia is often thought of as a specific learning dis-

ability in the areas of reading and spelling. Although

reading and spelling are the primary areas of academic

difficulty, some children with dyslexia also have difh-

culties with mathematics.

The term is derived from the Latin, dys meaning

“difficult” and legre meaning “to read,” and from the

Greek, Jexis meaning “speech.” Generally, it is consid-

ered a developmental disorder caused by genetic, ges-

tational, or prenatal factors. Dyslexia also may be an

acquired disorder that occurs after a normal period of

development but is due to injuries to a child’s imma-

ture brain. The brain-injury-related loss of reading

skills in an adult who could read prior to the injury is

called alexia. Knowledge gained from studies of indi-

viduals with alexia has contributed significantly to

what currently is known about dyslexia.

Dyslexia is a lifelong condition, with consequences

that often affect the individual’s educational progress,

self-esteem, employment, and relationships with other

people. Currently, no treatment exists to eliminate

dyslexia. However, early and sustained management

 

376



DYSLEXIA
 

TABLE1

Characteristics of dyslexia
 

Preschool and kindergarten

Primary No primary characteristics because dyslexia is not formally

identified until one or two years of education have been

completed

Associated Mild speech delay; talking less than other children do;

word-finding problems; misarticulations(e.g., thire for

fire), syllable missequencing(e.g., gunjel for jungle);

problems with remembering verbal sequences (such as

“Get your coat, put on your socks and shoes, and turn

off the TV”); difficulty in learning nursery rhymes;

difficulty in learning the namesofletters, colors, or

numbers

Secondary Generally not observed at this age because the child is

unaware or only mildly aware of any difficulties

School age

Primary Difficulty in learning letter-sound correspondences;

difficulty in sounding out words; slow, halting, and

often inaccurate oral reading; difficulty in learning to

read; difficulty in learning to spell; slow and halting

writing

Associated Letter and numberreversals, particularly among children

9 years or older(e.g., bog for dog); incorrect use of

function words(e.g., on for over); difficulty in

memorizing basic math facts; difficulty in learning the

names of the symbols of arithmetic operations (such as

plus and minussigns)

Secondary Symptomsofstress and failure, such as anxiety,

depression, low self-esteem, tearfulness,irritability,

hostility, refusal to attend school, headaches, or

stomach aches

Adolescent and adult

Primary If the individual has been unable to compensate for

dyslexia, primary characteristics like those at school

age; if the individual has compensated, less severe

characteristics (some symptoms may even appear absent

to the casual observer); slow reading speed; poor

comprehension on timed reading tests; misreading of

function words (e.g., the for a); visual reading errors

(e.g., reading dungeon for dragon), misspellings that are

phonetically accurate (e.g., nacher for nature)

Associated Difficulty in completing homework; incorrect use of

function words(e.g., the for a) andsuffixes (e.g.,

presenting for presently); difficulty in remembering

complex verbal sequences

Secondary Underemploymentrelative to level of ability; shame;

embarrassment; depression; anxiety; dissatisfaction
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and support can minimize its potentially negative con-

sequences.

The fields of education, psychology, and medicine

have contributed to what is currently understood

about dyslexia, and members of these disciplines have

slightly different points of view asto its existence as a

specific syndrome, its definition, its causes, and its

management. For example, some professionals deny

that dyslexia exists, arguing that the problem reflects

an external deficit in the method ofinstruction rather

than a condition that is internal to the individual.

Other professionals object to the term dyslexia because

it labels people, which presumablycauses negative ef-

fects, such as teasing or lowered expectations for suc-

cess. Some professionals use the term loosely to refer

to all kinds of learning disabilities; still others use the

term to refer only to acquired or developmental dis-

orders in reading and spelling. These different points

of viewresult in a good deal of controversy about the

specific definition of dyslexia and howit is identified

in individual cases.

Typically, dyslexia is defined and identified with ex-

clusionary rather than inclusionary rules. These def-

nitions tell us what dyslexia is not, rather than what

dyslexia is. For example, the most widely accepted

definitions exclude people with below-average in-

telligence, mental retardation, vision or hearing im-

pairments, and/or cultural and educational depriva-

tion. The only characteristic that is diagnostic of dys-

lexia in these definitions is the individual’s significant

difficulty in learning to read and spell, relative to ex-

pectations based on age andintelligence.

Exclusionary definitions have many problems; per-

haps the biggest is the fact that children must fail at

reading and spelling before they can be identified as

dyslexic. If these early failures are not identified and

managed, they mayestablish an increasingly down-

ward spiral of diminished self-esteem, with reduced —

motivation to learn, followed by further failure. Con-

sequently the child may develop a set of negative

emotions toward learning and school, which further

compoundstheir difficulties. Early detection and man-

agementof dyslexia are needed to preventthis down-

ward spiral. Fortunately, recent research has focused

on identifying the characteristics of preschool-age chil-

dren wholater developed dyslexia. In the future, these

characteristics will be useful in developing an accepted

definition based on inclusionary rules. Until then ex-

clusionary definitions of dyslexia will remain.

WHAT ARE THE CHARACTERISTICS

OF DYSLEXIA?

Because learning to read is a developmental pro-

cess, we expect different levels of reading skills at dif-

ferent ages, and the characteristics of dyslexia differ

somewhat across ages. For example, although it may

be sufficient for 5-year-old children to know only the

associations between letters of the alphabet and their

sounds, we expect older children to blend these sound

into words, and we expectstill older children to com-

prehend unfamiliar words and text.

As stated earlier, many specialists believe that dys-

lexia cannot be identified until the individual is old

enough to have had some educational experience, usu-

ally by the end of the first or second grade. Neverthe-

less, certain early characteristics seen in preschool-age

children are associated with subsequent dyslexia. The

characteristics of dyslexia are listed in Table 1. They

are grouped by twofactors: age and symptom level.

Consistent with the exclusionary definition of dys-

lexia, the primary characteristics are difficulty in learn-

ing to read andspell. Associated symptomsreflect the

difficulty with language processes that presumably

underlies dyslexia. Secondary symptomsreflect indi-

viduals’ emotional and physical reactions to their en-

vironment and to unrealistic or negative expectations

on the part of their teachers and others. Secondary

symptomsoften result in a referral to a specialist for

evaluation.

HOWIS THE INDIVIDUAL WITH

DYSLEXIA IDENTIFIED?

Identifying whether someonehas dyslexia is a com-

plex process. Specialists often interpret the exclusion-

ary definition differently. Consequently, they do not

agree on just one standard set of evaluative proce-

dures. For example, consider the statement that the

individual with dyslexia has “significant difficulty

learning to read andspell.” Some specialists interpret

this to mean that individuals must score two or more

years behind their grade placement on standardized

reading and spelling tests (e.g., a third-grader scoring
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at the first-grade level). Others interpret this to mean

that individuals must score 15 points or more below

their overall intellectual ability on these tests. These

two different interpretations of the same phrase

may result in different professional judgments as to

whether someone has dyslexia.

Specialists try to minimize differences in profes-

sional judgment by gathering many pieces of infor-

mation and test scores from different sources. Then

they evaluate this information for consistency. Dys-

lexia is identified if several sources, such as test results

and family history, are consistent with the exclusion-

ary criteria and characteristics of the condition. Some-

times evaluations for dyslexia are a team effort; in

other instances a single specialist, usually a psycholo-

gist, conducts the evaluation.

Generally, the public education system uses a team

of specialists to evaluate students. The evaluation may

include reviews of academic records, interviews, tak-

ing a family history, a physical examination, and indi-

vidual testing. Typically, the team includes the parents,

the teacher, and a psychologist. Some teams also

include a speech and language pathologist, special

educator, occupational therapist, physical therapist,

physician, nurse, and/or social worker. The psycho-

logical assessmentis critical because it provides several

pieces of information, including an evaluation of the

student’s overall intellectual ability. The psychological

assessment mayalso include information about the

child’s reading and spelling levels, and the mental pro-

cesses that presumably underlie these skills, such as

memory. Evaluations from other specialists are nec-

essary to determine whether factors such as sensory

impairments (e.g., poor hearing) or insufficient edu-

cational opportunity may be the cause of the reading

and spelling difficulty. If these other factors are elim-

inated and the child has at least average intellectual

ability but gets scores below this ability on reading and

spelling tests, the child is considered to have dyslexia.

Currently most educational and psychological prac-

tices prefer classifications based on 15- or 16-point

differences between ability and achievementtest stan-

dard scores. Classifications based on two-year differ-

ences between grade placementand earned grade-level

scores are less accurate and tend to exclude high-abil-

ity students with dyslexia. Amongchildren 7 to 8 years

old and younger, the diagnosis of dyslexia may be

based on the presence of primary and secondary symp-

toms, even if test-score differences are not sufficiently

large. Similarly, test-score differences may notbelarge

enough amongolder adolescents and adults who have

learned strategies to cope with their difficulties. Con-

sequently, in this age group, dyslexia may be diagnosed

on thebasis of past school performance,family history,

and current characteristics.

HOW COMMONIS DYSLEXIA?

Most authorities would agree that dyslexia is the

most common and best understood learning disability.

Estimates of exactly how commonit is vary, depending

on howresearchersdefine dyslexia and how theyiden-

tify whether individuals have dyslexia. Estimates range

from as low as 5-10 percent to as high as 20-30 per-

cent. However, the higher estimates include children

with reading disabilities stemming from below-average

intelligence or limited cultural and educational oppor-

tunities. Consequently, the more conservative estimate

is 10 percent. Researchers typically observe that dys-

lexia is more commonin boys than in girls, citing a

ratio of three or four boys to every girl. The properties

of tests and procedures used to identify individuals

with dyslexia may account for some differences be-

tween the rates of dyslexia in boys and girls. Girls also

may learn to cope with dyslexia sooner and more suc-

cessfully than boys, presumably because girls tend to

have better language skills than do boys. Social expla-

nations for these differences suggest that boys with

dyslexia are more likely to come to the attention of

teachers and specialists because they are more difficult

to manage thangirls. Still other explanations propose

genetic differences or sex-linked hormonal differences

in the child’s prenatal, intrauterine environment.

Recent, scientifically sound research showing that

dyslexia runs in families favors biological explanations

of genderdifferences. In the Colorado Family Reading

Study, boys born to a parent with dyslexia ran a 35-

40 percentrisk of developing dyslexia themselves, with

a slightly higher risk if the dyslexic parent was the

boy’s father (40 percent) than if the dyslexic parent

was his mother (35 percent). Girls born to a parent

with dyslexia ran a 17—18 percent risk of developing

dyslexia, regardless of the affected parent’s gender.

Boys born to parents who did not have dyslexia ran
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only a 5-10 percent risk of developing the condition

themselves, while girls born in similar circumstances

ran a 1—2 percent risk.

WHAT CAUSES DYSLEXIA?

The cause of dyslexia is still unknown although

many theories have been proposed and researched.It

appears that no single cause exists, and that dyslexia

may represent the final common endpoint of several

different causal pathways. Explanations for dyslexia

have been offered at the biomedical (i.e., brain struc-

ture, hormonal influence, genetics), neuropsycho-

logical (i.e., functional processes of the brain), and

environmental levels. Ultimately, causal explanations

must include the fact that learning to readis a devel-

opmental process that evolves as the child’s brain

matures and as the child practices the skill. The de-

velopmental model of dyslexia, however, is dependent

on establishing a developmental model of normal read-

ing. Because the most promising progress to date has

been made in biomedical research, this article empha-

sizes biomedical explanations of dyslexia.

studiesBiomedical Explanations. Several

have confirmed that the metabolic activity and brain
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Temporal
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Figure I

structure of individuals with dyslexia are different

from those of individuals who are able to read. Sci-

entists recently used positron-emission tomographic

(PET) scans to compare the brain’s metabolic activity

of adults with dyslexia since childhood to that of

adults with lifelong normal reading skills. Study par-

ticipants listened to an audiotape of cocktail-partylike

noises and speech sounds. They were asked to respond

to specific speech sounds that were embedded ran-

domly on the tape. Adults with dyslexia made signifi-

cantly more errors on this task and showed greater

metabolic activity in areas of the right and left tem-

poral lobes than did their normal-reading counter-

parts. Similar studies of children with dyslexia await

further refinement of PET-scan measurementtechnol-

ogy.

Although differences in brain metabolic activity

found in the PET-scan study likely were due to differ-

ences in how the participants’ brains developed, dif-

ferences between individuals with dyslexia and normal

readers also may be due to acquired factors. For ex-

ample, brain autopsies of adults who acquired reading

and spelling disorders after a normal period of devel-

opment found damage in parts of the left temporal

lobe and adjoining areas (see Figure 1). The left tem-

Parietal

Occipital
Lobe

Cerebellum

Areas of the left cortical hemisphere involved in basic reading processes
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poral lobe is important for processing auditory and

language-based information. It houses memory for lan-

guage and associations between visual, auditory, mo-

tor, and sensory functions.

Anatomical studies have found that the left tem-

poral area is larger than the same area on the right 7

cortical hemisphere in most individuals. However, this

type of asymmetrical brain structure is not found

among manyindividuals with dyslexia. Microscopic

studies of brain tissue from left temporal areas of in-

dividuals with developmental dyslexia have shown

malformed and misarranged nerve cells. These tiny

malformations and misarrangements cannot be de-

tected by contemporary medical tests, such as

computed tomography (CT) or magnetic resonance

imaging (MRI) scans. Presumably they are due to dis-

ordered migration of brain cells early in the develop-

mentofthe fetus.

The Geshwind and Behan theoretical model at-

tempts to explain some of these brain differences and

proposes that dyslexia is due to an unborn child’s in-

creased exposure to the male hormone,testosterone,

during gestation. The theory also tries to account for

gender differences in the incidence of dyslexia, the

disputed historical belief that dyslexia and left-hand

preterence are associated with each other, and the ob-

served association between dyslexia and immunedis-

orders in certain individuals. Presumably, increased

testosterone slows the development of the immune

system and makes the individual vulnerable to such

disorders as asthma, eczema, and hay fever. Increased

testosterone also may alter the course of fetal brain

and brain structure development, particularly on the

left side (left cortical hemisphere). In most individuals,

right-hand preference and language-based activities

necessary for reading are a functionof the left cortical

hemisphere. Altered development of the left hemi-

sphere presumably causes both dyslexia and a shift in

hand preference from right to left. Results from con-

temporary studies that investigated the associations

among dyslexia, left-handedness, and immune disor-

ders have been mixed, however. Consequently, re-

searchers speculate that these conditions may occur

together in only a small subgroup of families and in-

dividuals with dyslexia.

Apparently, the historical belief of an association

between dyslexia and left-handedness may stem from

the association between these conditions among in-

dividuals who suffered brain injuries to the left

hemisphere. Such injuries can cause both language

dysfunctions, such as dyslexia, and a shift in hand pref-

erence from rightto left. Thus, in this group, language,

readingdifficulties, and handednessare related because

of the injury. Most contemporary researchers agree

that except in this group, there is generally no asso-

ciation between left-handedness and dyslexia.

As suggested earlier by data in the Colorado Family

Reading Study, there appears to be a genetic compo-

nent to dyslexia. For example, among families at risk

for dyslexia, a history of the disability predicted chil-

dren’s reading skills better than did environmentalfac-

tors, such as socioeconomic status or exposure to

reading andtelevision. It is likely that several genes,

rather than a single gene, contribute to dyslexia. Con-

temporary studies suggest that these genes affect spe-

cific language skills necessary for reading, rather than

affecting reading itself. Currently, investigators are at-

tempting to locate these genes on chromosomes 15

and 6. Somestudies have confirmed a genetic locus on

chromosome 15 in certain families. Studies that con-

firm genetic locus on chromosome 6 may accountfor

the association between dyslexia and immune disor-

ders, because certain areas on chromosome6 possess

genetic material responsible for various immunological

functions.

Cognitive and Neuropsychological Expla-

nations. Neuropsychological explanations have fo-

cused on pinpointing mental processing (i.e., cog-

nitive) factors that presumably underlie dyslexia.

Deficits in intellectual ability, visual processing, se-

quencing information, verbal memory, and language

are some of the many cognitive factors thought to un-

derlie dyslexia. Currently, we know that intellectual

deficiency does not cause dyslexia. By definition, peo-

ple with dyslexia are of at least average intelligence

but read at a level below that expected for their ability.

Early research suggested that poorvisual processing

caused dyslexia. This notion isstill commonly held by

the general public, as exemplified by the belief that

reversals in writing (e.g., bog for dog) and seeing words

backward and upside down are the main features of

dyslexia. In fact, reversals are common among all

young children (through ages 7 and 8) and are not in

and of themselves an indication of dyslexia.

 

381



DYSLEXIA

 

Difficulties in sequencing information also may

underlie dyslexia. For example, children might read

phelepant for elephant. Reading requires the child to

string together sequences of letters and their associ-

ated sounds in order to create words. Later children

must sequence words to make sentences and sequence

sentences to make paragraphs. Although sequencing

deficiencies, particularly sequencing and organizing

speech, are frequently found among dyslexics, these

deficiencies do not appear to be the fundamental cog-

nitive deficits that underlie dyslexia.

Verbal memorydeficits are also common among

people with dyslexia. Verbal memoryis complex, how-

ever, and includes many processes. For example, some

researchers argue that dyslexic children may lose track

of word order, forgetting words they have previously

decoded while struggling to decode the next, new

word. Other researchers argue that children forget the

sounds they must blend together to make words.

These problems mayreflect difficulties getting the in-

formation into memory (encoding) ordifficulties get-

ting it out of memory (retrieval). Some researchers

argue that individuals with dyslexia have difficulty re-

trieving the spoken name of words, although they

know the words because they have used them before.

Although it is clear that people with dyslexia do have

certain problems with verbal memory, current re-

search suggests that verbal memorydeficits are not the

primarydeficit in dyslexia.

Although some children with dyslexia do have dif-

ficulty with visual processing and memory, con-

temporary research suggests that in the majority of

cases, the primary deficit actually involves certain

language-processing skills. Specifically, most people

with dyslexia have difficulty discriminating among the

individual sounds of speech (phonemes). This deh-

ciency makes learning the rules that associate the com-

ponent parts of written words (graphemes) with

phonemes very difficult. Consequently, people with

dyslexia have tremendous difficulty sounding out

words.

Guessing the target word is an attempt to cope

with this difficulty. Guesses may be based on visual

similarity (e.g., reading horse for house) or on the word’s

beginning grapheme-phoneme association and the

content ofthe prior text (e.g., reading ghost for ghoul).

Researchers have attempted to define subgroups. of

dyslexia based on these types of reading errors, similar

types of spelling errors, and other neuropsychological

information. They have yet to agree whether thereis

just one or several subtypes of dyslexia. Promising re-

search using computer models of learning, reading,

and their disorders provides reasonably convincing evi-

dence, however, that dyslexia (and alexia) likely have

more than onesingle cause, and thuslikely have many

different subtypes.

Environmental Explanations. Environmental

explanations for dyslexia are less well researched than

biomedical or neuropsychological ones. Obviously, ex-

ternal insults, such as damage to the child’s immature

brain from a car accident or exposure to toxic sub-

stances (e.g., lead), can adversely aftect later ability to

learn. Additionally, some scientists have proposed that

environmentalinsults to the fetus, such as exposure to

pollutants, chemical toxins, or infectious agents, may

be responsible for dyslexia.

Cultural factors also might accountfor dyslexia. For

example, some researchers have proposed that dyslexia

is a function of the type of writing system employed

in different countries. They hypothesized that dyslexia

is more commonin countries with languages that use

phonetically based written codes, such as English, than

in countries with languages that use symbols that rep-

resent ideas without coding pronunciation(i.e., ideo-

graphs), such as Japanese kanji. Furthermore, some

researchers suggested that dyslexic American students

mightlearn to read if they were instructed in language

and writing systems that used ideographs. Figure 2

shows two kanji (Japanese ideographs). Studies specif-

ically designed to examine the rate of dyslexia across

cultures have not been published yet. However, pre-

liminary reports that examined school achievement

among American, Japanese, and Taiwanese children

found that each country had roughly the same number

of children whose reading skills were behind their

grade placement. This result does not support the no-

tion that dyslexia is more common among languages

with a phonetically based written code.

Apparently, oversimplifications of the differences

between languages using ideographic versus phonic

codes contributed to this notion. Most experts who

fully understand the complex differences between
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Mountain jama

River kawa

Figure 2

Iwo Japanese ideographs. Like all ideographs, Japanese char-

acters (called kanji) code specific ideas; the top one means

“mountain,” and the bottom one means “river.” Unlike written

English words, Japanese kanji do notcode pronunciation. Thus,

despite the visual similarity of these two, they are pronounced

differently: jama and kawa, respectively.

phonetically and ideographically based writing systems

do not believe that American children with dyslexia

can learn to read if instructed in a system that uses

ideographs such as Chinese or Japanese.

Otherpossible environmental explanations for dys-

lexia include style of classroom instruction and family

size. Different styles of instruction appear to promote

different ways of thinking and learning. For example,

educational researchers have shown that quality of

learning improvesif teachers use an active rather than

passive style. Teachers with active styles expect and

promote students’ verbal responses and dialogue.

Teachers with passive styles tend to have fewer dia-

logues and give morelectures.

Large family size mayaffect cognitive development,
also. Children in large families, where individual time
with parents is limited, may have minimal exposure
to reading and language games during their preschool
years. These and other experiential factors presumably
affect childrens’ phoneme awareness, cognitive skills,
and later reading ability.

HOW CAN INDIVIDUALS WITH

DYSLEXIA BE HELPED?

There are many contemporary interventions de-

signed to improve the academic skills of individuals

with learning disabilities such as dyslexia. For example,

some require children to changetheir diets (e.g., Fein-

gold diet, or eliminate sugar and caffeine), take vitamin

and mineral supplements, be retaught how to crawl

and walk, be trained in particular patterns of eye

movements, or participate in play therapy. Few have

been evaluatedscientifically for their specific effective-

ness with dyslexia. Although the medicalfield often is

criticized for the length of time between the discovery

of an effective treatment and its availability to the

general public, the reverse is true in the field of educa-

tion. Many interventions (treatments) are included in

educational practice before their effectiveness has

been evaluated carefully. Consequently, one educa-

tional psychologist warned her readership to, “read the

hne print before accepting a ‘discovery’ as an academic

or behavioralintervention” (Rooney, 1991, p. 134). In-

dividuals who seek treatment for dyslexia would do

well to heed this advice.

Many contemporary interventions have been based

on unproven theories of the causes of dyslexia. For-

tunately, scientific advanceswill result in improved in-

terventions. One such advanceis converging evidence

that the awareness of speech sounds (phonological

awareness) and the knowledge ofassociations between

the written and spoken parts of speech (grapheme-
phonemeassociations) is critical to basic reading. In-

dividuals with dyslexia are deficient in these areas and
do not outgrow the deficit (although they can learn
phonological awareness, albeit very slowly). As a result
of these advances, many experts now agreethatinter-
ventions for dyslexia must target the individual’s defi-
cient phonological awareness and word-decoding skills
(Pennington, 1991. p. 75). In other words, interven-
tions should systematically teach children the associa-
tions between letters or letter patterns and

_

their
corresponding sounds. Accordingly, phonics-based ap-
proaches to reading are the preferred intervention for
children with dyslexia. The success of these interven-
tions appears to hinge on the child’s basic phoneme
awareness (e.g., the ability to blend phonemes into
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words or the ability to say the part of a word that

remains after the initial phoneme is deleted). Conse-

quently, phoneme awareness programs may be needed

prior to starting a phonics-based reading program.

The field of

education recognizes three major phonics approaches

Formal Educational Programs.

for use with dyslexic students. These are the Direct

Instruction Reading program (DISTAR), the Orton-

Gillingham approach, and the Spalding method (The

Writing Road to Reading, Spalding & Spalding, 1969).

The characteristics of these approaches are described

in Table 2. Aaron and Joshi (1992, p. 130) critically

reviewed these and other reading approaches. They

concluded that of the three, the Spalding method had

morecritical and scientific evaluations of effectiveness

with dyslexic students and that the results were good.

Unfortunately, scientifically sound comparisons among

different phonics-based reading programs with dys-

lexic students are not yet available, thus experts can-

not state confidently whether one program is superior

to another.

Older individuals with dyslexia, who have not had

phonemeawarenesstraining and phonics-based read-

ing instruction, can improve their reading skills with

these interventions. Yet they also need assistance with

reading comprehension and_ learning effective study

TABLE 2

habits, such as test-taking and listening-comprehen-

sion skills. Instructional approaches for these skills

have been developed, but they have hadlittle scientific

evaluation of their effectiveness with dyslexic people.

Environmental Coping Techniques. People

with dyslexia should not be penalized for their dis-

ability in home, school, or work environments. They

have normalintellectual abilities and can learn. Teach-

ers, employers, and parents must help children with

dyslexia find effective ways to take in andlater get out

information. In this vein, changes to learning or work

environments are helpful.

Attitudes individuals have toward themselves, as

well as attitudes of others (e.g., teachers, parents,

peers), are major environmental factors affecting in-

dividuals with dyslexia. Secondary emotional problems,

such as diminishedself-esteem and a feeling of failure,

can impedean individual’s progress. People with dys-

lexia are not lazy or stupid, although they commonly

sense this perception from others. Adults have the re-

sponsibility to ensure that children respondto dyslexic

classmates with kindness and compassion. Families

must help identify and support recreational, leisure,

and social activities that provide satisfaction for indi-

viduals with dyslexia. These activities can help build

skills for the future. Additionally, individuals with dys-

Phonics-based methods of reading instruction
 

Direct Instruction Reading

(DISTAR)

Orton-Gillingham approach

Spalding method (The Writing

Road to Reading)

Initially developed to teach economically

disadvantaged students to read; emphasizes

decoding skills with carefully sequenced

daily lessons; instruction occurs in a small

group, face-to-face with the teacher

Developed for students who have dyslexia,

combinesvisual, auditory, and kinesthetic

senses; reduces the English language to

forty-four basic sounds and twenty-six

letters; smaller units (such as syllables) are

combined into more complex words

Developed as a method of classroom teaching

and influenced by the Orton-Gillingham

approach; teaches the sounds of letters, not

their names, and pairs saying the sounds

with writing them; previously learned

sounds are combined into words that are

familiar to the child
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lexia must learn about their disability, be able to ex-

plain it to others, and request needed environmental

assistance.

Examples of environmental assistance or coping

techniques include using books on tape, taking oral

instead of written examinations, participating in dis-

cussion groups, taking extra time to complete written

or reading assignments, using study guides that give

synopsesof literature, and using word processor spell-

check programs. Teaching methods that emphasize

verbal instruction and hands-on experiencein addition

to peer readers or peer scribes also may be helpful.

WHAT HAPPENS WHEN CHILDREN

WITH DYSLEXIA GROW UP?

Clinical experience and the popular press suggest

a broad range of adult outcomes for people with dys-

lexia. Some become famous and successful despite

their disability. Cher, Winston Churchill, Bruce

Jenner, Greg Louganis, Nelson Rockefeller, and Henry

Winkler are included in this group. Some people, par-

ticularly women, learn to cope with dyslexia so that

they no longer appear to have the condition whenfor-

mally tested. Nevertheless, a careful history and inter-

view reveals that they still have many of the correlated

characteristics. Other people can becomesuccessful

professionals because of partners, spouses, and admin-

istrative assistants whoread for them. Scientific studies

are unclear on the proportion of people with dyslexia

whoactually have these successful outcomes, however.

Only a few studies have looked at the adult out-

come of children with learning disabilities and dys-

lexia; many are flawed so it is difficult to interpret

their results. For example, some studies followed in-

dividuals for an insufficient period of time. Others

looked only at children from upper-middle-class fam-

ilies who attended private boarding schools for chil-

dren with learning disabilities. Some failed to include

an adequate comparison group of nondisabled individ-

uals or included mentally retarded individuals among

those with learning disabilities.

Amongall the outcome studies, perhaps the most

complete and least flawed is reported by Spreen

(1987). This study followed West Coast Canadian chil-

dren from the ages of eight to twelve years into their

mid- to late-twenties. Children with mental retarda-

tion were excluded and a group of nondisabled chil-

dren were followed so that meaningful comparisons

could be made. The study was naturalistic, meaning

the treatment or intervention each child received was

allowed to vary naturally based on individual circum-

stances, such as family and school resources. Adult ad-

justment factors, such as education completed, level of

employment, social and emotional adjustment, and de-

linquency were examined. Individuals’ parents also

were followed, in order to obtain their perspective on

their children’s adult adjustment.

The adult outcome of children with dyslexia was

not analyzed separately from other typesof learning

disabilities, but the results are discussed here because

of the study’s relatively good quality. Not surprisingly,

Spreen and his colleagues found that the adult adjust-

mentofindividuals with learning disabilities was best

among those raised in families whose parents com-

_ pleted more years of education and were employed

at higher levels. This result is not surprising because

of the economic and community resources available

to more affluent families. These resources can assist

with remedial tutoring, education, and job search and

placementfor a child with a learning disability.

Adults who hadlearning disabilities as children had

less favorable outcomes than their nondisabled peers,

whenresults of the study were considered as a group.

This finding held, even when disabled and nondisabled

people were matched for intellectual ability. Individ-

uals who hadlearning disabilities as children stopped

their educations sooner, were employed at lowerlevel

jobs, earned lowersalaries, and received mental health

services more often than their nondisabled peers. They

did not outgrow their learning problems, andin fact,

measures of verbal intelligence and academic achieve-

mentat 8 to 12 years of age strongly predicted adult

outcometen to fifteen years later. Spreen (1978) sum-

marized the study’s results in this way:

The results have shown considerable social and economic

implications: not only do these youngsters suffer through

a miserable and usually shortened school career, live a

discouraging sociallife, full of disappointments and fail-

ures, they also have fewer chances for adequate employ-

ment and advancedtraining. [p. 133]

This article’s readers should recognize that these

conclusions are summarized for the 226 individuals
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with learning disabilities who agreed to participate in

the study and that many participants had learning

problems that affected more than just reading and

spelling. As such these results do not adequately pre-

dict what the adult outcome mightbe for an individual

case. Although some of the study participants were

underemployed, imprisoned, or living in institutional

settings, still others owned their own homesandlived

comfortably within their communities. Additionally,

individuals who did not agree to participate were not

studied and we do not know whether they differed

from studyparticipants. For example, participants may

have been less well adjusted than nonparticipants,

hoping that the study would benefit their circum-

stances. On the other hand, participants may have

been better adjusted, hoping that participation would

demonstrate their success.

Clearly these results address the need for early

identification and intervention with individuals who

have dyslexia or other learning disabilities. Dr. Pen-

nington suggests that intervention should begin early,

also, with an emphasis onskills in phoneme awareness

and a phonics approach to reading. The study by

Spreen (1987) and colleagues noted a positive associ-

ation between family socioeconomic status, private

tutoring in childhood, andlater ability to hold a per-

manentjob. Further confirmation of this association is

apparent in studies of more restricted groups of chil-

dren with learning disabilities. Specifically, students

from middle- or uppermiddle socioeconomic levels

who attended private schools for the learning disabled

or received substantial, individual remedial help, as a

group, were more frequently employed and employed

in higher-status occupations than was the group of

learning disabled individuals from Spreen’s study.

In addition to the needsfor early identification and

intervention with phonemeawarenessskills and phon-

ics-based reading programs, numerous studies have

shown that one-to-one tutoring is more effective than

small-group or classroom-based interventions. Individ-

ual tutoring probably contributes to vocational out-

come by improving academic skills and probably re-

flects the individual’s persistence and positive parental

involvement. In summary, individuals with dyslexia,

who have received individualized, phonics-based tu-

toring, should have good adult outcomes, particularly

if employed in situations that do not require much

reading, such as human-resource management.Several

helpful resources are listed below:

The International Reading Association, 800 Barksdale

Road, Box 8139, Newark, DE 19712-8139. This as-

sociation publishes several brochures that help par-

ents develop their child’s readingskills.

The Orton Dyslexia Society, 724 York Road, Balti-

more, MD 21204. This society supports research

and public awareness activities specific to dyslexia

and other learning disabilities. They publish bro-

chures and have yearly conferences.

ACLD (The Association for Children and Adults with

Learning Disabilities), 4156 Library Road, Pitts-

burgh, PA 15234. This association supports public

awareness and advocacy activities for individuals

whoare learning disabled.

Local public libraries and public school departments of

special education can provide information on how to

borrow books on tape.
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EASTERN VIEWS OF INTELLIGENCE It

is difficult to know when Eastern views became dis-

tinct from Western ones; no definite point can be

identified. Nevertheless, history provides a context for

our understanding of how the distinctions began to

emerge. The Eurasian continent, the Middle East, and

Africa are inhabited by peoples who found ways to

travel, trade, and contact one another throughoutpre-

history. By about 2000 B.c. the movement of nomadic

Aryan tribes from Central Asia to the south andeast,

into India by way of Persia (present-day Iran), and in

the other direction, to the west and north, to Greece,

Rome, Scandinavia, and Ireland, resulted in some

shared mythologies, philosophies, and the Indo-Euro-

pean roots of Greek, Latin, and Sanskrit. The Greeks,

Romans, and Near Eastern peoples, from about 600
B.C. to about 600 a.D., established eastern outposts in
India and, by means of the Silk Road and Indian

Ocean, to China.

East—West contacts were not extensive, however,

so basic cultural traditions, religions, and philosophies
developed in relative isolation. Judeo-Christian philos-
ophy shaped much of the Near East and Europe, be-
ginning with the later Roman/Byzantine Empire;
Hindu and Buddhist philosophies shaped muchof the
Indian subcontinent, Southeast Asia, China, Japan, and
Korea. By the seventh century, when Islam was
spreading both east and west from Arabia, Muslim

conquerors faced resistance from the Jews and Chris-

tians of Europe as well as from the Hindus and Bud-

dhists of Asia.

The study of human intelligence is recent—since

the late nineteenth century—andit is secular, objec-

tive, and quantitative. Eastern views of humanintelli-

gence,therefore, are heavily influenced by the research

and writings of psychologists in Europe and the United

States, but the Eastern views of human intelligence

remain grounded in Eastern tradition.

INTELLIGENCE AND ITS RELATION

TO KNOWLEDGE

To understand the Eastern conceptof intelligence,
we must first define what it is. The meaning ofintel-
ligence in Eastern philosophies—that is, Hindu and
Buddhist philosophies—is closely associated with
moral and religious attitudes. Therefore, it is difficult
to separate a person’s intelligence from moral and
religious values expressed in behavior. The most
commonly used synonym for intelligence is Buddhi
(Zimmer, 1951). It means waking up, noticing,

recognizing, understanding, and comprehending. In
contrast to the usual meaningofintelligence, as under-
stood in Western literature, Buddhi includes such
things as determination, mental effort, and even feel-
ings and opinions in addition to such intellectual pro-
cesses as knowledge, discrimination, and decision
making.
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In Eastern views, the best use of intelligence is in

acquiring knowledge; however, it is “true knowledge”

that is being sought. Intelligence in its highest form is

focused on actions for obtaining true knowledge. But

whatis pureintelligence or true knowledge? How does

one focusintelligence or applyit?

First, the basic mechanismsof gathering knowledge

are considered. The Eastern views here do not differ

very much from contemporary Western views. The

individual is active through five sense organs (percep-

tion) and five motor organs (action). These ten exter-

nal organs are the means by which the individual

experiences the external world. The five motor organs

are for speech, grasping, locomotion, reproduction,

and excretion.It is not usual in contemporary Western

psychology to pay particular attention to the motor

organs while discussing intelligence, but, like the sen-

sory organs, they contribute to our experience and

knowledge.

The ten external organs are contrasted to the three

so-called internal organs, that is, the mental functions.

These concepts cannotbe precisely translated into En-

glish, but the three internal organsare best described

as the mind, which both reasons andis the activity of

reasoning; the ego, or ego-sense, which both “ego-sen-

ses” (described below)and is the activity of “ego-sens-

ing”; and intelligence (Buddhi), which both is and

attains true knowledge.

The mind collaborates with the ten external organs

in collecting experiences; its functionis thinking, es-

pecially making inferences. Next, experiences are

presented to the ego, or ego-sense, which tries to as-

similate the information, and then presents it for eval-

uation and discrimination by intelligence, or Buddhi.

The mind is therefore the first level of psychological

contact with sensory experience; its function is to

make inferences, just as the functions of the external

organsare to see, hear, touch, and so on. The ego, or

ego-sense, makes the mind’s representations one’s

own—in other words, its function is to put the stamp

of the individual on the representations presented

by the mind. Both representations and evaluations

are goal driven, the goal being the understanding of

the true nature of things, or the obtaining of pure

knowledge.

This goal is facilitated by certain attitudes of the

individual. One is the basic motivation for pursuing

the acquisition of knowledge, even when such pursuit

is hard to do. Attitudes promoting understanding aid

us in distancing or detaching ourselves, so that we may

promote freedom from the worries and anxieties of

life while we are trying to understandthe true nature

of experience.

This kind ofintelligence is “discerning,” or “pure,”

intelligence, which is superior to the ordinary kind of

intelligence. The latter has no single direction, it may

be focused on several unrelated ideas or on under-

standing many discordant objects and desires in one’s

life and the world. This kind of ordinary intelligence

can give us false knowledge because it is excessively

influenced by the present experience and transitory

desires of an individual, rather than being directed to-

ward the higher goal of acquiring true knowledge.

THE ELUSIVE PURE INTELLIGENCE

Intelligence in its purest form may be quite elusive;

however, it can be attained. As mentioned above, some

detachment and distancing are necessary so that intel-

ligent activity may be free from the pressure of im-

mediate sensory experience and memory before we

have a chance to sort them out and evaluate them as

helpful or unhelpful for obtaining true knowledge. Im-

pure intelligence, therefore, does not have or is not

guided by judgment and discrimination. Rather,it is a

victim not only of the pressures of immediate experi-

ence and memories but also of habitual associations,

desires, prejudices, and prejudgments.

It may sound strange to someone educated in the

West, but the goal of pure and discriminating intelli-

gence is to realize that the knower and the thing

knownare not different and in fact are not even two

separate entities. The distinction between the two may

be a necessary stage for the development of intelli-

gence. That stage has to be crossed, however, and ego-

centric thoughts, such as, “It is I whose experienceis

unique to me,” “It is I whose memory is unique to

me,” have to be ultimately given up to obtain true

knowledge by exercising discerning intelligence. Thus,

by definition, the true representation of knowledge

cannot be egoistic. We continue to remove our own

biases, prejudices, and prejudgments, which create

barriers between us and what we want to know. We

have created the idea of an imaginary someone whois
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residing within our minds and wants to know. We

seem to need this “little person” inside our head who,

as it were, perceives, memorizes, and thinks. Such

an imaginary person in the head is called a “homun-

culus” in contemporary psychology. This problem is

recognized in Eastern views. The necessity to have a

duality between an agent who knows, on the one

hand, and objects or ideas that are known, on the

other, has been recognized as the consequence of

egoistic thinking. A homunculus is not necessary for

another reason if the Buddhist philosophy is consid-

ered: Intelligence is an activity of the mind, and since

the mind’s activities follow one another in a stream of

consciousness, lasting only for a moment, a sense of

continuity in mental life can emerge. This idea of a

stream of consciousness is similar to that of William

James (1890).

EVOLUTION OF INTELLIGENCE:

TOP-DOWN OR BOTTOM-UP?

A nagging question in contemporary psychologyre-

lates to consciousness. Is it an outcome of brain pro-

cesses? If it is, can it also somehow influence the

processes of the brain? We cannot solve the question

of the relationship between consciousness and the

physical structure of the brain here, but we can de-

scribe Eastern views. According to these views, at the

top is pure consciousness, which does not have a ma-

terial basis. First to evolve from pure consciousnessis

discriminative intelligence, or Buddhi. Evolving out of

this discriminative and evaluative intelligence is ego-

sense, or consciousness of one’s own identity as an

individual. The mental functions evolve secondarily

out of intelligence and ego-sense. These mental func-

tions are reflected in the individual’s ability for per-

ception and actions. Next to evolve are the five

perceptual abilities and the five motorabilities. These

abilities then are attached to five basic elements, or

natural substances: earth, light, water, wind, and

space. Although this order of evolution is apparently

contrary to commonsense,it can be justified as a sub-

jective experience. Consider whether the top-down

view can be accepted: With the help of discriminative

intelligence, the materials that make up sensations,

emotions, memories, and impulses for actions are ob-

served. The elements of nature assume their form only

in our subjective world, and only throughthe so-called

internal organs (mind, ego-sense,andintelligence).

It is clear, then, that the world exists as represented

in consciousness. This representation must be kept

pure when,through the useofintelligence, the goal of

attaining true knowledgeis achieved.In Eastern views,

the top-downevolutionofintelligence and sensory ex-

perience makes it unnecessary to distinguish between

a material world that is unconscious and a human

world that is conscious.

INTELLIGENCE AND TEMPERAMENT

The representation of objects in consciousnessfol-

lows a top-down process, as described above. Intelli-

gence is used to reach as pure a representation as

possible. Two specific obstructions block the use of

intelligence, however. Thefirst is desire, and the sec-

ond is the inappropriate temperaments that constrain

the use of intelligence. Desire is broadly conceived of

as affect. The purpose ofintelligent discrimination is

foiled by affective overtones, which are very muchlike

dirt that covers a mirror. Desire adversely influences

the gathering of information throughthe sense organs,

as well as the inferencing and synthesizing that are

carried out by discerning intelligence. Neither positive

nor negative emotions facilitate the acquisition of pure

knowledge through the exerciseofintelligence.

Besides affect, or desire, three kinds of tempera-

ments may help or hinder the work ofintelligence

(Radhakrishnan, 1948). The helpful temperamentis a

spiritual temperamentthat fosters nonattachment,dis-

tancing its owner from affect, memory, and thestress

of sensory experience itself. A second,andless helpful,

temperament is an action-oriented one characterized

by passion, attachment, and thoughts of rewards dur-

ing the performance of certain actions. Such a tem-

perament does not promote an unbiased gathering of

knowledge and the exercise of discerningintelligence.

The third, the worst temperament, the so-called dark

temperament,is full of negative emotions and,in fact,

promoteslaziness and insensitivity. If intelligence is an

awakenedstate, the dark temperamentgivesrise to its

opposite. Every individual, however, possesses all three

temperaments; one of these may be given preeminence

at the time of using intelligence. Therefore, it is desir-

able to free intelligence from the influence of both the
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action-oriented and the dark, slothful state and to al-

low the spiritual temperament to prevail. There are

procedures discussed in the Eastern philosophies for

promoting the spiritual temperament and suppressing

the influence of the two others.

IMPROVING INTELLIGENCE

It is not easy to give up egocentricity and achieve

a state of intelligence that leads to true knowledge.

Anyone can attempt to do so, however. The usual

method recommendedis reflection. How does one re-

flect on egocentricity to free intelligence from its con-

straints? The following are some of the procedures

that traditionally have been recommended (Goddard,

1952). Through ignorance, we lose a sense of unity and

instead think of the body—oursense organs, feelings,

and cravings. We must be determined to remove such

ignorance, which makes us lose the sense of unity.

Speech should not reflect prejudice, anger, or selfish-

ness. Careless speech should be avoided. People should

seek to engage in charity, goodwill, patience, and per-

severance, as well as unity of purpose. They need to

develop “right mindfulness,” that is, a habit of looking

at the real meaning andsignificance of things without

being distracted by their apparent similarities to and

differences from other things. Finally, people need to

develop “right concentration” by avoiding distractions

and passing thoughts. All of these procedures require

long practice so that they may becomeanindividual’s

second nature. Only then is it possible to have a stage

of intelligence that allows attainment of real knowl-

edge.

THE EAST AND THE WEST

Eastern and Western viewsof intelligence, despite

a number of similarities, display major differences.

First, the similarities—Intelligence operates on experi-

ential knowledge and accumulated memory that have

been organized and stored. Experiential knowledgeis

derived from perceptual analyses, inference, analogical

reasoning, and materials learned from books and au-

thorities. The mind is “in charge” of experiential

knowledge as well as memory. Both views agree on

this.

Consider, then, how the Eastern viewsare distinct

from contemporary Western concepts of intelligence:

The activities of the mind are close to sources of

knowledge and thus are likely to be contaminated,

constrained, fickle, and idiosyncratic. Therefore, a dis-

criminating intelligence is needed—distancing itself,

witnessing the activities of the mind, and attempting

to attain a real, or true, knowledge. Obstructionsarise

on the way to exercising discriminating intelligence,

mainly in the form of emotions and unwanted tem-

peramental characteristics. Desire, passion, and biases

constrain intelligence. So do the inappropriate tem-

peraments that orient an individual to the “darkness”

of ignorance, sloth, and impulsivity or to “action”

characterized by a desire for knowledge that is driven

by immediate utility, pride, assertiveness, and so on.

Western psychology does not consider that affect and

right temperament are a prerequisite for the use of

intelligence (see, e.g., Sternberg, 1987).

The other major difference is that the Eastern view

regards intelligence as constantly evolving, getting

closer to a state of “pure” knowledge by dint of an

individual’s efforts. These efforts are not only directed

toward gathering valid and appropriate knowledge,

which Western views would support, but arealso di-

rected at the attempt to rise above the influences of

desire and unfavorable temperaments through right

ideas, effort, and reflections. Every individual is capa-

ble of this evolution. Since Eastern views reject the

Western dichotomy between mind and body, they re-

ject any sharp distinction between humans and other

animals—all of them can be placed in hierarchical

states of evolution of consciousness. In the case of hu-

mans, higher and higher states can be reached until a

stage where the distinction between the knower and

the known becomesnonexistent. At this point, intel-

ligence becomes identical with knowledge, which is

the culmination of the process of knowing.

How do the Eastern and Western views influence

people’s behavior? The answeris a speculative one un-

til careful ethnographic studies are carried out. Con-

sider how the Easterner may attribute success, for

example,to intelligence, effort, luck, and the possible

order of these factors. Effort would be the prominent

factor, along with luck, unless the person has an intel-

lectual defect. Everyone can try to develop a higher

stage of intelligence. Right attitudes and habits are

critical for achievement. Rightattitudes include appro-

priate moral and ethical values as well as right
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temperament(a slothful temperamentis totally inap-

propriate for achievement). But chancefactors play an

important role as well; among them are birth in an

advantageous family, social environment, and chance

meetings with a good mentor. Whether these beliefs

have influenced the current achievement of Oriental

children in schools, not only in China, Japan,and India

but even in the United States, is something to con-

sider.
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EEG EVOKED POTENTIALS

ity can be demonstrated by graphing brain waves as

Brain activ-

measured by the electroencephalograph (EEG), an ap-

paratus that senses and records. Theelectrical activity

of the brain can be recorded from the scalp by placing

electrodes on it in standard positions; the resulting

electric potentials are channeled through the enceph-

alograph, which converts the impulses into the ver-

tical movement of a pen over paper.

The electrical activity of the brain was first dem-

onstrated by the German psychiatrist Hans Berger in

1929, when he identified alpha waves. Most normal

adults have an alpha rhythm (8 to 12 cycles per sec.),

associated with wakeful relaxation, which largely van-

ishes with thinking or opening the eyes. Beta rhythm

waves (13 to 30 cycles per sec.) are fast, and are as-

- sociated with normal conscious waking conditions;

they are often found in anxious people and canalso be

induced by drugs. Theta waves (4 to 9 cycles per sec.)

are slower than alpha waves and are found in many

normal adults. EEGs vary according to age, emotions,

metabolic changes, drugs, and states of conscious-

ness—including sleep. They are used to monitor brain

and metabolic diseases. They are also being used to

study human intelligence.

In psychology, recent interest has focused on the

psychophysiological variables correlated with intelli-

gence—andpresumably underlying it. Psychophysio-

logical, hormonal, or other biological structures and

functions most probably intervene between the most

basic molecular and genetic structures of the human

organism, such as deoxyribonucleic acid (DNA) and

behavior; DNA does notinfluence behavior directly. It

would be advantageousto find such intermediary bio-

logical processes, and it is expected that they would

be somewhatinfluenced by societal environmental fac-

tors—an important consideration for childrearing.

It should be noted that investigations of the biolog-

ical determinantsof the intelligence quotient (IQ) have

been undertakenlargely to understand intelligence for

scientific purposes, not necessarily for practical pur-

poses (Eysenck, 1982), biological studies of the type

described here might help make our theories morein-

clusive.

From the beginning of EEG studies in the 1930s,it

was assumed that ordinary EEG measures might give

someindication of brain functioning, but early results,

mainly reported in the 1960s and 1970s, were contra-

dictory and on the whole disappointing (see the review

by Deary & Caryl, 1992). Recent studies, such as the

workof Gasser et al. (1983), have been more encour-

aging: They found that greater power (morecycles per

second recorded) within a given band—particularly

the theta band—correlates positively with higher IQ

(but more so in mentally retarded subjects than in nor-

mal subjects).

Correlationsas high as .60 for retarded and .34 for

normal groups have been obtained with a children’s

intelligence test, the Wechsler Intelligence Scale for

Children. Coherence measures mayalso be important;

Thatcheret al. (1983) found that bright children had

lower coherence(i.e., similar patterns between differ-

ent electrodesites), indicating that more differentiated

brain activity is associated with intelligence. The most

extensive study of spontaneous EEG and intelligence

is by Giannitrapani (1985); an important conclusion
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of his work is that brain activity, in particular, narrow

electrical brain wave frequency bands, may be impor-

tant for the correlation of an EEG measure with IQ.

Consideration of different topographicsites is also im-

portant.

Our own study of ninety-three adult subjects

(A. E. Hendrickson, 1982; D. E. Hendrickson 1982,

see Eysenck, 1973) yielded results that support Ertl’s

findings. Table 1 gives the latency and amplitude cor-

relations when auditory stimuli were used, combining

latency and amplitude, and correcting for attenuation

(the shrinkage associated with measuresless than per-

fectly reliable) would suggest a correlation of between

.6 and 7. Note that short latencies and large amplitudes

predict high IQ, as one might have predicted. Other

studies (e.g., Calloway, 1973; Gucker, 1973; Shucard

& Horn, 1972, 1973) gave similar results, with the

added suggestion that the amount of variability in the

brain wave evoked by the presentation of a visual stim-

ulus might correlate negatively with IQ. (Because ofa

poorsignal-to-noise ratio in AEP work, large numbers

of repetitions are required to get an averaged score for

each point in the trace, very muchasin reaction time

measurement; the more variable the resulting brain

wave scores are from one of the same stimulus repe-

tition to another, the greater the measured variability

of the EEG for that individual.)

Figure 1 shows the differences in AEPs for bright

(high-IQ) and dull (low-IQ)children from Ertl’s work.

It will be clear that far more apparent than the differ-

ences in latency and amplitude are differences in the

complexity of the wave form. Thus, the dull children

have simple sinusoidal waves (a simple up-and-down

wave), whereas the bright ones have a much more

complex smaller set of waves superimposed on the

simple sinusoidal ones. This suggests that the variability

of the EEG wave response to the stimulus presented

may be more important than the latency or amplitude

of the brain’s response. Specifically, modulations of the

AEP waves can only be recorded if successive repeti-

tions agree on their troughs and peaks; whenthere is

variability in the form of the successive waves, then a

trough on one evocation may fall on a peak on another,

thus canceling out.

This notion, already latent in Ertl’s work, was de-

veloped into a theory ofintelligence and tested spe-

TABLE1

Correlations of verbal, spatial, and total scores on

the AH4intelligence test with evoked potential

latency and amplitude
 

 

Verbal Spatial Total

Latency

P, — Al — 39 — 44
N, — 44 —~ 38 — 45
P, — 48 — 44 — 50
N, — 34 — 35 — 38
P, — AI —.29 — 38
N, —.29 —.25 — 30

Amplitude

A, 31 10 22
A, AS 25 37
A, 31 19 27
 

NOTE: Numerical subscripts refer to successive waves;

P and refer to positive and negative deviations,

respectively.

cifically by A. E. Hendrickson (1982) and D. E.

Hendrickson (1982). They argued that EEG variability

is producedbyerrors in the transmission and process-

ing of information through the cortex, probably at the

synapses; that high IQ depends onrelatively error-free

transmission of information, and that for this reason

IQ could be measuredbest in terms of variability. Hen-

drickson and Hendrickson used two measuresofvari-

ability: one direct measure (variability at each 2-msec.

point on the abscissa, averaged over all data points),

and the indirect “string measure,” so called because

originally a string was laid over the wave form, and

then measured for length, on the assumption that the

complexity of the wave would increase the length of

the wave. (Later, of course, more sophisticated meth-

ods were used.)

The Hendricksons tested 219 high school students

and correlated the IQ scores of each (measured by the

Wechsler Adult Intelligence Scale) against each stu-

dent’s EEG variability and string length, with resulting

correlations falling around .70 and a composite EEG

that correlated .83 with IQ, an unusually high corre-

lation. In a second sample, consisting of sixteen court

stenographers, EEG string length correlated .80 with

IQ, EEG variability correlated —.66 with IQ. Con-
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SOURCE: Eysenck, 1982.

currently, Blinkhorn and Hendrickson (1982) tested

thirty-three undergraduates in a replication attempt

and found a correlation of .54 between string length

and IQ.

Later studies have sometimes confirmed and some-

times disconfirmed the Hendrickson and Hendrickson

theory, although methodology, electrode placements,

and other important details were usually sufficiently

different to make comparisonsdifficult. Several studies

suggest that the N140—P200 section of the EEG wave

(i.e., the difference in height between the negative part

of the wave at 140 msec. and the positive part of 200

msec.) is of particular importance in producing a true

correlation between EEG andIQ,as well as giving the

strongest heritability estimates. Clarification is clearly

needed, but in terms of numberof subjects, adequacy

of methodology andclarity of effect, the original Hen-

drickson and Hendrickson studies remain unsurpassed

(Eysenck, 1986), even though the size of the correla-

tion is almost certainly too high to bereplicable.

Schafer (1982, 1984) followed another line of ar-

gument, which might not be irreconcilable with the

hypothesis of error-free transmission of information

through the brain. He argued that bright subjects

should be characterized by adaptability, in the sense

that they would commit fewer neurons than would

dull subjects to processing known(repetitive) sensory

input but would show greater response to unknown

(novel) stimuli. For seventy-four normal adults he

found correlations of around .60 between IQ and his

Neural Adaptability Index. In a later study, Schafer

(1984) tested forty-seven normal subjects and found a

correlation of .59 between IQ andhabituation, another

measure of EEG adaptability. Correlation data in the

original study were such that all subjects with low

EEG adaptability had low IQs, but not all high-adapt-

ability subjects had high IQs. Here, too, a repetition

of that study following the exact format of Schafer,

and using large groups of normal subjects (not stu-

dents), would be required to be certain of the conclu-

sions to be derived from this work.

A third approach, not unrelated to the EEG vari-

ability error theory, is based on the view that if the

AEPresponses of high-IQ individuals have more peaks

and troughs in a shorter space of time, then analysis

of the frequency spectra might provide a more formal
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way of dissecting the underlying shape of the wave

forms. In fact, Bennett (1968) and Weinberg (1969)

found correlations of .40 to .60 between IQ and “the

natural frequency of the dominant function” (Bennett)

and IQ and meanspectral density (Weinberg).

In summary, we may draw the following conclu-

sions. (1) Several EEG and AEP measures have been

found to correlate with IQ, in adults as well as in chil-

dren. These correlations range from about .20 or lower

to .80, with or without correction for unreliability and

range effects (i.e., the fact that when only students are

used, the range of intelligence involved is less than it

would bein an unrelated group, thus lowering all cor-

relations with IQ). (2) The variables that an inves-

tigator must control in order to achieve a high

correlation are not well understood; this makes suc-

cessful replication of such studies difficult. Better un-

derstanding is needed of the precise meaning of AEPs

at different frequency bands, different stimulus inten-

sities, and different electrode placements. (3) Some

findings do suggest theoretical interpretation, such as

the discovery that differences relatively early in stim-

ulus processing (around 200 msec.after the presenta-

tion of the stimulus) yield the best correlations with

IQ. This may be interpreted to mean that weare deal-

ing with stimulus-analysis mechanisms that may play a

causal role in producing differences in ability. (4)

Aboveall, as Deary and Caryl (1992) emphasize,

As well as continuing the search for the single EEG mea-

sure of brain activity which correlates most highly with

g, it is now time for research workers to examine in

greater detail the empirical relationships between IQtest

scores and the numerous EEG and AEP measures cur-

rently available, with an emphasis on the information

such brain wave measures provide about underlying

mechanisms of intelligence.

(See also: EYSENCK, H.J.)
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ERROR OF MEASUREMENT

has made many important contributions to the theory of

Psychology

measurement. Because psychological traits and char-

acteristics cannot be directly observed, psychologists

must rely on indirect measures of these constructs.

Because all measurement in science is imperfect, psy-

chologists have developed mathematical theories

to assist them in determining how well tests measure

psychological traits or characteristics.

The theoretical basis for mental measurement be-

gan in the late nineteenth century with attempts to

measure intelligence (Spearman, 1904). From those

beginnings, psychology has expandedits ability to ac-

curately measure several other mental constructs. To-

day, the measurement theory derived from these early

efforts is applied to all forms of testing, including

achievementtesting, licensure and certification exam-

inations, and clinical diagnoses, as well as measures of

ability.

The advances that psychology has made were pos-

sible, in part, because of the conclusions from the

theory of measurementerror. Strictly speaking, psy-

chologists and measurement theorists in other fields

do not directly address the accuracy of measurement,

rather, they approach thereliability of tests in terms

of the relative absence of error. Classical test theory

assumes that every measurementof an individual con-

tains some amount oferror. By making certain as-

sumptions about these errors, for example, that they

are as likely to be positive as negative, and that they

are not systematically related to the actual observed

test score, test theory derives a numberof conclusions

that define the properties of error in measurement.

Although new approaches to the measurementof error

have been developed,classical theory is still useful for

understanding psychological measurement.

Psychological measurement is not more prone to

error than measurementin other fields. All scientific

measurementis subject to error. However, psychology

is a self-conscious discipline, and the inferences about

individuals that are often made on the basis of test

scores increase the importance of a thorough under-

standing of the role of error in producing those scores

(Nunnally, 1967, p. 173).

Classical test theory is based upon relatively simple

assumptions about the nature of test scores. In this

section, the assumptions that constitute the underpin-

ning for measurement theory will be outlined briefly

and their importance for the construction of instru-

ments to measure mental concepts will be discussed.

TRUE SCORE THEORY

True score theory in psychology represents a

measurement model that describes how the scores in-

dividuals receive on tests are derived. The “basic as-

sumption”of true score theory (Gulliksen, 1987, p. 4)

relates the observed scores (X) to the sum of two com-

ponents: true score (7), and error(E):

X=T+H+E (1)

This equation simply says that the two components

must be added together in order for one to derive the

observed score. Although other assumptions could be
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made (for example, true scores and error scores could

be multiplied together in order to derive the observed

score), an additive relation is much simpler mathe-

matically and allows the derivation of many otherre-

lationships that are useful in the construction of

measurement instruments.

True score theory treats the observed score as a

“fallible score” (Ghiselli, 1964, p. 221). The observed

score is consideredfallible because the theory assumes

that the trait or characteristic measured bythe testis

measured with error. This error masks the true level

of the trait or characteristic the individuals possess, the

true score. True score theory describes how the true

score and error score contribute to an individual’s ob-

served score.

The most important component of the observed

score for an individual is the true score. One version

of true score theory assumes that individuals possess

stable characteristics that can be measured at a given

point in time (Ghiselli, 1964, p. 221). This assumption

does not necessarily imply that the characteristic for

that individual is immutable over time. For example,

the ability to solve problems in mathematics may in-

crease as the result of study and instruction, or de-

crease becauseoflack of practice. This version of true

score theory assumes only that a test can accurately

measure how much mathematics knowledge an indi-

vidual possesses when the test is administered. These

stable characteristics are assumed to explain why in-

dividuals are able to correctly answer the items on the

test. However, other versions of the theory derive the

same results assuming distributions of scores over sev-

eral testings of the same individual on the sametest or

on parallel tests (Allen & Yen, 1979, pp. 56-71; Nun-

nally, 1967, pp. 175-184). Many psychologists prefer

this version because the existence of a platonic trait or

characteristic need not be assumed (Lord & Novick,

1968, pp. 27-29).

The second componentthat contributes to the ob-

served score an individual receives on a mentaltest is

error. True score theory assumesthat test scores fluc-

tuate due to factors other than the individual’s level

on the characteristic that the test measures. These

other factors are called error (Lord & Novick, 1968, p.

28). Two kinds of error may contribute to fluctuations

in observed scores: random error and constant error

(Gulliksen, 1987, p. 6). Constanterror refers to fluctua-

tions in the observed scores that are systematically in

the same direction. A tape measure that has been

stretched from repeated usewill always underestimate

the length of the object measured, and consequently,

the errors will always be negative. (The errors will al-

ways be negative because from the basic assumption,

it follows that E = X — T, and therefore, the “true

length”is longer than the tape measure shows.) Con-

stant or systematic errors are not dealt with in true

score theory, which is concerned primarily with ran-

dom error.

If errors are random,by definition there will be no

systematic pattern in the errors in observed scores:

erroris as likely to be negative as positive,as likely to

be large as small. Since the errors display no systematic

pattern, it is reasonable to assume that over a sufh-

ciently large number of cases the average of the ran-

dom errors will be 0. That is, true score theory

assumes that in repeated testings of the same individ-

ual, there will be as many positive errors as negative

ones, and that they will cancel out each other. Of »

course, for any given test and for any given individual,

this assumption will not hold.

From the basic assumption andthe fact that on av-

erage errors are equal to 0, it follows that the mean

true score equals the mean observed score. Over a

large numberoftests, the average observed score an

individual receives will equal that individual’s true

score. This is another definition of true score that does

not require postulating the existence of an unobserved

trait or characteristic of the individual.

If errors are random,it also follows that the error

scores will not be related in any way to the true scores

of a population of individuals. In other words,individ-

uals with high true scores will be no more likely than

individuals with low true scores to obtain positive or

negative error scores. Further, the error scores on one

test will not be systematically related to the true scores

or the error scores on anothertest. These assumptions

are extremely useful in the derivation of other char-

acteristics of true scores and error scores.

PARALLEL TESTS

Another useful concept in true score theory is the

idea of parallel tests, or parallel forms of the sametest.

Tests that measure exactly the same characteristic in

 

396



ERROR OF MEASUREMENT
 

exactly the same way are parallel. In other words, it

makes no difference which test is used in measuring

an individual (Gulliksen, 1987, p. 11). Clearly, if one

test is better than another for a particular purpose, the

two tests are not parallel. The conceptofparallel tests

is important in estimating the reliability of mental

measurements.

Mathematically, for two tests to be parallel, the true

score that an individual receives on one test must

equal the true score he or she receives on the other.

Likewise, the errors of measurement on the twotests

are equal. In terms of observed scores, the means and

standard deviations (the square root of the variance

and a measure of the variability of the scores) on par-

allel tests are equal, and the error scores on the two

tests are not related in any way. Finally, psychologists

can prove that the correlation of the scores on two (or

more)parallel tests are equal. These results enable psy-

chologists to compute estimates of the reliability of

mental tests from the observed scores of individuals

on a test.

RELIABILITY OF MENTAL MEASURES

The basic measure of RELIABILITY is the extent to

which a test provides consistent results whenit is re-

peated. Conceptually, reliability is the correlation be-

tween true scores and observed scores. In terms of

true scores and error scores, reliability (Pxx’) is the

proportion of true score variance that an observed

score explains. Typically, this is expressed as the ratio

of true score variance (0;,”) to observed score variance

(O;*’):

ri de?
Pxx = O7'/0>x (2)

Whenthatratio is 1, there is no error variance andall

the variance in the observed scores is due to true

score; when that ratio is 0, the observed scores only

reflect random fluctuations. Measurementsinclude er-

ror so the values ofthe reliability coefficient range be-

tween 0 and 1.

The relationships among the variances of true, er-

ror, and observed scores that can be used to derive an

equation for the error score variancethatis expressible

in terms of the variance in observed scores and the

reliability of a test:

1 = (3)Ox(1 — Px’)

The square root of this equation has been given a spe-

cial name, thestandard error ofmeasurement (O;,), and can

be computed from estimates of the standard deviation

of the observed scores (sx) on the test and the reli-

ability of the test (ryx'). This quantity is extremely

useful in estimating the characteristics of the true

scores for a test. There are several ways of estimating

the reliability of a given test and the most familiar

techniques will be discussed below.

ESTIMATES OF RELIABILITY

Because true score is a theoretical concept and can-

not be observed directly, the actual correlation be-

tween these true scores and observed scores must be

estimated from the observed scores on tests. The re-

lation between the scores on parallel tests can be used

to estimate the correlation between true scores and

observed scores and to evaluate the accuracy of the

estimate of true scores provided by a given test. In

practice, it is not possible to construct or to administer

large numbersofparallel forms of a measurementin-

strument. Therefore, psychologists have devised differ-

ent methods for collecting information about an

individual’s performance on at least two tests or on

the same test on different occasions that allow them

to calculate estimatesof reliability.

First, a measure of test-retest reliability can be

computed by administering the same test to the same

individuals on different occasions and correlating the

scores from the two administrations. This correlation

provides an estimate of the correlation between true

scores and observedscores on the test. Since the same

test is administered on both occasions, the assumption

that the tests are parallel is met. However, two other

factors may contaminate the results of this method.

On one hand, individuals may be influenced in re-

sponding on the second administration by their per-

formance on the first administration of the test. If

individuals simply repeat answers they remembergiv-

ing on the first testing, or if they benefit from the

practice obtained by taking the test the first time, the

results of the two administrations will not be indepen-

dent. Therefore, the assumptions that allow psychol-

ogists to use the correlation between the observed

scores on the two administrations as an estimate of

reliability will not be met. On the other hand, the time
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be whateverit is that intelligence tests measure (Bor-

ing, 1923).

Despite or because of these problemsin definition,

different theories of intelligence have developed over

the years that incorporate a cultural component. For

example, R. B. CATTELL (1963) discusses two types of

intelligence—fluid andcrystallized. Fluid forms of in-

telligence are often viewed as nonverbal, culturefree,

and involving adaptive abilities. These abilities enable

an individual to adjust to new situations and tasks.

Fluid intelligence increases until adolescence and then

levels off. Crystallized intelligence, on the other hand,

may be based upon cultural transmission and assimi-

lation, whichis influenced by formal and informal ed-

ucational factors throughoutlife. Cultural assimilation,

in part, refers to the process of accepting the values

and beliefs associated with the dominantculture often

transmitted through the educational system. Crystal-

lized intelligence is usually measured by traditional

intelligence tests. (See FLUID AND CRYSTALLIZED INTEL-

LIGENCE, THEORY OF.)

Arthur JENSEN (1973) proposed a two-level theory

suggesting that abilities are of two “broad classes”—

Level I and Level II. Level I abilities include those that

involve short-term memoryandrote learning. LevelII

abilities include those that involve mental manipula-

tion, generalization, transfer of information, reasoning,

and problem-solving. LevelII abilities are associated with

GENERAL INTELLIGENCE and maybe genetically based. Al-

though similarities exist between Cattell’s theory of

fluid and crystallized abilities and Jensen’s Level | and

Level II abilities, Jensen reports that fluid and crystal-

lized abilities may be either Level I or Level II.

Jensen believes that these two levels of intelligence

are present in all populations. Level | abilities are dis-

tributed evenly in all populations, and LevelII abilities,

on the other hand,are distributed differently in upper

and lower social classes and in varying ethnic groups:

“The majority of children now called ‘culturally dis-

advantaged’ showlittle or no deficiency in Level I abil-

ity but are about one standard deviation below the

general population mean on tests of Level II ability”

(Jensen, 1970, p. 25). Jensen and A. R. Inouye (1980)

examined Level I and Level II abilities in relation to

three ethnic groups—Asian Americans, blacks, and
—be,. py cg 8.wg 8 Ott. Oe 2). *2 .). ) ..)] COLL) 0)|. tk

and Asians obtained high scores on Level II measures

(i.e. nonverbal IQ), and blacks obtained lower scores.

Blacks and Asians also scored lower on Level I tests

(ie., memory tasks) in comparison with whites. Blacks

differed more from whites on LevelII abilities than on

Level| abilities. Jensen and Inouye (1980) did not pro-

vide definitive interpretations of these findings. They

cite the possibility of a genetic explanation because

“differential selective pressures for different cognitive

abilities in the evolutionary histories of these groups”

(p. 49) may exist. In addition, cultural origins are also

likely as differences are evident in “values, motivation,

and styles of child rearing that currently predominate

in each of these populations” (p. 49).

Other theories also suggest that various cultures

may influence the development of one type ofability

over another. For example J. P. Das (1973) noted that

culture may create preferences for a particular form of

information processing. R. Case and J. Pascual-Leone

(1975) report that culture may influence a person’s

modeof perception or cognitive style. Others indicate

that race differences in intelligence cannot be attrib-

uted entirely to a single cause (Borkowsky, Krause, &

Maxwell, 1985). They cite racial differences in strategy

use in their research. Race-related differences in plan-

ning and other higher order intellectual processes are

believed, in large part, to be related to early environ-

mental stimulation in the home.R. J. Sternberg (1985)

discusses a contextualist view of intelligence, suggest-

ing that intelligence should be considered with respect

to the circumstances in which a given individual de-

velops and operates.

RELATIVE SCORING PATTERNSBY

ETHNIC GROUP ON MEASURES

OF INTELLIGENCE

Cultural differences between ethnic and racial

groups influence the development of mental abilities,

as cultures may foster certain unique ways of behaving.

Ethnic andracial group differences have been of inter-

est to researchers with respect to patternsof intellec-

tual abilities (e.g., Backman, 1972; Jensen, 1973).

D. J. Reschly (1978) compared the performance of

white, black, Chicano, and Native American Papago
bk:]ase OF zl. ‘nA7....1..1] .. Ti.¢plli c~nnnn CHAl. fc... OL]
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strument is appropriate as a measure of intellectual

ability for different ethnic groups.

Studies have also used Jewish participants as a sep-

arate ethnic—religious group. T. Sowell (1978) noted

an average IQ for this group of 109 on the California

Test of Mental Maturity based upon data obtained in

the 1940s. Current research also supports the finding

that Jewish IQs tend to be above the national average.

The higher IQs obtained may derive from the emphasis

placed upon achievement and education within the

Jewish culture. M. E. Backman (1972) compared Jew-

ish whites, non-Jewish whites, blacks, and Asians from

a project known as TALENT. Ethnicity accounted for

9 percentof the difference associated with the pattern

of the abilities (i.e., shape) across the various intelli-

gence measures. Ethnicity accounted for 4 percent of

the difference associated with level of the pattern (i.e.,

higher or lower performance across the different

tests). Gender accounted for the largest proportion of

the differences in abilities.

R. L. Taylor and S. B. Richards (1991) compared the

patterns of ability of black, Hispanic, and white chil-

dren of ages 6 to 11 on the WISC-R. The WISC-R

consists of twelve subtests and is the most widely used

individualized intelligence test in the United States. A

description of these subtests is presented in Table 1. The

findings indicate that black children performed better

on verbal tasks, Hispanic children performed better on

visual—spatial tasks, and white children performedbet-

ter on tasks requiring abstract thinking and knowl-

edge. The Hispanic children scored highest on three

of the eleven subtests of the WISC-R: Picture Com-

pletion, Block Design, and Object Assembly subtests.

The group of white children scored highest on the

Information and Similarities subtests, and the group of

black children scored highest on the vocabulary sub-

test. Taylor and Richards (1991) noted that greater

differences existed between the scores obtained within

the groups ofblack and Hispanic children, whereas the

white children were “more consistent regarding their

overall pattern of skills” (p. 8). Hispanic children

scored higher on the average in nonverbalthan in ver-

bal areas within group, whereas the opposite was true

for the black children.
A comprehensive review of thirty studies using

the Wechsler scales with Native Americans included

ninety-three groups and subgroups (Vraniak, 1993).

Results indicate that these samples of American Indi-

ans obtained an average verbal IQ of 83 and perfor-

mance IQ of 100. The average difference between the

verbal and performanceabilities was 17 (see also Na-

TIVE AMERICANS).

A study of 6,869 children of various ethnic groups

(white, Hispanic, black, Native American, and Japa-

nese) examined the profiles of abilities yielded on the

WISC-R (Suzuki & Gutkin, 1993). The group of white

children scored at approximately 10 across each of the

subtests, yielding a full scale IQ of 100 as the average

for the white children. The groups of Hispanic, black

and Native American children scored below the white

children in overall intelligence (full scale IQ). The

Native American and Hispanic groups demonstrated

relative strengths in visual-reasoning in comparison to

verbal-reasoning abilities as noted by subtest differ-

ences. The sample of black children obtained a profile

that wasrelatively flat and consistently below the white

average. The sample of Japanese children showed the

most dramatic profile, with overall strengths noted on

the visual-reasoning and performancesubtests in com-

parison with the verbal subtests, with the exception of

arithmetic. In this study, whites obtained an overall

IQ of 102 (Verbal IQ= 102, Performance IQ = 103),

Hispanics 91 (Verbal IQ = 88, Performance IQ = 96),

blacks 88 (Verbal IQ=88, Performance IQ = 90),

Native Americans 88 (Verbal IQ = 83, Performance

IQ=95), and Japanese 106 (Verbal IQ= 96, Perfor-

mance IQ=117). These results must be interpreted

with caution as within-ethnic group differences ap-

peared among Native American tribal groups and

possibly among the Hispanic subgroups. Regional dif-

ferences were also observed among the samples of

black children. Specifically, children from different

tribal groups and from different Hispanic groups

scored differently across the various subtests. In addi-

tion, the sample of Japanese children was an interna-

tional group and may not have been representative of

average Japanese Americans.

POSSIBLE REASONS FOR DIFFERENT

ETHNIC SCORING PATTERNS

The examination of intelligence across different

ethnic and racial groups becomes complex because a

number of other variables can affect the measurable
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TABLE1

Description of WISC-R subtests
 

Verbal/Performance

Subtest Nature of Items Timed Scale
 

Information This subtest consists of questions tapping Verbal

the child’s general fund of

knowledge.

Similarities This subtest consists of questions Verbal

requiring the child to identify

similarities between pairs of words

presented orally.

Arithmetic Arithmetical problems presented orally Verbal

and in written form, requiring a

verbal solution comprise this

subtest.

Vocabulary This subtest asks the child to define Verbal

wordsorally.

Comprehension Questions requiring social judgment Verbal

comprise this subtest.

Digit Span In this subtest, the examiner verbally Verbal

presents a series of random

numbers andthe child is asked to

repeat the numbers in the same or

backward sequence.

Picture Completion Onthis subtest, the child is asked to J Performance

identify a missing part in a series of

pictures.

Picture Arrangement The child is presented with a scrambled J Performance

series of picture cards andis asked

to sequence them to conveya story

that makes sense.

Block Design A design consisting of colored blocksis J Performance

illustrated with blocks or a picture.

The child’s task is to reproduce the

design utilizing the blocks

provided.

Object Assembly Onthis subtest, the child is asked to J Performance

assemble puzzle pieces to form a

recognizable whole as quickly as

possible.

Coding The child is asked on this subtest to J Performance

reproduce symbols in a code.

Mazes Onthis subtest, the child is asked to J Performance

complete a series of paper/pencil

mazZes.

 

SOURCE: Wechsler, D. (1974). Manualfor the Wechsler Intelligence Scalefor Children—Revised. New York: The Psychological

Corporation.
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elements of intelligence. Research has indicated that

there are intragroup differences in IQ. For example,

Native American tribal groups and various Hispanic

groups (Cuban, Chicano, Mexican) score differently

from one another on measures of intelligence. Other

issues include possible cultural bias and cultural load-

ing on measuresofintelligence, acculturation, assimi-

lation, and socioeconomic status.

Cultural Bias.

lated abilities has been controversial, given the alleged

The study of intelligence and re-

bias in the measurement of mental abilities and the

utilization of test scores. Court cases have challenged

the use of intelligence tests with minority children;

some black psychologists have demanded a morato-

rium on intelligence testing (Jackson, 1975); and at-

tempts to reduce the disproportionate numbers of

minority children in classes for the mentally retarded

are examples of the incidents that have arisen in at-

tempts to resolve the race, ethnicity, and IQ contro-

versy.

Specifically in the 1960s, a condition knownas the

six-hour retarded child was identified. This phrase refers

to those children who wereclassified as retarded based

upon standardized IQ measures but who nevertheless

were able to live productive lives within their com-

munities. The “six hours” referred to the time these

children spent in school. When these cases finally

wound upin litigation, lawyers argued successfully

that minority children were categorized dispropor-

tionately as “retarded” even though they functioned

adequately in their homes and communities.

Decadesearlier, in 1958, Shuey reviewed approxi-

mately 72 studies analyzing a total of 36,000 black

children and concluded that they tended to score one

standard deviation (approximately 15 IQ points) below

white children on standardized IQ measures. This dis-

crepancy between blacks and whites has been identi-

fied as one of the best documented phenomena in

_ testing today (Reynolds, 1982).

Despite this empirical finding (also obtained in

Suzuki & Gutkin, 1993) the discrepancies betweendif-

ferent ethnic groups on IQ tests have been viewed by

some writers as evidence that the tests are biased

against particular minority groups. Discrepancies among

scores earned by whites, blacks, and Hispanics often

appearin the literature (e.g., Dean, 1979; Laosa, 1984;

Reynolds, 1982, as well as studies cited previously).

Despite the views of supporters of the minority po-

sition, they have often been unable to prove conclu-

sively that many of our most commonly used measures

of intelligence are biased against particular minority

groups (e.g., Oakland & Parmelee, 1985). There is a

difference between cultural test bias and test fairness.

Test bias is defined as “systematic error in the esti-

mation of some‘true’ value for a group of individuals

while test fairness relates to the application of a test

in some decision-making process such as selection,”

for example, special education versus regular class-

room placement (Reynolds, 1982, p. 186).

Cultural Loading. Intelligence tests can becul-

turally loaded without being culturally biased. Cultural

loading refers to the degree of cultural specificity pres-

ent in a particular test. American intelligence tests in-

clude items that refer to the history of the United

States from a majority perspective. Virtually all tests

are bound in some way to the unique aspects of the

culture in which they were developed (Reynolds,

1982). Tests must to some extent be relevant to the

definition of intellectual behavior within a particular

culture.

Other Factors.

crepancies in intelligence based on acculturation and

Researchers have observed dis-

assimilation. Groups ofindividuals of different national

origins who have been in the United States longer ap-

pear to score differently from those groups who have

recently immigrated (e.g., British and European groups

versus Haitians). Regional or geographic differences

(e.g., the southern versus the northern states of the

United States) have been noted in the literature with

respect to IQ discrepancies as well. Language dif-

ferences and cultural values have also been factors

influencing measured intelligence. Culture-free or

nonverbal tests (measuring perceptual and visual-rea-

soning skills) recur as alternatives to traditional IQ

tests. Ethnic minority children often do not perform

any better on “culture-fair tests,” however, than on

traditional measures ofintelligence (Sattler, 1988).

A numberof specific problems involving the re-

search designs and related methodologies have ham-

pered progress in discerning the pattern ofintellectual

abilities for various ethnic groups. Results remain in-

conclusive and inconsistent because of mixed samples

of referred versus nonreferred participants in the same

study, small sample sizes, and unrepresentative groups.
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When samplesizes are too small or include individuals

with a mixture of other uncontrolled variables, such

as handicapping conditions, the results of such re-

search cannot be generalized to the ethnic group as a

whole. Within the context of these limitations, the

remainder of this essay addresses the comparison of

different ethnic groups on various intelligence mea-

sures with respect to socioeconomic status, regional

differences, and language.

In an early, frequently criticized study, G. S. Lesser,

G. Fifer, and D. H. Clark (1965) provided one of the

first demonstrations of the apparent differences in pro-

files of abilities among ethnic groups. The researchers

administered a modified version of the Hunter College

Aptitude Scales for Gifted Children (an instrumentfor

assessing verbalability, reasoning, numerical reasoning,

and space conceptualization)to first-grade pupils from

four ethnic groups in New York City—Chinese, Jew-

ish, black, and Puerto Rican. The major findings were

as follows: (1) differences in social class (e.g., poor,

middle class, or high-income families) were associated

with somesignificant differences in the level of each

mental ability examined, but did not produce signif-

cant differences in the patterns of these abilities,

(2) differences in ethnic background did correspond

with significant differences in both the level of each

intellectual ability measured and the patterns among

these abilities; and (3) social class and ethnicity af-

fected the absolute level of each mental ability but did

not affect the patterns among these abilities. Exami-

nation of within-ethnic group profiles yielded the fol-

lowing: (1) Chinese children did better on space,

number, and reasoning tests and relatively poorer on

verbal tests; (2) black children obtained their highest

scores in verbal ability and lower scores on number,rea-

soning, and space; (3) Jewish children did best on verbal

tasks and performed lowest on spatial tasks, their nu-

mericalabilities were relatively high, (4) Puerto Rican

children demonstrated less variability in their mea-

sured abilities in comparison with the other groups;

their best performance occurredin tasks involving spa-

tial abilities, and their poorest performance was on the

verbal measure.

Similar overall findings were also reported by T.

Sowell (1978) in his work with the Urban Institute.

The research he conducted incorporated approxi-

mately 70,000 IQ records of students across the

United States from over a dozen ethnic groups. Data

were collected over varying periods, some up to fifty

years. Sowell examined the data to determine histori-

cal patterns of mental test results. His review of stud-

ies in the area of IQ differences among American

ethnic minorities yielded increases as large as 20 IQ

points over decadesas “past disadvantaged groupsrose

socioeconomically” (p. 229). For example, Sowell

noted that for the United States, the pattern of Asian

IQ scores is “a relatively simple one of lower-than-

average IQs in the early years (of the 20th century)

and higher-than-average scores in the later years” (pp.

212-213). He also reported that Asian-American chil-

dren scored higher than white children on particular

subtests that did not involve a language component,

suggesting that language may affect performance on

traditional IQ measures. Sowell also found that the

overall median IQ of black Americans ranged from 82

to 98 across the fifty-year span. Sowell observed re-

gional differences for black children as discrepancies

were evident between black children living in the

South (whose IQs were lower) in comparison with

other areas of the United States. Sowell reported that

black Americans living in the South generally score

lower than other black Americans, possibly due to en-

vironmental factors. For example, “poorer schooling

and other social constraints on blacks in the South

have led to poorerintellectual performances”(p. 228).

He also noted that scores for blacks (on particular

tests) have “risen by larger increments than have

scores in the general population in response to such

environmental improvements as better teaching or

better test familiarity and test environment” (p. 229).

Sowell’s study also revealed within-ethnic-group

differences as surveys conducted by the Urban Insti-

tute between 1930 and 1970 indicate that Chinese and

Japanese-American median IQs ranged from 101 to

108, and Mexican-American median IQs ranged from

82 to 87. Similar score ranges were found for Puerto

Ricans and Hispanics. A 10-point increase resulted for

Mexican Americans on the California Test of Mental

Maturity between 1950 and 1960, and a systematic

rise in IQ for Puerto Rican children was found as the

numberof years of attendance in schools in the United

States increased for different samples of Puerto Ricans.

The importance of language in relation to assess-

mentis critical. Although tests of intelligence may be
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translated into various languages, the different versions

of such tests may not be parallel with respect to the

abilities measured. Recall that the test items remain

culturally loaded, that is, relevant to the culture in

which they were developed. In addition, researchers

must address the language dominance and language

proficiencyof the children being examined “becauseit

provides information necessary to conduct accurate

assessmentsof other intellectual abilities” (Olmedo,

1981, p. 1083).
In conjunction with lower socioeconomicstatus are

a numberof other factors that impact the measured

abilities of particular ethnic groups. D. Amante and

colleagues (1977) report that “levels of neurological

integrity vary along a socioeconomic gradient and be-

tween ethnic groups” (p. 524). Neurological integrity re-

fers to the level of intactnessof the brain. In particular,

they suggest that the impact of malnutrition/under-

nutrition, as well as inadequate prenatal and postnatal

care, are specifically related to dysfunction in children

and linked to the socioeconomic status of minority

groups. However, many other studies relating to these

same factors have not showna relationship between

intelligence test scores and malnutrition or any of

these other variables.

CONCLUSIONS

Numerousinvestigations have provided group com-

parisonsin the levels of measuredintelligence of dif-

ferent ethnic populations. The findings of such studies

have been criticized by writers who believe that they

depend on the specific measures ofability used and

the ethnic groups and samples included. Nevertheless,

most studies have reported differences in the average

score ontests of intelligence, as well as in patterns of

ability across the various ethnic groups. These results

should be interpreted with caution, as this same body

of research also reveals wide ranges of ability within

each ethnic group (e.g., regional and tribal differ-

ences). In addition,factors such as language, accultur-

ation, cultural differences, socioeconomic status and

other issues, may impact differences in measured in-

telligence associated with ethnicity. In conclusion,

although disparities in measurable average levels of in-

telligence have consistently been reported, the reasons

for these racial—-ethnic differences, as well as for dif-

ferences across different samples within the same eth-

nic—racial groups, remain unclarified.

(See also: ASIAN AMERICANS; HISPANICS; JAPANESE; NATIVE

AMERICANS; RACE AND IQ SCORES.)
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See EEG EVOKED POTEN-

EVOLUTION OF HUMAN INTELLIGENCE

The study of the evolution of humanintelligence pro-

vides a window into the history of what makes us as

humansso special and distinct from all other species.

Ourintelligence alone sets us apart as qualitatively dif-

ferent from, and in many ways superior to, the other

animals on our planet. The questions of why and how

we are different intellectually have intrigued scientists

from a numberofdifferent disciplines, including psy-

chology, anthropology, biology, and evolutionary sci-

ence. Taken together, the work of these scientists has

provided a great deal of insight into how wediffer

from other species and suggests several plausible hy-

potheses concerning why these changes might have

occurred.

How and why wehave evolved intellectually are

the topics of this entry. Ideas and suggestions from

different scientists will be discussed below. As will be-

comeevident, none of the theories can be accepted in

their entirety, but collectively they provide some in-

teresting perspectives on our evolution and some

thought-provoking ideas about how this evolution

came to occur.

UNIQUENESS OF
HUMANINTELLIGENCE

The degree to which the human speciesis unique

amonganimals is disputed among theologians andsci-

entists. For instance, somereligions (e.g., Christianity)

view animals and humans as spiritually distinct,

whereas others (e.g., Hinduism) view them as at dif-

ferent points on a continuum (Gibson, 1990). In the

scientific realm, this argument has been spurred by

evolutionary theory. Although heated disagreement _
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still exists between evolutionists and creationists, the

data suggesting that we evolved from earlier life forms

is convincing. As H.J. Jerison (1982, p. 737) stated,

“The evidence is overwhelming.” Yet, even among

evolutionists there is no agreement on whether there

is a qualitative or quantitative difference between

humans and other species. The primary difference

between the species, of course, centers on their

respective intellectual capacities. The main questionis

whether humanintellectual capacity differs from other

species in terms oftotal brain size and memory and

information-processing capabilities (e.g., Jerison, 1973,

1982) or in terms of total brain reorganization (e.g.,

Holloway, 1966, 1968). Support for, and theories fa-

voring, each of these views can be found.

A working definition of intelligence is central to

this discussion. Two typesof intelligent behavior were

identified by R. J. Sternberg and W.Salter (1982) as

summarizing intellectual expressiveness: adaptive and

goal-directed behaviors. Intelligent behavior that is

adaptive is successful in meeting the challenges pre-

sented either by the individual or by the environment.

These challenges and the behaviors they generate may

differ across species, but the conceptis useful because

of its cross-species applicability. Adaptive behavior is

not sufficient to demonstrateintelligence, however. Be-

havior must also be goal-directed to demonstrate intel-

ligence. Again, the goals and the ways in which they

are reached will differ across species and individuals.

BRAIN SIZE AND

NEURAL REORGANIZATION

It has becomeclear that brain size is related to de-

gree of intelligence across species, although this does

not clearly hold within species, where small differences

in brain size are not relevant. Yet, absolute brain size

is not a useful measure. Rather, allometric brain size

(brain size relative to body size) is the measure that

relates to intelligence (Gibson, 1990). For instance, the

brains of elephants and whalesare larger than those of

humans, but when adjusted for body size, human

brains are allometrically the largest (and, we believe,

the most intelligent).

A personliving today has a brain almost four times

as large as one of our human ancestors who lived more

than 3 million years ago. The rapid growth of the brain

in Homo wastied only somewhat to increasing body

size. In other words, the increase in brain size was not

merely a by-product of natural selection for bigger

bodies but also an unprecedented evolutionary event

(Falk, 1992).
The increase did, in certain ways, follow general

patterns for the evolution of larger brains that have

occurred across a numberof species: Neurons became

larger and increasingly spread out, and the cerebral

cortex became more and more convoluted to accom-

modate its increase in surface area. In the human

brain, the increase in cortical and resulting convolu-

tions occurred primarily in the prefrontal and poster-

ior association areas. The prefrontal areas mediate

goal-directed behavior and provide the formative bases

for personality. The posterior association areas inte-

grate input from the senses (hearing, smell, etc.) and

put them together in meaningful ways.

The size of the brain does seem to be related to

intelligence level. The relationship between increased

brain size and higher generalintelligence has held over

examination of a wide range of species (Jerison, 1982).

A numberofresearchers have also postulated that

neural reorganization is a key componentin the evo-

lution of humanintelligence (e.g., Gibson, 1990). For

example, the humanbrain is three timesas large as the

brain of a chimpanzee, yet has only 1.25 times as many

neurons. This relatively low density of neuronsis ac-

companied by more interneuronal connections (axons

and dendrites), suggesting that the humanbrain is de-

signed for a high level of intercellular communication

andintegrated information processing (Parker & Gib-

son, 1979). The increase in connections for each neu-

ron provides humans and other large-brained species

with increased differentiation of sensory and motor

units, therefore making a wider variety of sensory and

~ motor behaviors available. This variety allows organ-

isms to combine and recombinea vast array of sensory

and motor behaviors, thus allowing them to exhibit

greaterintelligence (Gibson, 1990).

Thus,it is clear, as described above, that our neural

interconnections, and consequently brain size, have in-

creased dramatically in complexity and size in the last

few million years. Given these changes, the pressing

question of interest now is how and why this evolution
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has taken place. Several theories have been proposed,

but none are completely satisfactory. A brief summary

of these theories and possible problems with each are

presented below.

ONTOGENY

RECAPITULATES PHYLOGENY

The increasingly complex and sophisticated cogni-

tive stages through which children pass from birth to

adolescence (ontogeny) has been comparedto the cog-

nitive growth of humansas a species (phylogeny). Very

simply, Jean PIAGET (1952, 1954) described cognitive

development in children as a succession of stages

whereby newschemes or ways of interacting with the

environmentare assimilated into the existing schemes

in such a wayas to produce qualitatively different cog-

nitive capabilities (see Table 1). Very young infants

have sensorimotor intelligence, according to Piaget,

meaning that their knowledge about the world is con-

fined to what they have learned through direct mo-

toric interactions with objects and people around

them, but they are incapable of abstract thought. At

about 1% years of age, toddlers become capable of

preoperational thought, at which time they begin to

TABLE1

learn language andare able to organize their thoughts

and their knowledge into various rules and classes. Not

until about age 7 are children able to engage in con-

crete operational thought, reasoning deductively about

phenomenathat are concrete. Finally, in adolescence,

the emergence of formal operational thought allows

the use of abstract images and thought. This final stage

is considered by Piaget to be the highest stage of cog-

nitive development, a stage that only humansare ca-

pable of achieving. Each of Piaget’s stages builds on,

and supersedes, the previous stage, although cognitive

processes from earlier stages may be evident during

stressful or cognitively taxing situations. (Although Pi-

aget’s theory is not universally acceptedin its entirety,

most psychologists would accept at least some element

of his point of view.)

This characterization of increasingly complex cog-

nitive ability over time has led some researchers to

hypothesize that the progression of cognitive abilities

parallels the progression that occurred evolutionarily

for our species (Gibson, 1990; Parker, 1985). S. T. Par-

ker and K. R. Gibson (1979) have hypothesized that

the intellectual and neocortical stages of development

in today’s human children recapitulate the stages of

intellectual and neocortical growth throughout human

Piaget’s stages of cognitive development
 

 

Cognitive Stage Age Description

Sensorimotor period Birth-18 mo. Infant learns about world through motoric

interactions; learns to differentiate self

from the world; begins to understand

cause andeffect.

Preoperational period 18 mo.—7 yrs. Child begins to use symbols and represent

one thing with another; begins to use

language; becomesbetter able to take

another’s perspective.

Concrete operational 7 yrs.—12 yrs. Child becomes able to use logic on

period observable and manipulable objects;

becomesproficientat taking another’s

perspective.

Formal operational 12 yrs. + Adolescent can use abstract thought; can

period reason on abstract or verbal statements;

can reflect on own thinking andstill

consider others’ viewpoints.
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evolution. Therefore, understanding how children

learn and grow intellectually may help us understand

how humanintelligence evolved.

As support for their theory, Parker and Gibson

(1979) stated that the common ancestor of great apes

and humans displayed a rudimentary form of intelli-

gence similar to that of children 1-4 years old. This

intelligence arose as the first hominids used tools for

extractive foraging (removal of embedded food, such

as cracking open a nut) to obtain food. The descen-

dants of the first hominids, in turn, displayed intelli-

gence similar to that of children 4-7 years old. This in-

telligence was an adaptation to the complex tool-using

involved in hunting, such as aimed-missile throwing,

stone-tool manufacturing, and shelter construction.

Parker and Gibson’s theory has received support, |

but others have pointed out a variety of situations in

which the growth and development of the intellect of

children today could not possibly follow the samepat-

tern as the evolution of intelligence in humanhistory.

For example, C.J. Brainerd (1979) stated that the abil-

ity to understand and produce speech appears in hu-

man children long before the ability to throw objects

accurately, while the course of evolution must have

been exactly the opposite.

Thus, although it is interesting and possibly useful

to consider the ontogeny of human intelligence as a

recapitulation ofits phylogeny,it is clear that this view

is not without flaws. The forces that were acting on

the humanspecies during its evolution are not the

same forces that are acting on children today during

their intellectual growth from sensorimotor intelli-

gence to formal operations. Children today generally

do not hunt in the wild for their food, and the tools

that they construct are usually not necessary for sur-

vival. Those forces that were at work during hominid

evolution must be studied in order to understand the

evolution of humanintelligence. Several theories that

incorporate such forces are reviewed below.

THEORIES OF BRAIN GROWTH

AND REORGANIZATION

A numberoffactors have been proposed as the im-

petus for the evolution of the human brain (and con-

sequently intelligence), including hunting (Ardrey,

1961) and food sharing (Isaac, 1979). Many of these

theories share common foci by hypothesizing either

tool use or social interaction as the prime mover of

the adaptive evolutionary trend.

Proponents of the tool-use theory have suggested

that tool using, toolmaking, and the related social re-

quirements of our ancestors’ hunting modeoflife cre-

ated powerful selection pressures for new intellectual

abilities, such as planning, memory, and more complex

and more efficient communication. Hominids with

these abilities were more likely to survive and repro-

duce, passing on the abilities to the next generation

(see Mayr, 1970, Tobias, 1967).

A numberoftheorists do not support the tool-use

theory atall, instead viewing social interaction as the

prime mover in the development of human intelli-

gence. R. W. Byrne and A. Whiten (1988) have hy-

pothesized that social behavior is more intellectually

demanding than tool use and is thus more likely to be

the prime mover. Many postulated scenarios incorpo-

rate different aspects of social interaction as the im-

petus for the evolution of human intelligence. For

example, Byrne and Whiten (1988) have proposed a

“Machiavellian expertise” explanation of brain evolu-

tion, wherein clever individuals relentlessly selected

cleverness in their mates and more clever individuals

had a greater survival advantage and were morelikely

to reproduce. This selection produced a powerful

spiraling effect, with each generation exhibiting in-

creasing levels of intelligence, until the human brain

reachedits presentsize.

Vigorous debate exists on the question of whether

tool use or social behavior has played the more sub-

stantial role in the evolution of human intelligence.

The myriad evidence and arguments for each theory

(and various combinations of the two) are beyond the

scope of this article. Perhaps most important is that

many theorists have rejected the polarization of the

social and technical (tool-use) theories, arguing that

social structure, language, and advanced tool use form

a single and unique adaptive complex. In humans, no

single component could survive and advance without

the others (Gibson, 1991). For example, our ancestors

used language asa highly efficient form of expression

to share new tool-using techniques among themselves

and to pass them on to successive generations.
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ADAPTATION VERSUS

PREADAPTATION

Certain theorists have hypothesized that tool use

and the social requirements of hunting are not suth-

cient to explain the evolution of humanintelligence.

K. R. Fialkowski (1986) cited an incongruency be-

tween the rate of acceleration in brain volume and the

corresponding rate of sophistication in tool use. In the

Lower and Middle Pleistocene, the brain doubled in

size, yet no similar breakthrough was made in tool

complexity. Fialkowski therefore theorized that the

increase in the volume of the human brain was a

“preadaptation,” that is, a side effect of unknown ad-

aptation that had nothing to do with intelligence. Pre-

adaptation was the only way, Fialkowski maintained, to

explain why the brain of human ancestors did not

develop into a simpler one, sufficient for a pack-hunt-

ing predator, such as a wolf. The humanbrain,asit

developed, far exceeded predator requirements.

Fialkowski suggested that the initiator of changes

in the brain was the stress of heat involved in persis-

tence hunting, the lengthy chasing of prey on the hot

savannas. Brain tissue is sensitive to heat, and a rise of

only 4° or 5° Celsius can create malfunctions in brain

cells. The early human hunters had developed various

cooling mechanismsfor long-persistence hunting (e.g.,

loss of fur, body-cooling evaporation). However, these

mechanisms were insufficient for long runs at higher

temperatures. Brain volume and the numberof neu-

ronal connections therefore increased to improve the

reliability of the brain, so that even if somecells mal-

functioned, enough would remainto sustain vital func-

tions. This theory required that the brain structures

that changed the most should have been those that

maintained vital functions, because those areas would

need the increased number of neurons and intercon-

nections to remain reliable when some neurons mal-

functioned understressful heat conditions. However,

the exact opposite was the case; the change waspri-

marily in association areas, not in those subserving vi-

tal functions.

D. Falk’s (1990) radiator theory could perhaps re-

solve this incongruity. Falk suggested that bipedalism

(walking on two feet) resulted in the development of

a “radiator” for the brain that enabled the rapid in-

crease in the brain size of human ancestors. Briefly,

bipedalism caused a rearrangement of cranial blood

vessels. This new arrangement cooled the brain far

moreefficiently than blood-flow systems in the brains

of other primates, enabling the brain to grow in size

without becoming overheated. Falk also stated that

thermal stress is more problematic to some parts of

the human brain than to others. The cerebral cortex,

which is on the outer surface of the brain, could pos-

sibly be more susceptible to damage from increased

temperatures than are structures deeper in the brain.

Cortical areas (including the prefrontal and association

areas) would therefore grow more neurons and neu-

ronal interconnections than would any other part of

the brain because they were moreat risk under stress-

ful heat conditions and would need the growth to main-

tain reliability of their functions (Fialkowski, 1990).

A numberofcritics of preadaptation theories argue

that such theories focus merely on the removal of

brain-size constraints (like heat stress). A number of

other constraints on brain size (such as metabolic-

nutritional requirements and skull size) have also been

pointed out (Barton, 1990). Critics charged that the

removalof all constraints was necessary, but not suf-

ficient, for the evolution of the humanbrain;it did not

provide the driving force behind this evolution. This

point brings us back to the original question (with a

slight revision related to constraints): Once constraints

on brain size were removed, what factors actively se-

lected for the growth of the human brain and human

intelligence: tool use, hunting, social interaction, a

combination of these, or forces as yet unknown?

The array of proposed causal factors of the evolu-

tion of humanintelligence are varied andinteresting.

Consensushasnot been reached on exactly whatfacets

of the organization of the brain have caused our unique

type of intelligence, let alone the formative events that

led to the brain changes. Several distinct factors, in-

cluding foraging and social manipulation, are likely to

be equally and perhaps interactively important, with

no one cause sufficient to explain ourintellectual evo-

lution. These questions are likely to remain subjects of

study for anthropologists and comparative psycholo-

gists for years to come.

CONCLUSION

Our intelligence as humans makes us unique as a

species, different from any other in terms of ourlevel

of intelligence. Although the degree to which our in-
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telligence has evolved may differ quantitatively from

_ the degree of evolution among other animals, such as

_ chimpanzees and dolphins, it nonetheless sets us apart

qualitatively in terms of our quality of life and our

mastery of our environment. Abstract reasoning,

which we achieve when weare cognitively capable of

formal operations at approximately age 12 (Piaget,

1954), allows us to make a cognitive leap from simply

observing and acting on the world around usto ac-

tually imagining the world as it could be and hypoth-

esizing and responding accordingly. Even before that,

at approximately age 2, we begin to acquire a language

system that is sufficiently complex to allow efficient

communication amongourselves.

If, as Piaget has suggested, formal-operational

thinking and abstract reasoning are the most advanced

stages of intelligence in humanstoday, then it is easy

to assume that we have reached the pinnacle of our

intellectual evolution. D. A. Taylor (1982) took this

concept to new heights by suggesting that our ability

to think has allowed us to eliminate disease and hun-

ger, allowing both the weak and the strong to survive

and reproduce equally, thereby preventing genetic im-

provements across generations; he thus concluded that

“evolution appears to be over.” Unfortunately, disease

and hunger have not been eliminated, so it is possible

that even higher intellectual development will some-

day occur.

(See also: ANIMAL INTELLIGENCE: PRIMATE.)
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EXPERTISE See KNOWLEDGE.

EXPERIMENTAL DESIGN All research be-

gins with questions: How many kinds ofintelligence

are there? How much do people vary in intelligence?

Howmuchvariation is due to genetic factors, or to

specific environmental factors (such as prenatal drug

use)? Can intelligence be changed? The purpose of re-

search design is to plan a study that will enable the

question of interest to be answeredas fully and exactly

as possible, with the least equivocation and the fewest

possible unverified assumptions. Although somere-

search designs are simple, most are not becauseit is

usually necessary to eliminate various plausible rival

hypotheses.

This article describes several types of research de-

signs: experimental, quasi-experimental, correlational,

longitudinal and repeated measures, and twin and fam-

ily studies. Each has advantages and disadvantages, and

some are useful for answering specific kinds of ques-

tions.

Experimental designs (and attempts to approximate

them,called quasi-experimental designs) attempt to make

fair comparisons of groups of people that were treated

differently; these designs therefore emphasize the

eliminationofplausible rival hypotheses about why the

groups differ on some characteristic of interest. Other

types of studies (e.g., surveys) are more descriptive,

and for these studies a primary goal is to obtain a

sample that is representative of the population one

wishes to describe. In the terminology of Campbell

and Stanley (1966), the experimental study has inter-

nal validity as its primary criterion; the interestis in

whether the treatment had an effect on the people in

the study. The descriptive study has external validity

as its primary criterion: the interest is in the applica-

bility of the results to a specific population.

The research design process includes construction

of measurement proceduresand instruments, selection

of subjects to be studied, assigning subjects (in a ran-

domized study) to different treatments (or measure-

ment conditions), collection of data, and statistical

analysis. Statistical analysis goes hand-in-hand with re-

search design; one should never design a study without

knowing how to analyze the data. While statistical is-

sues will be discussed only minimally here, anyone

whodesigns research should realize that for every re-

search question, there must be statistical hypothesis

tested or an unknown quantity (parameter) estimated.

If one cannot specify the statistical methods that

would be used to answer the research question, then

the research question may be specified too vaguely and

thus may be unanswerable.

MAJOR CATEGORIES OF STUDIES

The research de-

sign that provides the most unequivocal evidenceis the

Randomized Experiments.

true experiment, in which individuals are randomly

assigned to different treatments. If we are interested

in whether cognitive training can increaseintelligence,

then we could randomly assign some people to receive

training and others not to receive it. By assigning peo-

ple at random, we makeit extremely unlikely that the

two groups differ systematically from each other be-

fore the training period begins. Therefore, if the

groups differ in intelligence after the first group (typ-

ically called the experimental, or treatment, group) has

been trained, and the other (called the control group)

has not, we can be reasonably sure that the difference

is because of the training, and not because the groups

differed before training. While only the simplest de-

sign wasillustrated here, a later section describes de-

signs that deal with some complications that can arise

in the research process.

Quasi-Experimental Designs. Quasi-experi-

mental designs, like experimental designs, involve

comparisons of groups of people that received differ-

ent treatments, but do not use randomization to de-

termine whois in each group. For example, suppose

we did not randomly assign some people to receive

experimental treatment, but just measured some who

happened to choose to take a course that promised

increased cognitive abilities, and we measured some

others who did not take such a course. A comparison

of these groups would provelittle, because we would
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not know whethera difference was a result of training,

or of the tendency of people with higher (or lower)

intelligence to take such courses. Therefore, preexist-

ing differences between the groups would be plausible

alternative hypothesis to the hypothesis we wantto test,

whichis that the cognitive training has an effect. One

goalin designingresearchis to eliminateas manyplau-

sible alternative explanations of the results as possible,

so that the only plausible remaining explanationis the

one the researcher wants to test.

Although randomization is usually considered the

best way to eliminate alternative explanations for

group differences, nonrandomized studies are not nec-

essarily worthless. Some quasi-experimental designs

have morecontrols for plausible alternative hypotheses

than do other designs. For example, suppose that sub-

jects were not randomly assigned to groups, but that

each subject was given an intelligence test before the

training period (a pretest) as well as afterward. This

simple addition to the design eliminates or reduces the

likelihood of many otherwise plausible explanations.

For example, if the groups were not equal at thestart,

the extent of the initial difference can now be mea-

sured and accountedfor.

Other general strategies for eliminating plausibleal-

ternative hypotheses are matching, statistical control,

and selection modeling. Matching is done by finding,

for each person getting treatment, another person who

is similar to the first person, but who did not get the

treatment. By the use of this technique, one can re-

duce the bias in comparing the two groups. Unfortu-

nately, it is not possible to match pairs of people on

all important factors, because it is impossible to know

all important factors, let alone measure them perfectly.

Omission of important factors for matching, and er-

rors of measurement, will both contribute to bias in

the estimate of a treatmenteffect.

Another approach is to measure as many relevant

influences on the outcome as possible. The research

then constructs a statistical model to predict the out-

come from knowledge of treatment status and these

other potential influences (called control or contrast vari-

ables). The statistical model provides an estimate of the

effect of treatment for people who are the sameonall

control variables. |

If the outcome of interest is cognitive ability in

somearea, then any prior measurerelated to that abil-

ity would be a useful control variable. In the best case,

one would have a pretest score; in a worse case, per-

haps only the number of years of education. This

methodis analogous to matching, but is much simpler

to accomplish than actually having to search through

the pool of control subjects to find a match for each

experimental subject. As with matching, plausible al-

ternative hypotheses usually involve omitted control

variables and imperfect measurement of control vari-

ables that are included.

A third strategy, commonly called selection modeling,

is to constructa statistical model to predict who will

get the treatment and whowill not. This may be pos-

sible even though the researcher has no control over

who gets the treatment. If all important factors are

included in such a model, then the selection process

can be accountedforstatistically in calculating an un-

biased estimate of the effectof treatment. As with the

other strategies one can seldom be sure that all im-

portant factors have been included.

Correlational Designs and Causal Models.

Suppose that one is interested in determining how

strongly intellectual developmentis affected by various

environmental variables. Many such factors cannot

easily be manipulated: parents’ educational levels,

occupation, family income, characteristics of the

neighborhood, and quality of schooling. Another com-

plication is that someof these variables may affect each

other as well as affecting intellectual development.

Even worse, it is often possible to measure important

influences not when they occur, but only after the fact

(ex post facto). Yet in spite of these problems, a statis-

tical method called path analysis can be used to test

various theories about which variables are important

influences on each other and onintellectual develop-

ment.

A common dictum in the social sciences is that

> which means“correlation does not imply causation,’

that two variables can be related to each other (cor-

related) without any necessary causal connection be-

tween them. While this is true, it is also true that

causation implies correlation; if one variable has a

causal influence on another, then the two will be cor-

related (all other things being equal). It is this rule that

is used to advantage by path analysis: Different models

are specified about which variables affect which other

variables. By examining the actual pattern of correla-
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tions amongthe variables, the researcher can eliminate

models whose predictions are not consistent with

whatis observed. Models that are consistent with what

is observed are moreplausible than those that are in-

consistent with the data, although it is never possible

to prove that a particular modelis correct.

Longitudinal Studies. Many research ques-

tions involve the course of growth and development.

In young children, for example, one might measure

vocabulary size as a crude index of intellectual devel-

opment. If groups of children of different ages were

measured, we could see what the average child was

like at each age, but if we want to see how individual

children grow, then we must measure the same chil-

dren at different ages. A longitudinal study is one in

which individuals are measured at several ages, and

usually involves the same or similar measurements at

each age. Longitudinal studies allow the examination

of individual growth, and of how growthpatterns dif-

fer with stable characteristics—for example, how

vocabulary growth in children varies with the educa-

tional level of the mother.

Comparative Studies. Do people from differ-

ent countries, cultures, or subcultures process infor-

mation in different ways? To what degree is the

development of cognitive abilities affected by changes

in a culture? Comparative studies are designed to an-

swer such questions. Methodological difficulties abound

for researchers doing comparative studies, because so

many plausible alternative hypotheses about the rea-

sons for differences exist, including language dif-

ferences.

To

whethera trait is influenced by genetic factors, and if

Twin and Family Studies. determine

so, to what degree, people who differ in degrees of

relatedness must be studied to see whether the de-

gree of similarity in the trait differs with degree of

genetic relatedness. The most usual such study in-

volves identical twins; because they have identical ge-

netic material, differences between them must be due

to environmental influences (see TWIN STUDIES).

COMMON VARIATIONSIN DESIGNS

Factorial Designs. Researchers are often able

to answer more than one research question in one

study. To expand on the original example of the eval-

uation of a cognitive training program, suppose that

the researcheralso believes that a new drug has some

prospect of increasing cognitive performance. Oneap-

proach might be to do two experiments; one would

evaluate the cognitive training program, and the other

would evaluate the utility of the drug. This approach,

however, would not only double the number of sub-

jects needed, but would also lose the ability to answer

questions such as whether the cognitive training is

equally effective for those who take the drug and those

who do not. Questions such as these are answered

statistically by the search for interactions, as will be ex-

plained below.

A study that would answer both questions at the

same time, as well as the question of whether there is

an interaction, would have participants assigned at

random to one of four groups. One group would get

cognitive training and the drug; one would get only

cognitive training, one would get only the drug; and

one would get neither. This type of design is known

as a factorial design; the two factors in this study are

cognitive training and drug. Thelevels of the factors

are “yes” and “no,” since for each factor, people either

do or do not get the treatment. Because each of the

two factors has twolevels, the design is knownas a 2

X 2 design; the notation reminds the researcher that

there are 2 times 2, or 4, conditions (also called cells)

in the study. :

The outcomevariable in this study would be a score

on some type of mental test. For each of the four

groups, we would calculate the mean (average) score;

statistical tests would determine whether or not dif-

ferences among these means were most likely due to

the treatment. As an example of the possible results,

the means of the four groups might be aslisted in the

following diagram:

Drug

Cognitive

Training Yes No

Yes 70 60

No 50 40

Looking first at the question of whether cognitive

training had an effect, one can average the groups who

did and did not get the drug, and find that those who

had cognitive training obtained an average of (70 +
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60)/2 = 65 on thetest, while those who did not have

cognitive training obtained an average of (50 + 40)/2

= 45. Therefore, cognitive training appears to have

raised scores by an average of 20 points. Next, looking

at the effect of the drug, one sees that those who were

given the drug averaged (70 + 50)/2 = 60, while

those who were not given the drug averaged (60 +

40/2 =
ance by 10 points.

50. The drug apparently increases perform-

Finally, we examine whetherthe effect of the drug

is the same for those who did get cognitive training as

for those who did not. For those who did, the drug

increased performance by 70 — 60, or 10 points,

while for those who did not, the drug increased per-

formance by 50 — 40 = 10 points. Because theeffect

of the drug was the same regardless of whetheror not

cognitive training was received, there is no interaction

between the effect of drug and the effect of training.

Another way of saying this is that the effects of

drugs and cognitive training are additive; if you get cog-

‘nitive training and the drug, your score increases by

20 points for cognitive training and by 10 points for

getting the drug, or by 30 pointsin all. A typical per-

son who gets neither cognitive training nor the drug

is expected to get a score of 40, while someone who

gets both is expected to get a score 30 points higher,

or 70. (To see what would happen if there were an

interaction, change any one numberin the table; for

example, change the mean for those getting both cog-

nitive training and the drug to 60.)

Sampling Issues. Amongthe basic decisions to

be madein any research are how manysubjects to use,

and how to allocate them to different treatment

groups. In surveys and comparative studies, it is also

important to consider how subjects are to be selected

from the population to which generalization is desired.

In general, the more subjects are included in a study,

the more precisely we can estimate important quan-

tities such as means, and the moreeasily we can detect

differences among groups. Too few subjects leads to

imprecise estimates and an inability to tell whether

groupsdiffer. Too many subjects wastes resources, en-

abling us to be more precise than we need to be, and

to detect differences that are too small to be of prac-

tical importance. The ability to detect a difference

between groups is measured by a quantity called sta-

tistical power.

Although researchers can always increase power by

including more subjects in a study, less costly methods

are often available. If we could match together pairs

of subjects who,before training, are similar in intelli-

gence, and randomly assign one personin each pair to

get the experimental treatment and the other to be

the control (receiving no treatment), then the power

of the study to detect effects will be increased. This is

called a randomized blocks design, because small blocks

of subjects are formed who are similar on a variable

related to the outcome, and members of each block

are then randomlyassigned to various treatment con-

ditions.

Stratification on potentially important predictors of

the outcome variable is another tool for increasing

power, but in addition, it allows testing for interac-

tions in a mannersimilar to factorial experiments. For

example, suppose weclassify students by the level of

education of their mothers (or fathers), using cate-

gories such as“less than 4 years of high school,” “high
99 66school graduate,” “college graduate,” and “professional

degree.” One can see not only whether education is

related to the outcome of the study, but also whether

the treatment has the same effect for people whose

parents had different amounts of education; if not,

there is an interaction between education and treat-

ment condition. Even if there is no interaction, strat-

ification is advantageous because the power to detect

effects is increased whenthestratifying variableis re-

lated to the outcome.

Incomplete Designs. Special designs have been

developed to handle particular problems. For example,

an experimenter may wish to include a large number

of factors in a design. If there are 10 factors, each with

only 2 levels, there would be 1,024 cells (conditions)

in the design, requiring at least 2,048 subjectsif there

were only 2 subjects per cell. To reduce the number

of subjects to a manageable number, experimenters

can choose to use only some of the 1,024 cells of the

design, and in extreme conditions to use only one sub-

ject per cell.-Such a design, called a fractional factorial

design, makes an assumption that the most compli-

cated interactions that might exist in the design in fact

are of negligible size.

As another example, one might have many schools

that can be included in a study, but with only a few

students might be available in each school. In fact,
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there maybe fewer students per school than there are

cells in the design. An incomplete blocks design would be

useful in this situation, enabling the researcher to be

sure that treatment effects can be separated from the

differences among schools.

Traditional experimental design considers only the

design of the current experiment, design in industrial

production has expanded to consider how to design

sequences of experiments to optimize the production

process, with the design of each experiment depending

on the results of the previous experiment. Such se-

quences of designs might be of use in discovering how

to optimize intelligence with the least cost of experi-

mentation.

FURTHER READING

Classic sources on important considerations in ex-

perimental and quasi-experimental design include

Campbell and Stanley (1966), Cochran (1983), and

Cochran and Cox (1957). The last is like many con-

temporary sources in that statistical as well as design

considerations are an integral part of the text. Most

recent texts on experimental design andanalysis differ

from prior works—not in the types of designs dis-

cussed but in the use of a more comprehensivestatis-

tical approach via general linear models. Typical of the

newerapproach are books by Woodward, Bonett, and

Brecht (1990) and Maxwell and Delaney (1990). An

excellent nontechnical work illustrating research de-

sign and the interpretation ofstatistical tests is Huck,

Cormier, and Bounds (1974). The design of sequences

of experiments to optimize industrial output is illus-

trated in the work of Box and Draper (1969). Maddala

(1983) discusses selection models, as well as other use-

ful new approaches to design and analysis developed

in the field of economics.
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DavID RINDSKOPF

EYSENCK, HANSJ. (1916—-  ) One of the

most famousand controversial psychologists of the lat-

ter half of the twentieth century and the leading ex-

ponent of the London school of biological and

quantitative psychology established by Francis GALTON,

Charles sPEARMAN, and Cyril BuRT, Hans Jurgen

Eysenck has madeprolific and influential empirical and

theoretical contributions to differential psychology,

most notably in the area of research on personality and

human mentalability. In his studies of personality, he

applied the quantitative methods developed by the

Londonschool, particularly factor analysis, along with

the hypothetico-deductive use of experimental meth-

ods involving the constructs of Ivan Pavlov and Clark

Hull. Eysenck’s prolific research is cited in many areas

of the psychological literature, including extraversion,

neurosis, behavior therapy, critiques of psychoanalysis

and Freudian theory, sexual behavior, the psychology

of politics, smoking and health, measurement and

theory of intelligence, behavioral genetics, race dif-

ferences, and creativity and genius. He has even ex-

amined parapsychology and astrology from an

objective andscientific standpoint. Modgil and Modgil

(1986) have edited a fairly comprehensive volume of

critical commentaries on Eysenck’s varied contribu-

tions.

Born in Berlin, Eysenck was the only child of com-

fortably well-off, cultured parents. His father was a

stage actor, his mother a movie actress. Graduating

from the Gymnasium in Berlin in 1933, the year that

Hitler came to power, he left Germany in protest and
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spent a summerin Englandat the University of Exeter,

followed by a few months in France at the University

of Dijon. In 1934 he enrolled at University College,

London, majoring in psychology under Sir Cyril Burt.

He received his bachelor of arts degree in 1938 and

his doctorate in 1942, whereupon he was appointed

chief psychologist at the Mill Hill Emergency Hospital

(London) during World WarII (1942-1945). He then

became psychologist at the Maudsley Hospital, Lon-

don’s leading psychiatric facility (1945-1950), fol-

lowed by promotion to reader in psychology and

director of the Psychology Departmentofthe Institute

of Psychiatry of the University of London (1950-

1955). From 1955 to 1984 he was professor of psy-

chology at the institute. As emeritus professor since

1984, he remained as active as ever, researching,

writing books and articles, giving invited lectures

around the world, and editing the international jour-

nal that he founded in 1980, Personality and Individual

Differences.

Eysenck’s contributionto intelligence consists of his

own considerable research output in addition to the

strong theoretical influence he has had on his col-

leagues and on manyother researchers who have made

significant contributions. Eysenck takes a “hard sci-

ence” approach, viewingintelligence not as a thing or

a denotative noun, but as a theoretical construct sim-

ilar to the basic concepts of physics, for example, mass,

gravitation, and potential energy. He insists that nei-

ther the subjective nor the behavioral manifestations

of intelligence—reasoning, memory,learning, problem

solving, and the like—can constitute a proper defini-

tion of intelligence nor does Spearman’s g (general

ability), which merely reflects the fact of individual dif-

ferences in intelligence. Rather than being a definition

or an explanation, g is a phenomenonitself in need of

explanation. This must involve constructs beyond sub-

jective and behavioral phenomena. While acknowledg-

ing the importance of factor analysis for analyzing the

correlational structure of abilities represented in a bat-

tery of diverse tests and for measuring independent

components of mental ability, such as g and various

group factors, Eysenck was amongthefirst to recog-

nize the impotenceof factor analysis for understanding

the causal basis of intelligence differences. The causal

question, he argued, must appeal to the methods of

behavioral genetics and neurophysiology.

Following D. O. HEBB, Eysenck emphasizes the es-

sential distinction between three classes of phenomena

associated with cognitive performance, referred to as

Intelligences A, B, and C. Intelligence A is the biolog-

ical substrate of mental ability, the brain’s neuroanat-

omyand physiology. Intelligence B is the manifestation

of Intelligence A and everything that influences its

expression in “real life” behavior. Intelligence C (first

so labeled by P. E. Vernon) is the level of performance

on psychometrictests of cognitive ability. Eysenck dis-

misses Intelligence B as unsuitable for scientific study

because it represents such a complex interaction of

Intelligence A with variation in a host of cultural, ed-

ucational, and othersocial and psychological influences

in the course of the individuals’ development, as well

as being confounded by personality and motivation,

thereby making it (Intelligence B) essentially unmea-

surable and unamenable to the purposes ofscientific

formulation. Intelligence C, however, being based on

psychometric tests of ability, does allow quantitative

andstatistical treatment of data andis indeed essential

for the study of mentalability. Tests vary widely in the

degree to which they reflect Intelligence A or Intelli-

gence B, however. Verbal tests with culturally and ed-

ucationally loaded items, for instance, are closer to

Intelligence B, while certain nonverbal tests of reason-

ing and problem solving using simple pictures or geo-

metric forms that are highly familiar to all examinees

may better reflect Intelligence A. The components of

variance in reaction time and inspection time that are

correlated with Intelligence C probably come even

closer to Intelligence A, and physiological measure-

ments derived from the average evoked potential, the

rate of glucose uptake in the brain detected by posi-

tron emission tomography (PET), and nerve conduc-

tion velocity in the brain (whichareall correlated with

intelligence quotient [IQ]) are the closest to Intelli-

gence A. In the latter part of his career, Eysenck fo-

cused on the empirical relation between Intelligence C

andits biological basis, or Intelligence A.

In the 1950s, Eysenck revived Galton’s hypothesis

that mental speed is what underlies individual difter-

ences in g. Measurement of the time that individuals

take to solve single test items of varying difficulty per-

mitted the analysis of test performanceinto three main

sources of variance: speed, continuance(i.e., persis-

tence of effort), and error checking. Because only
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speed can be truly regarded as a cognitive variable, the

other two variables really being aspects of personality,

Eysenck and his coworkers focused their research on

mental speed, as measured by choice reaction time,

inspection time (a measure of purely perceptual

speed), and the latency and waveform of brain-evoked

potentials. As evidence accumulated showing that

trial-to-trial intraindividual variability in these mea-

sures is more highly correlated (negatively) with g than

is speed itself, Eysenck promulgated the hypothesis

that g reflects the rate of errors in the neural trans-

mission of information through the cortex. In other

words, the level of a person’s intelligence depends on

the probability that neurally encoded messageswill be

transmitted to their destinations in the brain without

degradation or distortion by random “noise” in the

nervous system. This theory has some empirical sup-

port from studies of reaction times and evoked poten-

tials and is under continuing investigation.

(See also: EEG EVOKED POTENTIALS.)
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FACET THEORY Formulated by Louis GuTT-

MAN (1959, 1991), facet theory (FT) is fundamental to

the study of human intelligence. The central notion of

facet theory (FT), thefacet, classifies the elements of a

domain of interest into types. The facet “gender,” for

example,classifies persons into “males” and “females.”

Similarly, the facet “behavior modality”classifies atti-

tudinal behavior into “emotional,” “cognitive,” and

“actional” behavior. The use of several facets at the

same time partitions a domain of interest into multi-

faceted types. Intelligence items in FT, for example,

are defined as questions that ask about an individual’s

behavior and assess it on a scale from “very right” to

“very wrong”according to an objective rule (Guttman,

1965). A particular case of such items consists of the

tests in paper-and-pencil intelligence test batteries.

Among other challenges, these tests require the test

taker to find verbal analogies, solve arithmetic prob-

lems, and identify patterns that complete series of fig-

ures. Hence, they can be classified by the facet

“language of presentation” into “numerical,” “verbal,”

and “geometrical” ones. Because these tests relate to

different abilities, a second facet, “required mental op-

eration” arises. It classifies tests into those in which

the test taker has to “infer,” “apply,” or “learn” a rule

(Guttman & Levy, 1991). In combination, the twofac-

ets “language of presentation” and “required mental

operation” partition intelligence items into nine types,

such as numerical tests requiring the inference and ap-

plication of a rule and geometrical tests requiring the

learning of a rule.

In FT, facets are typically not just listed but rather

expressed in the framework of a mapping sentence,

which showsthe roles the facets play relative to each

other and relative to what is being observed (the

range). Consider the following statement: “Person (p)

performs on a task presented in (verbal, numerical,

geometrical) language and requiring (learning, appli-

cation, inference) of an objective rule > (very right,

very wrong) according to that rule.” The terms in pa-

rentheses are the facets. The persons are not facetized

further in this example. The questions are structured

by the two facets from above, “requirement” and “lan-

guage.” The range of the mapping sentenceis the scale

on the right-hand side of the arrow. The arrow sym-

bolizes an observational mapping ofevery person

crossed with every (doubly coded) test into the range

(data).

The development of a mapping sentence typically

starts with the range. For example, in assessing behav-

ior in termsof “right to wrong according to an objec-

tive rule,” which defines intelligence behavior, the

range shows what the items have in common. Facets

such as “language of presentation” or “required mental

operation,” on the other hand, denote how the items

differ among each other. Well-designed research typ-
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ically distinguishes thousandsof item types because the

numberof item types increases greatly with the num-

ber of facets.

If the facets are clear and their roles in the range

are well understood, mapping sentences provide con-

ceptualclarity and control over a field of interest. The

challenging hypothesis concerns the empirical control

that they possibly provide. A traditional formulation of

this hypothesis assumesthat the facets of the questions

should “explain” or “predict” the data in some way.

The most direct prediction is to check whether the

distinctions made by the facets are mirrored facet by

facet by corresponding differences in the data. For ex-

ample, tests that require the test taker to infer, apply,

or learn a rule should lead to different responses of

the person tested. One particular assumption of the

“difference” is that in general inferential tests are most

difficult and learning tests are least difhcult. Applica-

tion tests are in the middle.

A lesser hypothesis is that different item typesfall

into different regions of a geometrical representation

of the data. As an illustration, Table 1 showscorrela-

tions of intelligence tests and structuples, that is, the

codings of the tests regarding the facets “language”

and “requirement” discussed above. These correlations

are represented as a geometrical picture that is much

more accessible than a direct presentation of correla-

tion coefficients. One of the techniques that yields an

easily understandable representation is multidimen-

sional scaling (MDS), which first assigns to each test a

particular point in space and then moves the points

around until the distance between any two tends to

TABLE1

decrease as the correlation between the corresponding

tests increases (Borg & Lingoes, 1987). Figure | shows

an MDS configuration whose distances correspond

very well to the correlations in Table i. Notice that

tests 1 and 2 have a correlation of .67 and are close

together in the MDSspace.Tests 1 and 5 have a cor-

relation of .12 and are quite far apart. Hence, Figure

1 shows in geometrical terms what correlations in Ta-

ble 1 reveal in numerical language. Figure 2 demon-

strates that the MDSconfiguration can be divided such

that each partitioning line splits it into two regions

containing only points of one type. (Points of the N-

type lie above thesolid line, and points of the G-type

below thatline. The dotted line separates I-type points

from A-type points.) The peculiar curvature of the

dotted line was chosen becauseif all nine test types

distinguished by the two facets were observed, the

MDSconfiguration should form a pattern similar to a

dart-board (see RADEX THEORY).

With many points or differentiated facets or

both, a simple correspondence between regions and

structuples is a remarkable finding. As mathemat-

ical demonstrations indicate, arbitrary assignments of

structuples to the points do notlead in general to such

a lawfulness. Partitionings with relatively smooth cut-

ting lines are generally also more reliable. Moreover,

they help clarify the roles the various facets play with

respect to the data. Within MDS,suchroles are often

reflected in particular ways of cutting the space. In a

plane, a polar facet, for example, generates a circular

pattern of wedgelike regions. A modulating facet, on

the other hand, leads to concentric bands. An axial

Intercorrelationsof eight intelligence tests, together with content structuples
 

 

Structuple | 2 3 4 5 6 7 8

NA 1 1.00 .67 40 19 12 225 .26 39

NA 2 67 1.00 .50 26 .20 28 26 .38

NI 3 40 50 1.00 52 39 31 18 24

Gl 4 19 26 .52 1.00 255 49 25 22

Gl 5 12 .20 .39 55 1.00 46 29 14

GA 6 25 28 31 49 .46 1.00 42 38

GA 7 .26 .26 18 25 29 42 1.00 40

GA 8 39 38 24 22 14 38 40 1.00
 

SOURCE: Guttman, 1965

N = numerical, G = geometrical, A = application, I = inference.
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Figure 1

MDS configuration of correlations in Table |. For meaning

of structuples, see Table 1.

facet partitions the space into parallel stripes. If par-

ticular facets are reliably related to particular regional

patterns, one has established a regionallaw.

Any replicable regionalization is interesting, but

certain patterns have arisen so often that they have

been given particular names(such as simplex, circumplex,

radex, and conex). Because facet theory is so well estab-

lished, new facets come to mind, allowing the formal

derivation of the particular regional pattern from the

properties of these facets. The qualitative facet “re-

quirement” = (inference, application, learning), for

example, does not explain why the corresponding re-

gions emerge in an ordered way. Attempts were there-

fore made to replace “requirement” by the ordered

facet “degree of complexity” (Guttman, 1954; Snow,

Kyllonen, & Marshalek, 1984; Tziner & Rimmer,

1984).
MDSandregional examinations of the data are not

the only data-analytic techniques in FT. Nonetheless,

they show whatall FT methods have in common. They

are all nonlinear and “soft,” and they all evaluate dif-

ferences in the data related to distinctions made in the

definitional framework of the items. In contrast to

moretraditional methods, they do not assumea rigid

scaffolding of items such as linearity, additivity, and

normality. This difference typically allows a view of

more general and more robust structures in the data.

 

 

~
] tl

@
. >   

Figure 2

MDS configuration of data in Table |. Lines partition space

into G- vs. N-regions and into A- vs. I-regions, respectively.

Other facet theories exist, in particular J. P. GuiL-

FORD’s intelligence theory, which Guttmanregarded as

a partial “application” of his own scheme. Whatis left

open is a sharp definition of the universe of items—

their range, in particular—andintrinsic correspon-

dence hypotheses of item types to data. Guttman

developed his own application of FT to intelligence

theory, which goes beyond classifying intellectual

tasks. If defines especially the range of intelligence

items and states that such items should be correlated

positively among each other (under. certain side con-

straints). An illustrative case for this “first law of in-

telligence” is shown in Table 1. Another empirical law

established in Guttman’s facet approachto intelligence

is a regional law—the cylindrex structure of intelli-

gence items (Guttman & Levy, 1991).

(See also: STRUCTURE OF INTELLIGENCE.)
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INGWER BORG

FACTOR ANALYSIS Factor analysis is a general

term for: (1) a set of theoretical concepts used by sci-

entists to describe hypothetical constructs; (2) a set of

mathematical models used to express observations re-

sulting from the action of unobserved or latent vari-

ables termed commonfactors; (3) a set of statistical

techniques used to examine the goodnessoffit of these

theoretical models to the measured observations; (4) a

set of computational techniques, largely developed by

psychologists in research on individual differences in

cognition and personality, and now widely used in a

numberof scientific disciplines.

The key idea in any factor analysis is that a large

number of observed phenomena may be theresult of

a smaller number of unobservedorlatent phenomena.

This idea directs empirical studies to isolate a set of

underlying common factors that represent parsimo-

nious and reliable sources of differences between in-

dividuals and groups. This is one basic idea in common

factors theories of intellectual abilities. It is similar to

the main areas of research and experimentation in

manyotherareas of science—the “quarks and atoms”

of physics, the “molecules and elements” of chemistry,

the “genes and viruses” of biology, and the “unob-

served planets and black holes” of astronomy. The

purpose of this entry is to give a nontechnical over-

view of basic concepts in factor analysis.

INTELLIGENCE THEORY AND

FACTOR ANALYSIS

Factor analysis techniques relate closely to some of

the main theoretical issues in intellectual abilities. The

factor analysis model has played an importantrole in

determining how we view intellectual abilities (Stern-

berg, 1985). This history begins with the early statis-

tical work of Francis GALTON on individual differences,

of Yule and Pearson on statistical methods, and

Charles SPEARMAN on mathematical and statistical

models (Boring, 1950). Factor analysis of abilities con-

tinues to be an active research area today (Carroll,

1993).

The first factor analysis experiments were pre-

sented by Spearman (see TWO-FACTOR THEORY), who

suggested that the construct of intelligence could be

defined as a unitary function that was manifest in

manydifferent kinds of test responses. A commonfactor,

labeled g, was defined as an unobservedorlatent vari-

able that has an influence on a broad set of observed

variables. Common factors were further distinguished

from unobserved unique factors(also called specificfac-

tors), which influence only one measured variable and

are themselves uncorrelated. Spearman examinedthis

idea scientifically by inventing the basic methods for

testing the proportionality of response functions. This

idea ofa single intellective function was a popular idea

at the turn of the century but, until Spearman’s work,

it lacked a formal scientific expression (Gould, 1981;

Carroll, 1993). Contemporary factor analysis tech-

niquesarestill based on this separation of an observed

variable into two kinds of unobserved factors.

Spearman’s theory of a single g has been challenged

by data from manyfactor analysis experiments. Cyril

BURT (1909) proposed the useof additional “group fac-

tors”—these are defined as commonfactors like g but

only for some subsets of the variables. Burt also
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showed how group factors improved the goodness-

of-fit to real data. L. L. THURSTONE (1931, 1947)

pioneered the ideas and methods for the general ex-

tension of the group factors termed multiplefactor anal-

ysis. Thurstone showed how broad set of “primary

mental ability” factors could well represent relation-

ships in data. Other investigators using factor analysis

presented evidence for HIERARCHICAL THEORIES OF IN-

TELLIGENCE. A general two-factor alternative was pro-

posed by R. B. Cattell (1941) as the “Gf-Gc theory”

for FLUID AND CRYSTALLIZED INTELLIGENCE (Horn &

Cattell, 1966), and he later expanded this into a

“triadic theory of ability factors” (see TRIADIC THEORY

OF ABILITY STRUCTURE). Carroll (1993) has presented a

complete overview and reanalysis of much cognitive

abilities data using factor analysis methods. Other

summaries onintellectual abilities using contemporary

techniques have been presented by Horn (1988), Gus-

tafsson (1984), and Woodcock (1990).

Researchers have proposed alternatives to factor

analytic theories of abilities. These include “cluster

analyses” theory by R. Tryon (1939) and “facet anal-

yses” theory by Louis Guttman (1954; see FACET THE-

ORY; RADEX THEORY). A high-dimensional orthogonal

model based on factor analysis was developed as the

STRUCTURE-OF-INTELLECT MODEL theory of J. P. GUIL-

FORD (1956). In the 1970s and 1980s some notable

statistical features have been addedto factor analysis

methods (Lawley & Maxwell, 1971; Joreskog & Sor-

bom, 1979). Entire books about factor analysis include

_ those by Gorsuch (1983) and McDonald (1985).

FACTOR ANALYSIS AS

A FUNCTIONAL MODEL

The foundation of factor analysis can be expressed

as a relationship between variables in a familiar equa-

tion: Response F(Stimulus), or Outcome

F(Input), or simply Y = F(X), where F indicates some

kind of functional relationship. Figure 1 presents this

kind of functional relationship as it is used in several

commonstatistical methods (from McArdle & Leh-

man,1992).

Figure la is labeled the ANOVA function. The left-

handside portrays a functional relation between stim-

ulus (labeled S) and response (labeled R). The stimulus

levels plotted together on the X-axis form the “inde-

pendent”variable and the response variable on the Y-

axis is the “dependent” variable. In this example we

have defined three specific levels of stimulation—la-

beled zero, one, and two (to designate the difference
“between, say, “control,” “experimental,” and “dou-

ble exposure” conditions). In the analysis-of-variance

model the best fitting line through the data is equiva-

lent to the average differences between the means of

each stimulus condition, but the interval on the X axis

is not fixed. In ANOVA, the groups may not be or-

dered, and the best line may notbestraight.

Figure 1b, labeled the regression function, is the same

as Figure la, except that here the stimulus is allowed

to be distributed over a wider range of the ordered X

values. If a set of X values are selected at random (from

all possible values of X), then these analyses can be

especially effective. Using regression we can deal with

unknowntreatment effects, such as in random drug

doses orclinical trials, or with a variable that is almost

continuous (i.e., age or height). The best fitting

straight line through these data is indicated by a

regression coefficient (or slope), and this is defined as

the expected value of the change in the response Y

because of a one unit change in the stimulus X.

The three subplots of Figure 1c are used to define

thefactor analysisfunction. In the first subplot, the data

points indicate scores on two responsevariates (R, and

R,). We often summarize this response—response as-

sociation as a correlation coefficient (C, ,). In contrast,

the second and thirdplots of Figure Ic are latent stim-

ulus-to-response regression plots that illustrate a few

key points.

The common factor score (S) is an unobserved in-

dependent variable for many dependent measurements

(R,,)- This factor score is possibly also correlated with

other commonfactors as well as with other variables

not directly used in the analysis. The factor score is a

key componentin the specification of the external va-

lidity, interpretation, and use of the commonfactors.

In contrast, the factor loading (L,,) is the linear regres-

sion coefficient (or slope) for a measured variable (R,,)

as a function of the unobserved commonfactor score

(S). The loadings ofall measured variables on the com-

mon factors are collectively called the factor pattern.

The set of factor loadings is a key component used
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in specifying the internal validity, interpretation, and

meaning of the commonfactors.

In factor analysis the stimulus-to-response func-

tions (as in the last two plots in Figure 1c) are calcu-

lated from the response-with-response correlations(as

in the first plot in Figure 1c). This indicates some prac-

tical differences between the three functional models

of Figure 1. First, the factor function is mapped from

one stimulus (the Ss along the X-axis) to multiple re-

sponse variables (several Y-axes), not one Y-axis. In

practical work at least three responses are needed for

each factor. Second, the independentvariable (5) is not

directly observed butis inferred from a broad pattern

of influences. In contrast to ANOVA and regression

functions, where X is merely a variable, the common

factor represents the pattern, the configuration, the

organizing principle, or the functional unity among

manyobservedvariables. In this way, the commonfac-

tor, although notitself a construct, can represent the

“evidence we have for the existence of a construct”

(after Cattell, 1966).

ALTERNATIVE FACTOR

ANALYSIS MODELS

Factors in a factor analysis are ways to organize in-

formation. This organizing function is highlighted in

the path diagrams (from Wright, 1921) of Figure 2.

Observed variables (R,,) of the functional relations in

Figure Ic are represented as squares, and latent factor

scores ($) are here represented as circles. These path

diagrams are a convenient way to express a wide va-

riety of multidimensional mathematical models within

a two-dimensional frame.

The model of Figure 2a is a path diagram from a

single commonfactor. In theory, the commonfactor

scores (S) determine, create, cause, or are the source

of the correlations among the observedvariables (R,,).

Factor loadings (L,,) are drawn as one-headed arrows

(from S$ to R,,), and these represent the strength of the

relationship between the factor score and the observed

score. The two-headed arrow attached to the common

factor represents the variance of this factor. The two-

headed arrows connected to the observed variables

represent the variance of the unique factor for each

separate measure.

The model of Figure 2b showsan alternative to the

model of Figure 2a: This is a “zero” common factor
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model. In this model each variable has only unique

variance of its own (symbolized by the two-headed

arrows) and has no variance in common with other

variables. Because no commonfactor (S) exists, the

observations (R,,) are hypothesized to be completely

independentof one another. That is, under this model

the expected correlations between all variables are

zero. This model is a rigorous way to represent the

concept of independent psychologicalattributes, but it

is usually far too extreme. Most reliably measured hu-

manabilities have been foundto be correlated to some

degree, as if one or more commonfactors are operat-

ing to produce responses.

The final two models of Figure 2 illustrate some

further principles of multiple factor models. In these

models two commonfactors (S, and S,) influence the

entire set of responses (R,,). In the model of Figure 2c

the first and second influences are uncorrelated (they

are not connected in this picture). This is labeled an

orthogonal score model because the scores form an angle

with a cosine of 90 degrees. In the model of Figure 2d

a correlation (labeled Q, 5) exists between the twofac-

tors. This is termed an oblique score model (here, based

on a nonzero cosine). Both of these multiple factor
alternatives are used in factor analysis experiments,
but a strong case for the correlated factors model of
Figure 2d has been madein research on humanabili-
ties (Thurstone, 1947; Meredith, 1965; McDonald,

1985; Cattell, 1987; Horn & McArdle, 1992).

FACTOR ANALYSIS CALCULATIONS

Factors in a factor analysis represent testable hy-
potheses about empirical data, and here calculations
are important. These calculations are difficult by hand,
but computing techniques, developed rapidly over the
twentieth century, have now made them rather acces-
sible and easy. There are several steps involved in a
factor analysis, including: (1) data summary; (2) factor
extraction; (3) factor rotation; and (4) factor score es-
timation. A wide variety of techniques exist within
each of these steps, but only a summaryof these pro-
cedures will be outlined here (Gorsuch, 1983; Mc-

Donald, 1985; Loehlin, 1992).

In most factor analytic studies a large number of

individuals are measured on a smaller set of variables

in an effort to indicate a much smaller number of com-

mon factors. In a well-planned study, three or more

variables are designed to indicate each theoretical fac-

tor. The dataare initially organized into a data matrix

of N rows (one for each individual or object) and M

columns(onefor each variable). In many studies, these

scores are initially checked for outliers and influential

observations, standardized, averaged over the rows

(persons), and summarized in terms of the columns

(variables). These procedureslead to a correlation ma-

trix of product moment coefficients C,, among the

variables.

The next step in a factor analysis is termed thefac-

tor extraction. For a specified numberoffactors (K), an

initial set of factor loadingsis calculated from the cor-

relations. This extraction is designed to yield statisti-

cally optimal factor loadings, similar to regression

coefficients, using the model of proportionality de-

scribed previously. Different optimization criteria can

extract these factors, and popular extraction tech-

niques are termed maximum likelihood, principal axes, and

principal components (McDonald, 1985; McArdle, 1990).

Each technique produces a unique set of values for a

given numberof factors (K). The communality (h?) of

the m-th measured variable is the variance explained

by the K common factors, and communialities forall

measuredvariables are estimated using one or more of

the optimization techniqueslisted above. In contrast,

the uniqueness of (u2) of the m-th measured variable

that is not in common with the other m-1 measured

variables.

Decisions about the appropriate number of factors

to retain are made by examining the results of a range
of different factor extractions. One goal is to extract

as much communality for each of the measured vari-

ables (M) by using a smaller number (K) of common

factors. Historically, various characteristics of the vari-

ance of theinitial latent variables (i-e., the latent roots
or eigenvalues) were used to determine the appropri-

ate number offactors; these techniques included the

“root one” criterion, and the “scree test.” It is com-

mon now to determine the appropriate number of

common factors with astatistical test (see next sec-

tion).

Another step is termedfactor rotation. The entire set

of K factor loadings for M variables can be transformed
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mathematically or reorganized into different reference

frames. Because the factor scores (S) are not directly

observed, the factor loadings (L,,) can be seen from

many different perspectives. Rotation does not affect

the communalities of the variables or the overall fit of

the model, it is primarily used as a way to test partic-

ular models or to simplify the substantive interpreta-

tion of the factors. This process is an important step

in factor analysis because one kind of rotation of the

common factors may appear to be more consistent

with one theory than with another theory. A variety

of formal rotational criteria have been developed to

deal with this important problem.

L. L. THURSTONE (1931, 1947) developed a widely

used rotational model termed simple structure. Thur-

stone stated these principles from ideas about the way

natural mechanisms may emerge in the context of

multiple variable measurement. He assumed that most

causes affect only few outcomes and that most out-

comesare affected by only a few causes. In accordance

with this principle, simple structure rotation specifies

a factor pattern with manyzero loadings in each col-

umn (each factor affects only a few variables) and

many zero loadings in each row (each variable is af-

fected by only a few factors). Thurstone also knew that

if simple structure could be achieved, then the inter-

pretation of measured variables and commonfactors

would be simplified.

Many formal mathematical and statistical rotation

techniques have been devised to optimize these kinds

of criteria. Some popular rotation techniquesare based

on orthogonal(uncorrelated) factors, such as Varimax

or Equimax, and other techniquesare usually based on

oblique (correlated) factor rotations, such as Promax,

Oblimin, Rotoplot, and Procrustes. Rotation theory

remains an active area of research on factor analysis.

For example, Cattell (1966) argued that factor invari-

ance or equality of factor loadings across groupsis the

most important rotational goal (see Meredith, 1965;

Horn & McArdle, 1992).

A further step is factor score estimation. Given K

common factors, the task is to estimate the unob-

served score (S,) for each person and use these scores

in further analyses. There are many techniquesfor cal-

culating these scores, including least squares, Bartlett,

and unity weighting procedures. However, since any

common factor model always implies unobserved

scores for both K common and M uniquefactors, there

are always more unobserved scores (K + M) than ob-

served scores (M). For this reason, common factor

scores can never be estimated exactly, and theyreflect

another source of indeterminacy in the commonfactor

model (McDonald, 1985; McArdle, 1990). Several ad-

ditional models have been developed to avoid suchcal-

culations, including factor extension analysis (Horn,

1976) and structural modeling (Loehlin, 1992).

TESTING A FACTOR

ANALYSIS HYPOTHESIS

Whatare testable features of the common factor

model? There are several ways to define the factor hy-

pothesis or proportionality (e.g., with geometric rela-

tions, Figure 1c). In most contemporary treatments

the factor model is evaluated statistically by the use of

a goodness-of-fit test. The factor model stipulates that

the expected correlation among anypairs of variables

should be equal to the product of the estimated factor

loadings (ie., E,, = L,*L;). This expectation can then

be comparedto the observed correlations and a misfit

(or model residual) can be obtained(i-e., R,; = C,, —

E,,). Many different numerical indices of goodness-of-

fit are based ontherelative size of the modelresiduals.

In maximum likelihood estimation, the misfits are

summarized into a likelihood ratio and an associated

chi-square test. The test is used to answer the ques-

tion: “Are the observed data consistent with the hy-

pothetical model?” If the chi-square is small relative to

its degrees of freedom, the model expectations are

considered close to the observations; therefore, the

model is considered to be plausible. If the chi-square

is large relative to the degrees of freedom, then the

model is not close to the data and rejected. A good fit

does not imply that this K-factor model is the only

model that fits these data, but a poorfit suggests that

the model is not correct, at least in some respect. A

great deal of research on modeltesting emphasizes the

tradeoff between accuracy (good fit) and parsimony

(having a smallest set of parameters; Browne & Cu-

deck, 1993). There are also techniques for calculating

standarderrors for the rotated factor loadings, so sim-

ilar kinds of hypotheses testing can also be carried out
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with specific loadings with a larger model. Statistical

poweranalyses are nowtypical, and special consider-

ations are made for binary and item-level data (Mc-

Donald, 1985). In all of these ways, a commonfactor

model can bea clearly falsifiable set of statistical hy-

potheses.

The extraction and rotation steps described above

are often called exploratoryfactor analyses. This approach

is often distinguished from a confirmatory factoranal-

ysis where we represent a commonfactor hypothesis

by placing a set of a priori restrictions on the factor

loadings (or other model parameters) (McDonald,

1985). In confirmatory factor analyses, the factor ex-

traction step and the factor rotation step are combined

in one step termed mode]estimation.

The main benefits of confirmatory factor analyses

are (1) We can directly represent andtest specific fac-

tor analytic hypotheses. (2) We attempt to avoid some

indeterminacy problems of the rotation step by pro-

viding a large number of model constraints. (3) We

attempt to avoid the inherent indeterminacy of the

factor score estimation step by making direct tests of

hypotheses about commonfactor scores as part of a

linear structural equation model (LISREL,; Joreskog &

Sorbom, 1979; Loehlin, 1992). One difficulty with this

confirmatory approachis that we usually must have an

extremely good idea about the correct model before

we obtain the needed data and test the model fit. In

practical work, exploratory and confirmatory tech-

niques are best seen as two extremes on a research

continuum (Nesselroade & Baltes, 1984; Nesselroade

& Cattell, 1988).

ISSUES IN FACTOR ANALYSIS

Factors in factor analysis reflect information about

empirical data. The kind of data chosen will determine

how we calculate and interpret the factors. A wide

variety of data collection designs can be used in factor

analytic investigations (Cattell, 1952; Nesselroade &

Cattell, 1988):

1. Factor analyses of data from item level mea-

surementcan be used with item response theory (IRT)

analyses (LATENT TRAIT THEORY) or multidimensional

scaling (MDS)to test ideas about the basic measurement

of intelligence (McDonald, 1985).

2. Factor analyses of data from multiple group

studies can be used in equivalence of measurement and

factorial invariance studies, and these studies test ideas

about quantitative versus qualitative representations of in-

telligence (Meredith, 1965; Horn & McArdle, 1992).

3. Factor analyses of data from longitudinal studies

can yield commonfactors, which reflect aspects of de-

velopmentor processes and the formal separation of sta-

bility from reliability (Horn, 1972; Nesselroade, 1972;

McArdle & Anderson, 1990).

4, Factor analyses of data from studies of twins and

families can yield information and the genetic and non-

genetic factors ofintellectual abilities (McArdle & Gold-

smith, 1990; Loehlin, 1992).

5. Factor analyses of factor scores themselves may

even be used to yield higher-order components ofintel-

lectual abilities (Cattell, 1971; Hakstian & Cattell,

1978).

The contribution of factor models of intellectual

ability are clearly summarized by both John L. Horn

(1988) and John B. Carroll (1993). An important mes-

sage of the studies done to date is that a single com-

mon factor does not account for all the observed

variation within the matrix of relationships. The re-

sults of a large numberof studies indicate this same

conclusion. The scientific evidence offered by factor

analysis seems to indicate the humans have multiple

factors of intellect and these change in different ways

over age and circumstance. Yet, in the midst of this

evidence, someresearchersstill view the single factor

g modelas a goodrepresentationofall things intellec-

tive, andit is still common practice to add updifferent

variable scores to obtain a single IQ score (Wechsler,

1981). Many factor analytic results, however, suggest

that if only one IQ score is used, then importantas-

pects ofintellectual diversity are missed. As such, we

need to ask why g and IQ continue to be popular

concepts (Snyderman & Rothman, 1990).

Factor analysis is possibly the only widely used sta-

tistical method that has been derived from substantive

problemsin psychology. The concept of a factor as a

“regularity in data” is a useful principle for all data

analysis and all experimental design. Good factor an-

alytic studies require representative collections of sub-

jects and variables, a thoughtful use of automatic

computerized procedures, and a broad awareness of

alternative models. The testable hypotheses of factor

analysis do not necessarily fit any real data, and we use

factor analysis to check theory against the reality of
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factual information. The factor modelis a scientifically

meaningful and functionally useful way to avoid the

unbridled advocacy of our own pet theories. The fac-

tor analysis model, when precise in its testing impli-

cations and based on soundprinciples of contemporary

data analysis, often offers a good scientific fit to our

psychological theory.
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JOHN J. MCARDLE

FACTOR ANALYSIS OF THE WECHSLER

AND STANFORD-BINET SCALES ©The con-

struct validity of a test is the extent to whichthe test

measures a theoretical construct or trait. Factor anal-

ysis, a statistical procedure that helps identify the con-

structs that underlie a test, is one acceptable method

of demonstrating a test’s construct validity. If a test

provides scores on several scales, the presumption is

that each scale corresponds to a meaningfultheoretical

construct. If factor analysis yields one factor to cor-

respondto eachscale, then suchstatistical results sup-

port the constructvalidity of the test. If the factors do

not correspondto the scales, then the scales may not

be measuring the constructs they were intended to

measure. Consequently, the scores yielded by the

scales may not be meaningful in a theoretical sense.

The question of the factor analysis of Wechsler’s scales

and the Stanford-Binet, therefore, addresses the the-

oretical issue of whether these tests have construct

validity and the practical issue of whether the obtained

scores on these tests can be meaningfully interpreted.

In 1939, David WECHSLER published his first intel-

ligence scale, the Wechsler-Bellevue, while working at

Bellevue Hospital in New York City. Wechsler subse-

quently produceda series of scales that cover different

portions of the age range between 3 and 74 years.

These scales have undergone revision and restandard-

ization; the currently used set of scales includes the

1989 Wechsler Preschool and Primary Scale of Intel-

ligence—Revised (WPPSI-R) for ages 3 to 7; the 1991

Wechsler Intelligence Scale for Children—Third Edi-

tion (WISC-III) for ages 6 to 16; and the 1981 Wechs-

ler Adult Intelligence Scale—Revised (WAIS-R)for ages

16 to 74. All Wechsler scales have one important fea-

ture in common: They are composed of equal, or

nearly equal, numbers of verbal and performance

(nonverbal) subtests, which are organized in separate

scales, and they yield three intelligence quotients

(IQs}—Verbal, Performance, and Full-Scale. The sep-

arate Verbal and Performance IQs correspond to the

groupings of verbal and nonverbal subtests, respec-

tively, and they are presumedto reflect “real” under-

lying abilities of children, adolescents, and adults. That

presumption can betested by thestatistical technique

of factor analysis.

If the abilities exist, then age-by-age factor analyses

of Wechsler’s intelligence scales should consistently

produce two major factors, one from the five or six

subtests that constitute the Verbal Scale and the other

from the five or more subtests that constitute the Per-

formance Scale. If the factor analyses produce mark-

edly different factor structures, suggesting an alternate
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organization of Wechsler’s subtests, then the Verbal IQ

and Performance IQ would lack factorial validity, a

form of constructvalidity.

The Stanford-Binet Intelligence Scale was first pub-

lished in 1916 by Lewis TERMAN of Stanford Univer-

sity. The scale was based on a Frenchtest devised by

Alfred Binet and Théophile Simon in 1905. Composed

of different mental tasks for different age levels be-

tween 2 years and “superior adult,” it yielded a single

IQ score. Subsequent editions of the Stanford-Binet

were published by Terman and Maud Merrill between

1937 and 1972 and followed the same format. This

one-score approach made factor analysis of limited

or no value for assessing the test’s factorial validity,

and the inclusion of various mental tasks for the differ-

ent age groups made it impractical to conduct such

analyses.

In 1986, the Stanford-Binet—Fourth Edition (SB IV)

was produced by a new team of authors, Thorndike,

Hagen, and Sattler. They constructed the test by fol-

lowing a variant of the Cattell-Horn fluid-crystallized

theoretical model; adopted Wechsler’s subtest ap-

proach to test construction; and organizedthetest into

four separate scales, each yielding a standard score

knownas a Standard Age Score (SAS). The fourscales,

which together yield a Composite SAS,are the Verbal

Reasoning, Quantitative Reasoning, Abstract/Visual

Reasoning, and Short-Term Memoryscales. As is true

for Wechsler’s scales, the technique of factor analysis

provides an empirical methodfor validating the mean-

ingfulness of the four scales that constitute the SB IV.

Although factor analysis is a statistical procedure,

there are many variations of the technique. Nosingle

criterion for determining the appropriate number of

factors to interpret can be thought of as “right,” and

no single approach to factor analysis can be unambig-

uously defended as the “best” for any given test. Con-

sequently, several alternative factor structure models,

all of them reasonable, exist for any given test—and

the answer to the question of whether factor analysis

supports the test’s construct validity may depend on

which model one opts for. Usually considerable con-

troversy and differing opinions occur abouta test’s fac-

tor structure: That has certainly been the case for

Wechsler’s scales—from the 1939 Wechsler-Bellevue

to the 1991 WISC-II]—as well as for the SB IV.

THE WECHSLER SCALES

Researchers have been conducting factor analyses

of Wechsler’s scales since the early 1950s; they have

published hundreds ofarticles on the topic, using a

plethora of techniques and subject groups. Jacob

Cohen, who pioneered the early analyses of the

Wechsler-Bellevue, WISC, and WAIS with a series of

studies in the 1950s, argued that Wechsler’s scales

were composed of more than the two hypothesized

factors, perhaps as many as five. Arthur Silverstein,

whose workin the 1970s and 1980sgreatly influenced

the interpretation of Wechsler’s factors, often insisted

that two factors provide the best “fit” to the data. Alan

Kaufman supported the notion that three factors usu-

ally offered the best explanation of the abilities that

underlie most of Wechsler’s tests. Some researchers

have argued that there is only one meaningful Wechs-

ler factor—a dimension of generalintelligence.

Cohen’s work, though important historically,

represents overfactoring by contemporary standards.

Some of his factors included just one subtest, while

others represented an artificial splitting of the verbal

dimension. Similarly, those who arguefor just a single

Wechsler factor reflect a minority, who attend exclu-

sively to psychometric variables, ignoring the practical

and clinical variables that govern appropriate test

use and interpretation. Most researchers agree that

Wechsler’s scales are composed ofeither two or three

factors, but there is some dispute (vehement on oc-

casion) as to whether the “true” number is two or

three.

When two factors are interpreted for Wechsler’s

various scales, they usually conform fairly closely to

Wechsler’s armchair assignment of subtests to either

the Verbal Scale or the Performance Scale. These two

factors are often called Verbal Comprehension and

Perceptual Organization. The subtests that are most

likely to be associated with neither scale, or with the

“wrong” scale, are Digit Span, Coding (called Digit

Symbol on the adult scales), and Picture Arrangement

(putting pictures in the right order to tell a story).

Digit Span is repeating a series of digits both forwards

and backwards.It is a supplementary Verbal Scale sub-

test on the WISC-III (and on the WISC and WISC-R

before it), and does not contribute to a child’s Verbal
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IQ; therefore, its failure to be associated with most

Verbal Scale factors does not detract from the con-

struct validity of Verbal IQ for children. Coding/Digit

Symbolentails rapidly copying symbols that are paired

with digits. It is more of a clerical than a mental task

and does not seem to measure the kind of nonverbal

thinking that the other Performance Scale subtests

assess. Although it is on the Performance Scale, Pic-

ture Arrangement seems to require a good amount

of verbal mediation to interpret and arrange the

pictures.

Whenthree factors are interpreted for children or

adults, the third factor is usually composed of the

Arithmetic (solving oral arithmetic problems) and

Digit Span subtests, but sometimes includes Coding/

Digit Symbol as well. Arithmetic, included on the Ver-

bal Scale, is often associated with both the Verbal

Comprehension factor and the third factor. The mean-

ing of the third factor has been open to muchdispute;

it was named Freedom from Distractibility by Cohen,

because the three subtests are considered to be the

ones mostlikely to be susceptible to a child’s or adult’s

distractible behavior. Even Cohenvacillated, however,

and sometimes named the factor Memory. Others have

called the factor Number Ability, Sequential Ability,

Attention-Concentration, and Sequential Processing.

Kaufman has suggested that the factor meansdif-

ferent things for different examinees; he has advised

examinersto interpret the factor only when the person

performs consistently on the component subtests and

when the person’s level of performance on the factor

differs significantly from performance on at least one

of the other two factors. He further advises that the

meaningof the third factor for a given person can only

be interpreted in the context of that person’s back-

ground information, observed behaviors during the

testing session, and test scores on other pertinent

Wechsler subtests and items.

Those who have argued against interpreting the

third factor have noted that it does not always emerge

whenstrict empirical procedures are applied; it does

not emerge for some ethnic groups(e.g., Native Amer-

icans) or clinical populations; it is much smaller in

magnitude than the Verbal Comprehension and Per-

ceptual Organization factors; and its subtest composi-

tion frequently varies from sample to sample. Those

whodefendthethird factor note that (1) a Digit Span/

Arithmetic factor—either alone or joined by another

subtest or two—has emerged for every school-age and

adult Wechsler test since the Wechsler-Bellevue and

(2) the existence of this factor has been confirmed for

normal individuals of both genders and most ethnic

groups, as well as for a wide variety of clinical, edu-

cationally handicapped, and neurologically impaired

populations. For example, clearly identifiable distrac-

tibility factors have emerged on the WISC-R for

separate groups of male, female, white, Hispanic,

learning-disabled, psychiatrically impaired, and men-

tally retarded children.

Whether one interprets two or three factors for

the WISC, WISC-R, WISC-III, WAIS, WAIS-R, and

the two formsof the Wechsler-Bellevue, the construct

validity of Wechsler’s scales has been given strong

support. The Verbal Comprehension and Perceptual

Organization factors that emerge in isolation or ac-

companiedbya third factor are each large and robust.

Furthermore, the four highest-loading subtests on the

Verbal Comprehension factor are invariably members

of the Verbal Scale. These are Information (answering

general information questions), Similarities (telling

how twoverbal conceptsarealike), Vocabulary (defin-

ing words), and Comprehension (answering socially

relevant questions). Arithmetic is often the fifth high-

est, and the highest-loading four or five subtests on

the Perceptual Organization factor are commonly Per-

formanceScale subtests. In addition, substantial load-

ings on the first unrotated factor by most Wechsler

subtests (g loadings, whereg is the general factor) sup-

port the combination of the Verbal and Performance

subtests to yield a Full-Scale IQ.

The factor structure of the newest Wechsler test,

the WISC-III, differs from that ofall previous tests

because of the addition of a thirteenth subtest, a sup-

plementary Performance Scale subtest called Symbol

Search.

WPPSI-R. The WPPSI-R, like the WPPSI be-

fore it, has a clear-cut two-factor structure, which

conforms quite closely to Wechsler’s division of sub- _

tests into the Verbal and Performancescales. Unlike

factor analyses for the Wechsler tests designed for

school-age children and adults, a distractibility factor

does not emerge for the WPPSI-R,nor does any other

meaningful third factor. For the WPPSI-R, there are

just two slight exceptions to the unambiguoussplit of
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subtests into Verbal and Performance dimensions: Pic-

ture Completion(finding the missing part ofa picture)

is an equal measure of Verbal and Performanceability

for 3- to 4-year-olds (perhaps because children usually

respond to this Performance subtest by naming the

missing part of a picture); and Arithmeticis associated

with the Performance as well as the Verbal factor for

all ages (perhaps because this Verbal subtest includes

numerousvisual stimuli).

WISC-III.

(rapidly scanning a row of symbolsto find target sym-

bols) subtest in the WISC-III has altered the factor

structure of the WISC-III compared to the structure

The inclusion of the Symbol Search

of all other Wechsler tests. Verbal Comprehension and

Perceptual Organization factors emerge as usual, and

these staples are accompanied by a two-subtest dis-

tractibility factor (Arithmetic and Digit Span) and a

two-subtest Processing Speed factor (Coding and Sym-

bol Search). The WISC-III test manual provides exten-

sive support for the four factors based on data on both

normal and exceptional (gifted and cognitively chal-

lenged) children, and the WISC-III provides examiners

with tables for computing a supplementary set of stan-

dard scores (Factor Indexes) on the four factors. Some

investigators, such as Jerome Sattler, however, have

argued instead for a three-factor solution,insisting that

the distractibility factor is not meaningful.

WAIS-R. The evidence from a diversity of nor-

mal and clinical samples supports the WAIS-R as

having a three-factor structure. The Verbal Compre-

hension factoris typically composed of all Verbal sub-

tests except Digit Span; the Perceptual Organization

factor is defined primarily by Block Design (construct-

ing abstract designs out of blocks), Object Assembly

(putting together cut-up picture puzzles), and Picture

Completion; and the distractibility factor is composed

of Arithmetic, Digit Span, and sometimes Digit Sym-

bol. Picture Completion also has an association with

the Verbal Comprehension factor, and Picture Ar-

rangement relates about equally to the Verbal and

Performance dimensions. Digit Symbol loads on the

Perceptual Organization factor, rather than the distrac-

tibility factor, for some clinical samples (e.g., brain-

damaged and neuropsychiatric patients). Clear-cut

distractibility factors have emerged on the WAIS-R for

separate groupsof adult males, females, whites, blacks,

psychiatric inpatients, medical patients, learning-dis-

abled individuals, brain-damaged patients, and neuro-

psychiatric patients.

STANFORD-BINET, FOURTH EDITION

The Technical Manual for the SB IV attempts to

offer support for the test’s four factors using a variant

of the technique of confirmatory analysis. Jerome

Sattler, the test’s third author, proposes alternate so-

lutions for the SB IV: For ages 2 to 6, he suggests

two factors (Verbal Comprehension and Nonverbal

Reasoning/Visualization), for ages 7 to 23, he proposes

three factors (Verbal Comprehension, Nonverbal Rea-

soning/Visualization, Memory). Robert M. Thorndike,

son of the SB IV’s first author, disagrees with aspects

of the methodology used by Sattler, used in the SB IV

Technical Manual, and used by other investigators of

the SB IV’s factor structure. His reanalysis of the data

by both exploratory and confirmatory techniques, how-

ever, is largely in agreement with previous analyses.

Thorndike’s results conform closely with Sattler’s,

and his evaluation of the SB IV by confirmatory tech-

niques provides only weak support for a four-factor

structure. In particular, a Quantitative Reasoning fac-

tor usually fails to emerge; when it does, it is weak.

Large g factors in the unrotated solutions do, however,

support the construct validity of the SB IV’s global

Composite SAS.

The bulk of research on the SB IV’s factor structure

does not support the construct validity of the SB IV;

it disputes the interpretation of the four standard

scores provided for the separate scales. The SB IV is a

two-factor test for preschool and primary-age children

(as is the WPPSI-R) and conforms to Wechsler’s

verbal—-nonverbal dichotomy. For ages 7 through

early adulthood, the verbal and nonverbal factors are

joined by a memoryfactor—just as Wechsler’s Verbal

Comprehension and Perceptual Organization factors

are joined by Freedom from Distractibility (sometimes

called Memory) for most school-age and adult samples.

The SB IV analyses, therefore, suggest that the test’s

structure conforms more to the Wechsler model, and

to the results of factor analyses of Wechsler’s tests,

than to the four-scale structure that defines the new

Binet.

Regarding test interpretation for ages 2 to 6, R.M.

Thorndike recommends grouping the subtests as ver-
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bal versus nonverbal,and interpreting large differences

between the two areas; primary focus, however,

should be on the Composite SAS. For ages 7 and

above, he notes that the composition of the Verbal

and Memoryfactors corresponds fairly closely to the

Verbal Reasoning and Short-Term Memoryscales, re-

spectively; the Abstract/Visual factor, however, blends

tasks from the Quantitative Reasoning Scale with spa-

tial/reasoning subtests. Empirical support exists for in-

terpreting the Verbal Reasoning, Short-Term Memory,

and Composite SAS’s; the Abstract/Visual Reasoning

and Quantitative Reasoning SAS’s may not correspond

to meaningful, unitary dimensionsofintelligence.

CONCLUSIONS

Whether one accepts two-, three-, or four-factor

solutions for Wechsler’s various scales, the results of

both exploratory and confirmatory factor analyses are

in agreement: Wechsler’s three IQs, including the sep-

arate Verbal IQ and Performance IQ, have high con-

struct validity, and may be interpreted in the way the

test author intended.In contrast, exploratory and con-

firmatory factor analyses of the SB IV are neither con-

sistent nor unified, and differences occur across the

age range. Consequently, the construct validity of the

SB IV is only partially supported by factor analysis, and

the proper way to interpret a person’s test perfor-

mance on the SB IV remains a controversial issue. At

best, the four separate SAS’s yielded by the SB IV re-

quire cautious interpretation because the scales may

not all correspond to meaningful theoretical con-

structs. Nevertheless, it must be remembered that fac-

tor analysis is only one type of evidence for construct

validity, and other types may be more supportive of

the SB IV’s separate scales.

(See also: WECHSLER SCALES OF INTELLIGENCE.)
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ALAN S. KAUFMAN

FAMILY ENVIRONMENTS_ big question

in the nature versus nurture debate about intelligence

is the relative influence of family environments versus

heredity on the developmentof children’s intelligence.

Social scientists have long regarded the family environ-

mentas a principal influence on children’s intelligence.

The remarkably strong parent-child resemblance for

intelligence quotient (IQ) was often cited as proof of

influence: Relatively bright parents tend to have bright

children, whereasrelatively dull parents tend to have

intellectually dull children. Social scientists have also

recognized a second possibility—that familial resem-

blance in IQ may stem from genes shared by parent

and child, which may in turn affect IQ development

through the physiology of the nervous system (Rowe,

1991).
Just as genetic differences can make one child tall

and another short or one obese and anotherthin, they

may make one child bright and another dull. Some-

times scientists employ the phrase “genes forintelli-

gence.” This phrase does not mean that a single “IQ
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gene” determines whether a child is bright or dull—

many “IQ-relevant genes” would be involved. A better

interpretation of the phrase is that a large number of

genetic differences can produce IQ variation.

Variation in IQ also may derive from environmental

differences. Some environmental differences exist be-

tween families and may make children in one family

different in IQ from children in anotherfamily. If these

family environments are of a kind experienced in com-

mon by parents and children in a household or by

brothers and sisters, the term shared environmental effects

applies to them. By definition, such shared effects—

such as exposure to books in the homeor the general

level of nutrition—operate to make reared-together

family memberssimilar in IQ but different from mem-

bers of other families. In contrast, other environmental

effects operate to make family members dissimilar in

IQ; they are nonshared environmental effects or within-fam-

ily effects. One sibling experiences oxygen deprivation

at birth whereas another has an uneventful birth, or

one sibling receives a chemistry set as a birthday pres-

ent and anotherreceives a violin.

Parents pass genes to their offspring and they also

“construct” many aspects of family environment, such

as intellectual stimulation. These dual pathways of in-

fluences create a confusion of genes and environmental

influences in studies of nuclear families. For this rea-

son, certain research designs are useful to separate the

two kindsof influences. Such research takes advantage

of the diversity of family types, both biologically and

socially. For instance, the study of twins compares IQ

outcomesacross levels of genetic relatedness (identical

versus fraternal twins); the adoption study compares

biologically unrelated persons reared together. These

research designs have led to a surprising discovery:

Shared family environmental effects on intelligence are

less than many social scientists would have believed.

Furthermore, the effects may diminish progressively as

children mature.

HERITABILITY OF IQ

The heritability coefficient for IQ represents the

degree to which IQ variation derives from genetic dif-

ferences. Since 1900, an enormous body of evidence

has accumulated on kinship correlations for IQ. T. J.

Bouchard and M. McGue’s 1981 update of L. Erlen-

meyer-Kimling and L. F. Jarvik’s 1963 summary of

family studies of IQ, reported familial correlations for

over 40,000 pairings of relatives from over 100 differ-

ent studies. Review studies have analyzed the corpus

of these data using mathematical models that estimate

heritability and shared environmental effects. On the

basis of the IQ correlations in Table 1, J. C. Loehlin

(1989) estimated the heritability of IQ as 47—58 per-

cent of total IQ variation. Also using Bouchard and

McGue’s review, other investigators estimated IQ’s

heritability at 51 percent (Chipuer, Rovine, & Plomin,

1990). The genetic effect in Table 1 is especially evi-

dent in the correlations of biological relatives reared

apart. An IQ correlation betweenidentical twins raised

apart is a direct estimate of heritability; this estimate

in Table 1—72 percent—is actually higher than

Loehlin’s or H. M. Chipuer and colleagues’ estimates

using all IQ correlations together. It may reflect gene

X gene interaction effects that identical twins but not

other relatives share. Bouchard and colleagues (1990)

showedthat the IQ similarity of twins reared apart is

not the result of placement into similar adoptive

homes or social contacts between twins. By 1993,

among mostsocial scientists, the heritability of intel-

ligence was no longer in doubt (Synderman & Roth-

man, 1987). (See also HERITABILITY.)

The heritability of IQ implies that genetic inheri-

tance is quite important for IQ variation. Genes cannot

be ignored in theories of IQ correlates, such as social

class or mental health. Higher social class has an as-

sociation with higher IQ in offspring because bright

children managetorise in social status relative to their

parents and give their own children the genes favor-

able to high IQ. Data supports this biological pathway

of influence. Sons brighter than their fathers tend to

rise above their fathersin social status, and vice versa

for sons duller than their fathers (Waller, 1971).

SHARED ENVIRONMENTAL

INFLUENCE ON IQ

Loehlin’s mathematical models also estimated the

extent of shared environmental influence. Loehlin’s

estimates were 39 percent for twins, 27 percent for

nontwin siblings, and 22 percent for parent—child.

Chipuer andcolleagues’ models yielded estimates from

11 percent to 35 percent, also depending on which

pairings of biological relatives were involved. In Table
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TABLE1

IQ correlations from Bouchard and McGue’s summary(1981)

Mean Number of

Kinship Correlation Pairs

Biologically unrelated persons reared

together

One adoptive sibling, one 29 345

biological

Twoadoptive siblings 34 369

Adoptive parent—adoptive child 19 1,491

Biologically related persons reared

together

Siblings AT 26,473
Parent—Child 42 8,433

Fraternal twins .60 5,533

Identical twins 86 4,672

Biologically related persons reared

apart

Parent-Child 24 720

Siblings 24 203

Identical twins 72 65
 

SOURCE: Adapted from Loehlin (1989) by permission.

1, shared family environmental effects that contribute

to IQ similarity can be seen in the IQ correlations for

unrelated persons reared together.

Nevertheless, some data place a caution on these

estimates of shared environmental influence because

they may bestrongerin children than adults. Consider

the IQ correlation for unrelated siblings reared to-

gether. Figure 1 shows the IQ correlations from nine

studies of unrelated siblings in childhood and four

studies of them in adulthood. The mean correlation in

childhood was .25, suggesting that shared environmen-

tal effects constituted 25 percent of total IQ variation.

In contrast, siblings who were raised together but

tested as adults were unlike in IQ; their mean IQ cor-

relation was about zero (r = —.01). Thus, by adult-

hood, variation in shared family environments no

longer seemsto influenceintelligence directly.

This discovery requires confirmation from otherre-

search designs. Table 2 compares the IQ correlations

forpairs of adult relatives raised together versus raised

apart. Shared family environmental effects would ap-

pear as greater IQ resemblance in pairs of relatives

reared together—where they share an experience of a

common family environment—than in pairs reared

apart in different households. Contrary to this expec-

tation, the correlations for reared-apart versus reared-

together biological relatives were quite similar. For

example, reared-together full siblings correlated only

-O7 more than reared-apart full siblings (.54 versus

.47). The reared-together identical twins correlated

only .11 more than those reared apart. This overall

pattern leads to a conclusion that family-tied environ-

mental influences have only small effects on the IQ

level children attain as adults.

Thus childhood-rearing circumstances may not de-

termine adult IQ (at least when the rearing levels fall

in range from the working to professional social

classes). If children rearedin a single professional-class

family are as different as children raised in a working-

class and a professional-class family, then “swapping”

children between these two kinds of families should

leave adult IQs unaffected—a surprising notion for

many social scientists steeped in strong beliefs about

family environmental effects on IQ.

This conclusion, however, does not deny the im-

portance ofexperience for achieving a high adult IQ—
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extensive vocabularies, good problem-solving skills,

and the ability to extract meaning from a difficult

paragraph are not inborn traits. The conclusion means

that even children who were raised in what may ap-

pear to be poor family environments can usually find

those experiences needed to attain above-average IQs

if they possess genes favorable to high IQ. Forinstance,

in working-class homes bright adoptive children may

find encouraging teachers, may read newspapers and

books, and may have scholarly friends. From such per-

TABLE 2

sonal experiences their intellects may grow, despite

fewer “objective” signs of intellectual stimulation in

their working-class adoptive homes than those in

professional-class families. The effect of experience

may increase with maturation because greater oppor-

tunities exist outside the family context as children

grow older, in S. Scarr and K. McCartney’s (1983)

phrase, genes may “drive” experience because people

with different genetic dispositions actively find social

environments more supportive of their IQ dispositions

as they become moresophisticated about the world.J.

H. Waller’s (1971) data on social mobility suggest one

consequence of this “niche picking’—brighter chil-

dren tend to moveinto moreintellectually challenging

occupations and duller children move into less chal-

lenging ones.

Because behavior genetic studies have included few

families living in dire poverty, family environments of

this latter type possibly have stronger influences on

adult IQ than those implied in Table 2. The conclusion

put forth here would extend to about 80 percent of

the American public, not to those children in deprived

or abusive homesituations.

NONSHARED ENVIRONMENTAL

EFFECTS ON IQ

In Table 1, the twin correlation for identical twins

raised apart was .72—less thanthestatistical reliability

of IQ tests (about .90). This gap between correlations

IQ correlations on adult data from four kinship groupsreared apart

and together
 

| Kinship Genetic

 

 

Kinship Group IQ Correlation Number of Pairs Correlation

Reared apart-

Half-siblings 22 64 25

Full siblings 47 28 50

Fraternal twins 35 112 50

Identical twins 75 158 1.00

Reared together

Half-siblings No data 25

Full siblings 54 271 50

Fraternal twins 39 178 50

Identical twins .86 190 1.00
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implies a third source of variation—the nonshared en-

vironment—which can make genetically identical

twins differ in their true IQs. About 10-20 percent of

the total IQ variation may derive from nonshared en-

vironmental influences, which make family members

dissimilar.

D. C. Rowe and R. Plomin (1981) summarized a

diverse set of influences that may contribute specif-

cally to IQ differences:

accidental influences (perinatal traumas)

differential sibling interactions

family structure

differential parental treatments

w
k
w
n
r

extrafamilial influences, such as peers and specific

teachers.

Of these influences, the best documented empiri-

cally is the teratogenic effects of alcohol and other

substances on fetal development. Prenatal alcohol ex-

posure can cause FETAL ALCOHOL SYNDROME,a distinct

disorder with abnormalities of physical development

and mental retardation as symptoms. Even modestlev-

els of prenatal alcohol exposure may have subtle det-

rimental effects on cognitive functioning (Streissguth

et al., 1989). Exposure to teratogenic substances is,

however, also a potentially preventable source of lower

IQs.

For manyyears, family structure (i.e., birth order)

was thought to be a major nonshared source of IQ

variation. The principal supporting data consisted of a

regular decline of IQ with increasing birth order in

aggregate cross-sectional data (Zajonc & Markus,

1975). The problem with this evidence is that parents

with lower IQ have tended to have larger families (at

least after the U.S. baby boom generation), whichsta-

tistically confounds birth order with parental IQ. This

confusion can be avoided by comparingsiblings of dif-

ferent birth orders. Using this procedure, the relation

of birth order and IQ diminishes and often disappears

(Retherford & Sewell, 1991; Rodgers, 1984). More-

over, birth orderfails to moderate the IQ similarity of

siblings—first born children resemble second-bornsin

IQ as much as they resemble children born fourth

(Rodgers & Rowe, 1985). Birth orderhaslostits luster

as an explanation for IQ variation.

The family-tied explanations of IQ variation were

supported for children but not for adults. Specific

work on them as nonshared environmental influences

is, however, not abundant. Family environments do

not appear to explain the dissimilarities in IQ between

raised-apart identical twins (Bouchard, 1983; Bou-

chard et al., 1990) and thus may not act as nonshared

environmental influences on IQ. Extrafamilial influ-

ences, of course, affect IQ—they are the experiences

needed to nurture nature—but they may notbe re-

producible nonshared influences because their major

effect may depend oninherited dispositions favorable

or unfavorable toward IQ.

CONCLUSIONS

IQ is a substantially heritable trait, but dissimilar

from nonintellectual personality traits as its earliest

manifestations in childhood are also strongly influ-

enced by the shared environment of rearing. In adult-

hood, the shared environmental effects diminish

considerably, and IQ variation depends more on ge-

netic inheritance and nonshared environmentaleffects.

The picture is one of many children who, given the

opportunities, actively approach a level of genetic po-

tential by seeking experiences that reinforce their

cognitive capacities. Children may veer away from

intellectual tasks that are either too effortful or too

unchallenging for them so that their genetic potential

is eventually expressed.

(See also: BIRTH ORDER, SPACING, AND FAMILY SIZE; NA-

TURE, NURTURE, AND DEVELOPMENT; PARENTING AND

INTELLIGENCE.)
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FAS See FETAL ALCOHOL SYNDROME.

FETAL ALCOHOL SYNDROME_A large

body of experimental research has established that al-

cohol is a teratogen—a substance that can cause de-

fects in a fetus by affecting the growth and proper

formation of its body and/or brain. Prenatal exposure

to alcohol is, therefore, a preventable cause of birth

defects. Abel and Sokol (1987) have highlighted ex-

posure to alcohol before birth as one of the leading

known causes of mental retardation in the Western

world, and researchers have begun to define the full

range of alcohol-related birth defects.

DEFINITIONS

The termfetal alcohol syndrome (FAS) was first used

by Jones, Smith, and their colleagues (Jones & Smith,

1973; Jones et al., 1973) to describe a pattern of ab-

normalities seen in children born to alcoholic mothers.

Prior investigators had also observed growth retarda-

tion and abnormalities in such children. Since then,

FAS has beenestablished as a birth defect and medical

diagnosis. Standard defining criteria were proposed by

Rosett (1980), were updated by Sokol and Clarren

(1989), and arestill being refined. These are (1) pre-

natal and/orpostnatal growth retardation (weight and/

or length or height below the 10th percentile) when

corrected for gestational age; (2) central nervous

system involvement, including signs of intellectual

impairment, developmental delay, neurological abnor-

mality, behavioral dysfunction or deficit, and skull or

brain malformations; and (3) a characteristic facial ap-

pearance, which includes short palpebral fissures (eye

openings), a thin upperlip, a flat and long midface,

and a long and/or flat philtrum (two ridges between

the nose and upper lip). Optimal times to diagnose

FAS are between 8 months and puberty.

THE RANGE OF ALCOHOL-RELATED

BIRTH DEFECTS

There is a broad spectrum of alcohol-related birth

defects, ranging from the full fetal alcohol syndrome

to incomplete features of FAS, including more subtle

cognitive-behavioral deficits. The term possible fetal al-

cohol effects (possible FAE)is a clinical and medicalre-

search category sometimes used whenthere is a clear

history of prenatal alcohol exposure, but physical char-
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acteristics are not sufficient to warrant a diagnosis of

FAS. Use of the term is still being clarified.

Children who meet the criteria for FAS appear to

be born primarily to those mothers who drink large

amounts of alcohol during pregnancy. Yet researchers

have found subtle and enduring neurobehavioral and

morphological (formation and structure) deficits to be

associated with more moderate levels of prenatalal-

cohol exposure in infants and children. Such devel-

opmental research studies have not shownconsistent

consequences caused by similar conditions of prenatal

alcohol exposure. This may be due to differences in

sample size, number of more heavily exposed offspring

within a sample, age at follow-up, sensitivity of re-

search instruments, and other factors in research de-

sign.

HOW PRENATAL ALCOHOL EFFECTS

OCCUR AND THE QUESTION OF A

SAFE DRINKING THRESHOLD

Like those of other teratogens, the effects of alcohol

depend on the amount, timing, and conditions of ex-

posure. The effects of alcohol on fetal brain and body

developmentare notreversible, and functional deficits

(e.g., intellectual impairment and behavior problems)

appear to be more common outcomes than physical

malformations or growth impairment. The many pos-

sible effects of prenatal exposure to alcohol are under

intensive study by researchers such as Clarren et al.

(1990), Riley (1990), West (1986), and others, using

animal models or examining human nervous system

structure and function. Researchers studying human

development, such as Coles et al. (1991), Day etal.

(1991), Fried and Watkinson (1990), Greene et al.

(1990), and Streissguth (1992; Streissguth et al., 1991;

Streissguth, Barr, & Sampson, 1990; Streissguth &

Clarren, 1992; Streissguth & LaDue, 1987), are inves-

tigating the impact of alcohol exposure before birth

within the context of environmental influences after

birth.

Since a wide range of deficits results from various

amounts of prenatal alcohol exposure, a 1991 publi-

cation of the National Institute for Alcoholism and Al-

cohol Abuse stated that it may not be reasonable to

search for an overall “safe” drinking threshold forfetal

risk. For the past decade, the surgeon generalhas rec-

ommended that women not drink during pregnancy.

EXTENT OF THE PROBLEM

There are methodological difficulties in doing re-

search on the incidence of FAS, and more data are

needed. Available databases provide either under- or

overestimates of the problem.It is difficult to establish

the frequencyof a birth defect that is hard to diagnose

in a newborn and that must be diagnosed by careful

history and physical examination rather than by a lab-

oratory test. Recently, Little et al. (1990) found a 100

percentfailure rate to diagnose FAS in newborns born

in a very large hospital obstetrical service. For the ULS.

population overall, the National Institute of Alcohol-

ism and Alcohol Abuse (1990) estimates the incidence

of FAS to be 1 to 3 per 1,000 live births. In some

populations where alcohol abuse among women is

prevalent, there appears to be a much higher incidence

of FAS. In other studies, which may lack adequate ex-

amination and follow-up, there have been reports of a

lower incidence of FAS.

PATTERN OF DEVELOPMENTIN

INDIVIDUALS WITH FAS/FAE

ACROSS THE LIFESPAN

Researchers are studying the physical and behav-

ioral patterns of developmentin individuals with FAS,

and some with possible FAE, from infancy through ad-

olescence and into adulthood. Manifestations of the

characteristic growth deficiency and facial anomalies

change somewhatafter puberty. Short stature and mi-

crocephaly (small head size) are the most notable

growth deficiencies in adolescents and adults with

FAS/FAE.Facial anomalies seem to be more subtle af-

ter puberty, with relatively short palpebral fissures, a

smooth philtrum, and a thin upperlip still important

discriminating features.

There are lasting cognitive and behavior problems

among individuals with FAS/FAE, given their charac-

teristic central nervous system involvement. Useful ar-

ticles describing theselifespan problems are those by

Giunta andStreissguth (1988) and by Streissguth etal.

(1991). Studies indicate that in children diagnosed

with FAS, typical deficits include problems in atten-

tion, memory, learning, and problem solving, as well

as motor incoordination, impulsivity, and hyperactiv-

ity. A limited number of teenagers and adults with

FAS/FAE have been studied. In this group, cognitive
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impairment was observed. About half of the FAS

group had IQ scores falling in the range of mental

retardation, FAE patients had somewhat higher aver-

age intellectual function, and there was a wide range

of IQ scores among both those with FAS and those

with possible FAE. Superficially intact verbal skills and

academic limitations, including a particular disability

in arithmetic, were seen. Attentional deficits and dif-

ficulties with judgment, comprehension, and abstrac-

tion were frequently found. Maladaptive behaviors and

lifelong adjustment problems were common among

older individuals with FAS/FAE. There is much to be

learned about the lifespan pattern of development of

those with alcohol-related birth defects. Researchers

are now beginning to carry out neuropsychologicalas-

sessments of older individuals with FAS, to study in

more detail how they function in daily life and to in-

vestigate more completely the full spectrum of chil-

dren, teenagers, and adults with FAS andpossible FAE.

FUTURE DIRECTIONS

The effects of prenatal alcohol exposure have been

a topic of recent research. Extensive readinglists are

available in this volume and in a 1992 article by Car-

michael Olson, which include work by the manyin-

vestigators studying alcohol effects. There is a clear

need for continuing study of the lifelong effects of

FAS, and the impactofall levels and patterns of drink-

ing during pregnancy on offspring development.

There is great interest in preventing alcohol-related

birth defects, identifying individuals with FAS/FAE,

and developing successful intervention methods. To

accomplish this, a number of steps should be taken.

Professionals in the health, educational, and correc-

tional systems need to be made aware of the full spec-

trum of alcohol-related birth defects. Public awareness

is also important, especially among adolescents and

womenof childbearing age, as well as within groups

at risk for heavy alcohol consumption or high inci-

dence of FAS/FAE. Better screening techniques are

neededto identify womenat high risk for heavy drink-

ing during pregnancy. Instruments for reliable and

valid self-report of substance use should be developed,

as should sensitive biochemical markers for alcohol

consumption. Systems for early identification and

high-risk infant monitoring should be established. For

alcohol-affected individuals, adequate educational and

vocational assessment, as well as intervention planning,

should be developed. There must be development of

ongoing funding for services and advocacy for future

service needs.

Recently, the Centers for Disease Control made

FAS a public health priority, and reducing the inci-

dence of FAS is an objective in the Healthy People

2000 national health promotion strategy. These are

important steps in the effort to confront the major

public health problem offetal alcohol syndrome.
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HEATHER CARMICHAEL OLSON

FLUID AND CRYSTALLIZED INTELLI-
GENCE, THEORY OF
over the course of the twentieth century has madeit

Evidence accumulated

clear that the phenomenon of humanintelligence is

multidimensional. A system for explaining this evi-

dence is the theory of fluid (Gf) and crystallized (Gc)

intelligence, known simply as Gf-Gc theory. This theory

has changed with the accumulation of evidence. At

first it was a theory of twointelligences, today, it

would be better labeled the theory of many intelli-

gences (see MULTIPLE INTELLIGENCES). But the term

Gf-Gc theory has become ensconced in language and

will not be easily phased out.

The evidence from which the theory derives is of

five principal forms:

1. evidence of individual differences, called structural

evidence

2. evidence of change from infancy to old age, called

developmentalevidence

3. evidence of relationships to indicators of physiolog-

ical and neurological functioning, called neurocogni-

tive evidence

4. evidence of predictions of school performance and

occupational levels, called evidence of achievement

5. evidence of relationship among persons related bio-

logically in different degrees, called heritability or be-

havioral-genetic evidence

These five forms of evidence indicate that a single sci-

entific concept does not represent the phenomena:

whatis referred to as intelligence is a melange of many

different cognitive capabilities.

Figure 1 provides a schematic indication of the de-

scriptive concepts of the theory. Briefly described, the

concepts are (from top to bottom in the figure):

Fluid Reasoning (Gf), measured in tasks requiring

inductive, deductive, conjunctive, and

disjunctive reasoning to arrive at under-

standing of relations among stimuli, to

comprehend implications, and to draw in-

ferences.

Acculturation Knowledge (Gc), measuredin tasks in-

dicating breadth and depth of the knowl-

edge of concepts and forms of reasoning

that have been developed by humans over

the course of many centuries and passed on

from one generation to the next. Gc can be

thoughtofas the intelligence of the culture

that is incorporated by individuals through

a process of acculturation.

Visual Processing (Gv), measuredin tasks involving

visual closure and constancy, and fluency in

“imaging” how objects can appear in space

as they are rotated andflip-flopped in var-

i0us ways.

Auditory Processing (Ga), measuredin tasks that in-

volve perceiving sound patterns under

distraction or distortion, maintaining

awareness of order and rhythm among

sounds, and comprehending elements of

groups of sounds, such as chords, and the

relations among such groups.

Processing Speed (Gs), involved in almost all intel-

lectual tasks (Hertzog, 1989) and regarded

by some (e.g., Eysenck, 1982) as the central

feature of intelligence, measured most

purely in rapid scanning in intellectually

simple tasks (in which almost all people

would get the right answerif the task were

not highly speeded).

Correct Decision Speed (CDS), often regarded as

central to intelligence, measured in quick-

ness in providing answers in tasks that re-

quire the solving of problems.

Short-term Apprehension-Retention (SAR), also called

short-term memory (GSM), sometimes re-
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gardedasthe central feature of intelligence,

measuredin a variety of tasks that indicate

awareness of, andability to recall, elements

of immediate stimulation—i.e., events in

the passing parade ofthe past minuteor so.

Immediate memoryis rather like a register

into which awarenesses come and are

passed on either to storage or to oblivion.

Fluency of Retrieval from Long-Term Storage (TSR),

also called long-term memory (Gir), and

sometimes regarded as intelligence, meas-

ured in tasks that indicate consolidation for

storage and mainly require retrieval,

through association, of information that

was stored minutes, hours, weeks, and

years before.

Visual Sensory Detection (vSD), measuredin tasks in

that indicate fleeting awareness (over a few

milliseconds) of a large amount of visual

information—curvature, symmetry, par-

allelism, edges, wedges, blocks, cones

(Biederman, 1987; Sperling, 1960).

Auditory Sensory Detection (aSD), sometimescalled

echoic memory, measured in tasks requiring

awareness for very short periods of time

(milliseconds) of relatively large amounts of

auditory information.

The concepts of Figure 1 correspond to second-

order abilities indicated by structural evidence. The

little boxes represent primary mental abilities which

each second-order ability comprises. For example, Gc

encompasses primary abilities of Verbal Comprehen-

sion (V), Evaluation of Semantic Systems (EMS), Com-

prehension of Semantic Relations (CMR), Deductive

Reasoning, and Numerical Facility, as well as various

knowledges measured in achievementbatteries. Other

Gf-Gc factors similarly involve several different ele-

mentary abilities.

A separate concept, also, is quantitative knowledge

(Gq), an understanding of the concepts and skills of

mathematics. Gq is a form of crystallized knowledge,

but individual differences in quantitative abilities are

so notably different from individual differences in

other broad bands of knowledge that it is necessary to

recognize them as involving processes of acquisition
and retention that are different from those for Gc. A
circle representing Gq would appear near the top in

Figure 1.

The precise number of distinguishable cognitive ca-

pabilities evinced by humanshas notbeenestablished.

Indeed, such a number probably never will be deter-

mined because humans manifest myriad of such capa-

bilities; this numberis expanding and contracting as

evolution and human history progress; these capabili-

ties represent many, manydifferent functions; and this

information can be organized in a great many ways,

none of which is fully exhaustive. The situation is

somewhatanalogousto the impossibility of specifying

all the distinct chemical substances that occur in the

universe.

In chemistry there is a system of elements in terms

of which all substances (known and yet-to-be-deter-

mined) can be described. Thus, although the number

of all distinct chemical substances cannot be deter-

mined, the nature ofall such substances can be under-

stood in terms of a finite number of elements. In

psychology no such system of elements has been dis-

covered. Nevertheless, the evidence is clear that

among a myriad of human cognitive capabilities there

are commonfeatures. This suggests that a finite system

of elements—capacities and processes—does_ bind

cognitive capacities and in terms of whichall of the

myriad of humanabilities can be understood—even as

we have yet to find such a fully inclusive system.

Major considerations for such a system have been

put forward. Some of these are discussed here.

STRUCTURAL EVIDENCE

Structural evidence derives from hundreds of stud-

ies of the relationships among measures of individual

differences in human cognitive capabilities. In these

studies (and in the hundreds of studies on which they

are based), literally thousands of tests, experimental

procedures, and paradigms were developed to measure

what appeared to be quite distinct and separate abili-

ties, capacities, and cognitive processes. Yet a surpris-

ing finding of muchresearch is that among this huge

diversity of different measures there is a large amount

of redundancy: tests that would seem to measure dif-

ferent abilities are found to measure the sameabilities
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in common. Thetests have different names, but they

do not measure different abilities.

It’s as if you were to line people up according to

height and find that you had also lined them up ac-

cording to amount of moneyin the bank, years of ed-

ucation, distance from home, and a whole host of

other things. You wouldn’t expect such an outcome,

and if you found it, you would be surprised. Similarly,

psychologists constructed measures of what they

thought were different abilities, but found that, the

tests ordered individuals in much the same way. They

found that a large proportion of variability produced

by a very large number of measures of human capa-

bilities could be reliably described in termsofrelatively

small number of commonfactors (see FACTOR ANALY-

SIS).

Commonfactors among abilities have been found

at four levels. The numberof factors now established

at what is knownas the primary mentalability level is

somewhat greater than forty (see PRIMARY MENTAL

ABILITIES). These abilities account for redundancy in

measures of many hundreds of tests. But these forty-

plus abilities are not entirely independent: they, too,

order individuals in somewhat the same way. When

the redundancy among these primaryabilities is ana-

lyzed, evidence of approximately ten factors is found

at what is known as the second order. And that’s not

all. These ten factors are also not entirely independent:

whentheir redundancyis analyzed, two commonfac-

tors are found. And that’s still not all. These factors

are positively correlated, which indicates one common

factor.

Thusit is that individual differences in a huge num-

ber of human cognitive capabilities can be described

to a large extent in terms of a system of approximately

forty primary abilities, which in turn can be described

in terms of ten broad abilities, which themselves in-

dicate two very broad abilities, which indicate one

very, very broad ability. As surprising and important

as this finding is, it is only a glimmering of the orga-

nization among human capacities. The evidence of

developmental, neurocognitive, achievement, and be-

havioral-genetic research also indicates common fea-

tures among manyfunctionsassociated with cognitive

capabilities. These commonfeatures are only partially

understood at this point in history, but the findings

from manyperspectives converge to indicate that what

is seen in individual differences is seen also in devel-

opment, life achievements, neurological functioning,

and biogenetic relationships.

THE COMPROMISE OF Gf-Gc THEORY

IN RELATION TO IQ

Gf-Gc theory focuses on the second-order abilities

revealed in structural analyses. This is a compromise.

Ideally, theory should deal with the developmental, life

achievement, neurological, and genetic relationships of

the forty-plus primary abilities, but this is an ex-

tremely difficult task, and the empirical evidence on

which to build such a theory is scanty. The research

really needed to produce such evidence is hugely com-

plex and expensive. It has yet to be done. On the other

hand, it is clear that a theory of just one factor—

general intelligence—is not adequate to explain the

phenomenaandthe evidence that have been adduced.

The compromise of Gf-Gc theory is between these ex-

tremes: it is an account of the commonfactors among

the primary mentalabilities, and of the interrelation-

ships among these broad formsofintelligence.

The Wechsler and Stanford-Binet tests, as well as

most other commercial IQ and_neuropsychological

(also called neurocognitive) batteries, measure some of

the second-orderabilities of Figure 1 (see GF-GC MEAS-

URES OF INTELLIGENCE). They measure very few, in-

deed, of the forty-plus primary abilities of which the

second-orderabilities are comprised. It is thus evident

that what is measured in IQ tests is far from all there

is to intelligence: IQ tests measure very limited sam-

ples of the known, measurable abilities of intelligence.

Each of several of the second-orderabilities of Fig-

ure 1 has, on its own, been regarded as equal to, or

central to, general intelligence (IQ, or g). Indeed, Gf

and Gc have been discussed asif they are equivalent—

as if each indicates the same IQ or g (Jensen, 1984).

Short-term apprehension and retrieval and quick

thinking, too, have been regarded as the central fea-

ture of intelligence. But noneofthese capabilities well

represents all the others or is the essence ofall the

phenomenareferred to with the wordintelligence. They

are better regarded as distinct intelligences, which is

not to say that they are unrelated. A person functions

as a whole, not as merely a collection of unrelated

parts.
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CONSTRUCT VALIDITY

Structural evidence indicates the distinctiveness of
the different capabilities. It indicates that the abilities
are construct independent, meaning that each capabil-
ity is reliably distinct and separate from the other ca-
pabilities (and any combination of these). Construct
independenceis important because it means that what
can be established astrue for one construct (capability)
will not be redundantly the same as what can be es-

tablished as true for other constructs.

But the distinctiveness of the separate concepts of

Figure 1 is demonstrated, also, and more compellingly,

by evidence of distinct construct validities (see VALID-

ITY). This is evidence of how different capabilities are

different in their relationships with other variables—

how they develop differently and relate differently to

variables of physiological structure and function, and

those of education and genetics. Evidence of construct

115

validity is evidence showing that different capabilities
stem from different sets of determinants—including
different sets of genes—and are affected in different
ways by influences associated with injuries, child rear-
ing, education, and the variety of practices that make
up differentlifestyles.

The results summarized in Figure 2 illustrate evi-
dence of construct validity obtained from studies of
development. The curves of the figure are for means
(averages) at different ages from adolescence to old
age. They show thatthere is (on the average andacross
many individuals) monotonic decrease in someintel-

lectual abilities and monotonic increase in other such

abilities. The averages on which this particular figure

is based are for different individuals at each age (i.e.,

are cross-sectional differences; see AGING AND INTEL-

LIGENCE). But the same kinds of results are seen also

in averages based on repeated measures of the same

people (i.e., in longitudinal data). Summarized over
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manystudies, the finding is that the averages for Gf,

Gs, SAR, and Gvdecrease with increasing age in adult-

hood, while in the same samples of people the averages

for Gc and TSRincrease. (In a period of very old age,

the averagesfor these latter abilities may decrease also,

see Schaie and Baltes, 1977).

Different IQ tests are madeupofdifferent mixtures

of the Gf-Gc abilities. If such a mixture happens to

comprise primarily abilities for which averages de-

crease with age in adulthood, then the finding of a

study of age differences in IQ is that IQ declines with

aging. On the other hand, if the mixture comprises

primarilyabilities for which the averagesincrease, then

the finding is that IQ increases with aging. If the two

kinds of abilities are about equally weighted in an IQ

test (represented by g in Figure 2), the finding is that

IQ neither increases nor decreases with age in adult-

hood.

Such findings, interpreted as “conflicting,” illustrate

whyIQ (generalintelligence, g) is not a goodscientific

construct. There is no real conflict in the results ob-

tained with different IQ tests: it is misleading to

interpret the findings as conflicting. Distinct develop-

mental processes are at work in each of the different

cognitive capabilities that are arbitrarily mixed (in dif-

ferent proportions) in different measures of IQ. These

processes are confounded—notidentified—in studies

of IQ. Such confounding hides not only developmental

differences but also differences in relationships with

neurological, achievement, and genetic variables.

DEVELOPMENTAL EVIDENCEIN

RELATION TO FUNCTION

Returning to Figure 1, notice that from bottom to

top in the figure are two important hierarchies—one

of development, and one of function (information

processing). With regard to function, Figure 1 illus-

trates that sensory detection capabilities (represented

at the bottom of the figure) feed into and support

association processing at the next level, which pro-

cesses feed into and support the organizational func-

tions represented by Gv, Ga, and Gs, which in turn

are necessary for exercise of the relational thinking

functions (eduction of relations and correlates) of Gf

and Gc.

Figure 1 also represents the idea that development

parallels the functional hierarchy. The first responses

to become evident in the infant indicate sensory

awareness, the lowest level of function. Repetitious ac-

tivities then develop into short-term memories, some

of which are consolidated in long-term storage.

Through massive thinking and rethinking over years of

development, memories are organized and reorganized

again and again in visual and auditory concepts that

are identified in Gv, Ga, Gf, Ge, and the retrieval func-

tions of TSR. The developmentof cognitive capabilities

thus parallels the functional organization of these ca-

pabilities. Also, the evidence suggests that in cognitive

development and function, as elsewhere in biological

development and function, ontogeny recapitulates

phylogeny. The following is a brief outline of this de-

velopment.

There is verylittle in the infant’s behavior that re-

lates to whatis later referred to asintelligence. Yet even

before birth, the infant can sense the movement of

sound, and shortly after birth, it demonstrates thatit

can see and hear. These demonstrations indicate sen-

sory awareness. The infant’s behavior in the weeks fol-

lowing birth indicates increasingly that it responds to

events occurring a few seconds before the response:

this indicates short-term apprehension and retrieval

(SAR). Also increasingly, the infant indicates that it

recognizes images, and patterns of sounds, touches,

and tastes similar to what it has experienced minutes,

hours, and weeks before. This indicates awareness of

the past (storage, as in Gc) and retrieval from storage

(TSR). It becomes clear in the first year of life that

these elementary apprehensions and memories are

organized with respect to both visual and auditory

stimulation. Indicating individual differences, infants

respond to music—indicating Ga—in a different ways

than they respond to a visual stimulation—indicat-

ing Gy.

Two important forms of cognitive processing can

be seen to emerge in the first year of the infant’slife:

one is consolidation and cognitive storage; the otheris

directed exploration. In PIAGETIAN THEORY OF DEVEL-

OPMENTthese processes are described under the head-

ing of accommodation andassimilation. They appear

to be the early indications of Gc and Gf, respectively.

Consolidation is learning that is retained, stored,
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and available through retrieval over long periods of

time. It occurs when there is understanding of that

whichis learned. It can occur with practice. An early

form of practice is seen in what are called circular

reactivities, which are prominentin the infant’s behav-

ior in the first yearoflife. Circular reactivities are se-

quences of behavior repeated over and over. It is as if

the infantis practicing—andthis behavior appears to

be rewarding. The overt circular reactivity is a mani-

fest indication of subjective (thinking) circular reactiv-

ity. Just as practice is a basis for consolidation in

learning, so circular reactivity is a basis for consolida-

tion. This is indicated by recognition of stimulus pat-

terns similar to patterns presented previously. Such

recognition indicates subjective concept awareness: in

distinguishing the familiar from the unfamiliar, the in-

fant displays concept awareness. Conceptsare the ele-

ments of crystallized knowledge (Gc). Awareness of

concepts is seen with increasing frequencyas the child

nears the end ofthe first year oflife. As development

proceeds in the second year, concepts increasingly are

linked to verbal tags—spoken words. More and more

with advancing age in childhood, knowledge of words

becomes a measure of Gc.

Near the end of the first yearoflife, infants display

stranger anxiety and in other ways demonstrate that

they rather sharply distinguish the familiar from the

unfamiliar. They also display surprise, which is similar

to stranger anxiety, except that it is rewarding rather

than aversive. The infant seeks more of it; it seeks

novelty. This seeking seems to be driven by the re-

wards of surprise. Children explore their surroundings

with expectations built up in memory. They display

surprise when they encounter departures from expec-

tations.

Novelty seeking, or directed exploration, is thus

ratherlike problem solving: it is exploring with “hope”

of being rewarded. It appears to be one of the early

indications of fluid reasoning: it is predictive of IQ

measuredin the preschool period.

Distinctions between different cognitive capabilities

become more and more prominent as development

proceeds through the third year oflife. By age 4 it is

clear that early forms of the cognitive capabilities of

Figure 1 can be distinguished (e.g., Horn, 1986, Table

2.5).

Among commercial tests, Woodcock-Johnson is the

only one that provides childhood measures for all the

second-orderabilities, but good measures of Gf, Gf

SAR, and TSR can be obtained with the McCarthy bat-

tery. The Kaufmanbatteries provide good measures of

Gc, Gv, and SAR—in the KABC—and Gf, as well as

Ge, in the adult test. (This encyclopedia containsarti-

cles describing each of these tests. See, particularly,

DEVELOPMENT, COGNITIVE.)

EVIDENCE OF ACHIEVEMENTS

Gf, Gc, and other second-order abilities predict

grades in school, ratings of performancein manykinds

of training, and, in general, many kinds of achieve-

ments in which intellectual abilities are required. The

predictive correlation in these situations is typically

about .50 for Gc, about .40 for Gf and .30 or smaller

for other abilities.

Measures of outcomes (grades, ratings, on-the-job

tests) are usually broad and complex: performances

that involve several different abilities used in a variety

of ways. BecauseIQ tests involve several different abil-

ities, they often predict achievement criteria better

than relatively pure measures of Gc or Gf or other

second-orderabilities.

NEUROCOGNITIVE EVIDENCE

Abilities increase with learning, practice, and use.

Without use, they decline. They decline also with loss

of neurological base.

Over the ages of childhood, the averagesforall cog-

nitive abilities increase. As development continues

through adulthood, the averages for Ge and TSR con-

tinue to increase, but the averages for Gf, SAR, and Gs

decrease. The latter are said to be vulnerable abilities.

Not only are these the abilities that decline first and

most with age in adulthood, they are also mostirre-

versibly affected by—or are most vulnerable to—in-

juries to the central nervous system (CNS). The

evidence is less clear in suggesting that the sensory

detectors Ga and Gv also decline, and there is no good

evidence that CDS either does or does not decline.

The findings of decline associated with aging and

with known brain damage suggest that aging involves

brain damage. It seems that with aging there is an ac-
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cumulation of CNSinjuries over the life course. Many

things can cause such injury—highfever, inhalation of

carbon monoxide, inebriation, the “highs” and “lows”

produced by taking different drugs (prescription as

well asillicit), anesthetics, hypertension, and blowsto

the head. Each such injury might be small, but CNS

damageis irreversible, so even small effects can accu-

mulate to produce the net effect of one large injury

such as can be seen in cases of known brain damage.

Thus the accumulation of small injuries can produce

the aging declines seen in Gf and the other vulnerable

abilities.

In contrast to the vulnerable abilities, Gc and TSR

are maintained abilities: they do not decline with age

in adulthood. Also, although these abilities are de-

pressed immediately following brain damage (such as

that producedby stroke), they “spring back”nearly to

pre-injury level in the weeks of the recovery period.

Thesefindingslead to a hypothesis that Gf and TSR

are maintained through processes of overdetermina-

tion and equapotentiality. These abilities are practiced

over and over again under many, many different con-

ditions. This ties many stimulus cues to cognitive as-

sociations and to synaptic links between neurons. Such

cognitive associations and neural strands become in-

terwoven in complex networks in which any of several

strands holds the network together. This is overdeter-

mination. In an overdetermined network, loss of some

strands through brain damage does not destroy the

ability of cues to activate the network because many

strands remain: the entire pattern can be activated

through any of manystimulus cues. Thus, abilities are

maintained despite someloss of the neuralbase.

At a neurological level, abilities are maintained until

injury becomes massive enough, through accumulation

or with a single injury (such as stroke), to destroy such

a large segment of the network that the few remaining

strands are notlikely to be activated by any of the few

cognitive cues that can activate the system.

Unless the damage is very extensive indeed, how-

ever, overdetermination is not an all-or-nothing con-

dition: It is a matter of degree. As long as a few neural

strands remain, there are a few cues that can activate

a goodly portion of the remaining network, with the

result that the person mayat times seem to haveabil-

ities that at other times appear to be lost. This can be

seen even in extreme cases of Alzheimer’s disease.

At the level of practice and use, overdetermination

is lost with inactivity, which is to say when abilities

are not practiced. Even if there is no neural loss, and

even with good consolidation in learning and much

overdetermination with use, an ability that is not used

will decline. The curve indicating the rate of such loss

is not as steep as is seen in the familiar learning curve

of recently learned—usually not well-consolidated—

skills, but the shape is similar. Some of the decline in

abilities seen at any ageis loss resulting from lack of

use. Such decline can be quite noticeable, as when

active people “drop out” of a culture (fail to use a

language they formerly knew, for example). Some

of the decline seen in old age may stem from such in-

activity.

HERITABILITY EVIDENCE

Results from behavioral-genetic research indicate

that Gf and Gc have distinct heritabilities (see HERITA-

BILITY). Early studies were directed at establishing the

extent to which IQ (general intelligence) was inher-

ited. The results were confusing. The heritability esti-

mates of different studies ranged from 30 to 90

percent. Some of the confusion resulted from the same

factors that produced confusionin interpreting results

from studies of aging: Different collectionsof abilities

were incorporated in the IQ measures of different

studies. It was thought that the Gf-Gc distinction

would reduce this confusion in much the same wayas

it did for results on aging. Although this remains a

logically compelling possibility, the evidence thus far

accumulated has not supported it.

R. B. CATTELL (1941; 1957) put forth the basic hy-

potheses. He suggested that Gf reflects primarily ge-

netic influences, and Gc reflects mainly environmental

influences. Cattell’s thought was that the genetic po-

tential of Gf is “invested” in Gc over the course of

development, but Gc was also produced through en-

vironmental conditions for which there are individual

differences. Gc would be perfectly correlated with Gf

were it not for differences in environmental factors

through which intelligence is developed, but it be-

comes independent from Gf because individual dif-

ferences occur and

accumulate throughout childhood and subsequently

(Horn & Cattell, 1966). Thus,if an IQ test comprised

in environmental influences
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mainly Gc measures, it would have low heritability—

say, 30 percent. But if an IQ test was made up mainly

of Gf tests, it would have high heritability (e.g., 80

percent).

It follows from this reasoning that in the earliest

period oflife there will be virtually no distinction be-

tween Gf and Gc—because there will have been few

individual differences in environmental influences and

little time for such influences to operate and accu-

mulate—but that as development proceeds beyond

the earliest years, the distinction between Gf and Ge

will become clearer and clearer. It follows, too, that

for equally reliable measures and representative sam-

pling of subjects, the heritability of Gf should be larger

than the heritability of Gc.

Most of the evidence bearing on these questions

does not support either of the main arguments of Cat-

tell’s hypotheses—that Gf will have higher heritability

than Gc, and that Gf and Gc will not be distinguishable

early in life. In eleven separate studies based on anal-

yses of monozygotic and dizygotic twins, the herita-

bility estimates for Gf abilities were not systematically

larger than the heritability estimates for Gc abilities.

The results are consistent with a hypothesis that Gf

and Gc stem from different genetic determinants, the

effects of which can be seen early in development.

Among 4-year-old children, Gf and Gc factors are

quite distinguishable (as are some other second-order

abilities), and the correlation between the two is no

larger than has been found in adulthood studies. This

evidence does not support the hypothesis that Gf and

Gc are indistinguishable at an early age and become

more and more separable as development proceeds.

OTHER CONSIDERATIONS

One might wonder why there are no concepts in

Gf-Gc theory to represent organization among other

sensory functions, such as those of taste and smell and

kinesthesis. A complete theory would have an account

of these capabilities, for it is evident that just as one

thinks in terms of sights and sounds, so one also thinks

in terms of tastes and smells and “feels.” But little is

knownscientifically about these capabilities, and par-

ticularly about how they relate to other intellectual

functions. It is therefore premature to sey much more

than that it is important to recognize that human in-

telligence involves more than what we experience vi-

sually and auditorially.

Most of the abilities identified as cognitive capabil-

ities are positively correlated. This has led to the

thought that a single process—called general intelli-

gence, often symbolized as either IQ or g—underlies

humancognitive capability. If there were such a single

process, Gf would be asalient indicator of that feature.

But as reviewed in this article, the evidence does not

point to such a single feature. Gf does not account

for—does not predict—the major proportion of in-

dividual differencesin all intellectual abilities. It is only

one part of the broad conglomerateofall abilities that

researchers have identified as indicatingintelligence.
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FLUID AND CRYSTALLIZED THEORY

OF INTELLIGENCE, MEASURES OF_ Since

1941, the Gf-Gc theory of fluid and crystallized intel-

ligence has emerged as a major empirically based or-

ganization of evidence indicating that intelligence is a

composite of several broad abilities that work in con-

cert to produce cognitive performance. At least eight

such broad abilities have been identified and described

in the research of Raymond B. CATTELL, John Horn,

John B. CARROLL, and others. They have been labeled

as follows: short-term memory (Gsm), comprehension-

knowledge (Gc), quantitative ability (Gq), visual pro-

cessing (Gv), auditory processing (Ga), associative

storage-retrieval (Gir), novel reasoning (Gf), and pro-

cessing speed (Gs).

The research whereby these abilities have been

identified was based on test batteries designed to in-

vestigate hypotheses about the nature of human cog-

nitive capabilities and to describe the organization of

humanabilities. Rarely have these studies included the

subtests, as such, of tests put together and published

to measureintelligence for use in counseling, diagno-

sis, evaluation, and guidance. Typically, the latter are

individually administered tests, whereas most of the

tests used in research are administered in groups. But

some of the tests of intelligence have been used in

basic research, and someresearch has been directed at

identifying the abilities measured in intelligence-test

batteries. The results from this work indicate that the

eight abilities derived from basic research are mea-

sured more or less well by subtests included in

the major intelligence batteries currently used in the

United States and countries in which English is the

dominant language, as well as in other countries.

The determination of which subtests measure which

Gf-Gc abilities, and how well, may be addressed

through use of common FACTOR ANALYSIS.

FACTOR-ANALYTIC STUDIES

Two requirements must be metin a factor-analytic

study that indicates which tests in a battery indicate

which abilities. First, a breadth of cognitive abilities

must be represented in the study. Second, there must

be a sufficient number (generally three or more) of

measures (markers) for each of the factors. These re-

quirements have not been metin most of several dozen

factor-analytic studies in the literature that purport to

describe the factorial structure of published batteries

of tests of intelligence. The abilities reliably measured

in these studies have been restricted to those subtests

included within the published batteryitself. As a re-

sult, many of the major abilities required to perform

the various subtests have not been differentiated, or

even detected, in the majority of studies.

The information in this article is based on results

from fifteen factor-analytic studies on nine data sets

including sixty-eight subtests from four individually

administered intelligence batteries (Woodcock, 1990,

1993). The comprehensiveness of the data meets the

requirements described above for an analysis of sub-

test-to-factor relations.

EXAMPLE MEASURES OF
Gf-Gc FACTORS

The selected examples in Table 1 illustrate the kinds

of measures (of the four intelligence batteries) associ-

ated with each of the broad Gf-Gc abilities. The sub-

tests are ordered by size of factor-loading relationship

between test and ability. The relative factor loading

provides an approximation of that subtest’s strength,

amongall subtests in the four batteries, in measuring

that factor. Not all subtests from the four batteries are

listed, just those for which the factor loadings are

highest and those which areillustrative (see Wood-

cock, 1990, pp. 242-243, for a complete listing). The

four batteries are the Kaufman Assessment Battery for

Children (K-ABC), the Stanford-Binet Intelligence Scale,

4th Edition (SB IV), the Wechsler Intelligence Scalefor Chil-

dren, Revised and the Wechsler Adult Intelligence Scale,

Revised (WECH), and the Woodcock-Johnson Tests of Cog-

nitive Ability, Revised (WJ-—R).

Each of the four intelligence batteries provides

some system offactor scores, all with different labels.

Table 2 reports the congruence of these factor scores

with the eight Gf-Gc abilities. Certain factor scores

provided by some of the batteries are not included in

Table 2, as they are not verified in the results of factor

studies meeting the requirements of breadth and depth

of marker variables (see Woodcock, 1990, pp. 248-

250, for further details).
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TABLE1

Example measures of Gf-Gc factors from four contemporaryintelligence batteries
 

 

 

 

 

Relative

Factor/ Factor

Battery Subtest Loading Description

SHORT-TERM MEMORY(Gsm) THE ABILITY TO HOLD INFORMATION IN IMMEDIATE

AWARENESS AND THEN USE IT WITHIN A FEW

SECONDS. MOST Gsm TESTS MEASURE THE SPAN OF

INFORMATION THAT CAN BE HELD IN IMMEDIATE

AWARENESS.

SB IV Memory fordigits .78 Part | requires the subject to repeat a series of random digits in

the same orderas presented. Part 2 requires the subject to

repeat a series of random digits backward.

WJ-R Memory for words 78 Measuresthe ability to repeat lists of unrelated wordsin the

. correct sequence.

K-—ABC Numberrecall 72 Measuresthe ability to repeat a series of random digits in the

same orderas presented.

WECH Digit span 69 Similar to the SB IV memoryfor digits.

COMPREHENSION-KNOWLEDGE(Gc) A PERSON’S BREADTH AND DEPTH OF KNOWLEDGE.IT

INCLUDES THE ABILITY TO COMMUNICATE

(ESPECIALLY VERBALLY) AND THE ABILITY TO

REASON USING PREVIOUSLY LEARNED

PROCEDURES.

SB IV Vocabulary 81 Items 1—14 are picture vocabulary; items 15—46areoral

vocabulary requiring a synonym ordefinition.

WECH Vocabulary 81 Measuresthe ability to provide definitions for words.

WJ-R Picture vocabulary 75 Measuresthe ability to name familiar and unfamiliar pictured

objects.

K-ABC Riddles .70 Measures the ability to name a concrete or abstract concept when

given a list of its characteristics.

QUANTITATIVE ABILITY (Gq) THE ABILITY TO MANIPULATE NUMERIC SYMBOLS AND

TO REASON PROCEDURALLY WITH QUANTITATIVE

INFORMATION AND RELATIONSHIPS.

WJ-R Calculation 79 Measures thesubject’s skill in performing mathematical

calculations.

SB IV Equation building .78 Measuresthe ability to organize a set of number operations

into a mathematical sentence or equation.

WECH Arithmetic 75 Measures the subject’s skill in analyzing and solving practi-

cal problems in mathematics that are presented

orally.

K-ABC Arithmetic 62 Measures knowledge of numbers and mathematical concepts,

counting and computation skills.

THE ABILITY TO ANALYZE AND SYNTHESIZE VISUAL
VISUAL PROCESSING(Gyr) STIMULL.

K-—ABC Triangles 67 Measurestheability to assemble several identical triangles into a

pattern that matches a model.

WECH Object assembly 62 Measuresthe ability to assemble pieces forming a picture of an

object that has not been identified.

Block design 58 Measures the ability to reproduce a printed design using a set of

varicolored cubes.

 

453



FLUID AND CRYSTALLIZED THEORY OF INTELLIGENCE, MEASURES OF
 

 

 

 

 

 

Relative

Factor/ Factor

Battery Subtest Loading Description

SB IV Pattern analysis 57 Measurestheability to reproduce a pattern presented by the

examiner. Someitems utilize a formboard; others utilize

cubes that are assembled to duplicate the examiner’s model

or a printed design.

WJ-R Visual closure 47 Measuresthe ability to name a drawingor picture of a simple

object that is altered in one of several ways.

THE ABILITY TO ANALYZE AND SYNTHESIZE AUDITORY
AUDITORY PROCESSING (Ga) STIMULL

WJ-R Sound blending .69 Measuresthe ability to integrate and then say whole words after

hearing parts(syllables and/or phonemes) of the word. An

audiotape is used to present word parts in their proper

order for each item.

Incomplete words 55 An audiotape subtest that measures auditory closure. After

hearing a recorded word that has one or more phonemes

missing, the subject names the complete word.

K-—ABC Not measured —

SB IV Not measured —

WECH Not measured —

LONG-TERM RETRIEVAL(Gir) THE ABILITY TO STORE INFORMATION AND FLUENTLY

RETRIEVE IT LATER THROUGH ASSOCIATION.

WJ-R Delayed recall: memory 83 Measuresthe ability to recall (after 1-8 days) the space creatures

for names presented in Memory for Names.

Visual-auditory .70 Measures the ability to associate new visual symbols (rebuses)

learning with familiar words in oral language andto translate a series

of symbols presented as a reading passage (a visual-auditory

association task).

Memory for names .68 Measures the ability to learn associations between unfamiliar

auditory and visual stimuli (an auditory-visual association

task). The task requires learning namesofa series of space

creatures.

K—ABC Not measured —

SB IV Not measured —

WECH Not measured —

FLUID REASONING(Gf) THE ABILITY TO REASON, FORM CONCEPTS, AND SOLVE

PROBLEMS THAT OFTEN INCLUDE UNFAMILIAR

INFORMATION OR PROCEDURES; MANIFESTED IN

THE REORGANIZATION, TRANSFORMATION, AND

EXTRAPOLATION OF INFORMATION.

WJ-R Concept formation .68 Measuresthe ability to identify and state the rule for a concept

about a set of colored geometric figures when shown

instances and noninstances of the concept.

Analysis-synthesis 59 Measuresthe ability to analyze the components of an incomplete

logic puzzle and to determine and name missing

components.

SB IV Matrices 61 Measuresthe ability to identify the response needed to complete

a visual pattern matrix.
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Relative

Factor/ Factor

Battery Subtest Loading Description

K-—ABC Not measured —

WECH Not measured —

PROCESSING SPEED (Gs) THE SPEED OF AUTOMATIC COGNITIVE PROCESSING. IT

IS OFTEN MEASURED BY CLERICAL-SPEED-TYPE

TASKS, PARTICULARLY WHILE UNDER PRESSURE TO

MAINTAIN FOCUSED ATTENTION.
WJ-R Visual matching 84 Measuresthe ability to locate and circle quickly the two identical

numbers in a row of six numbers. The task proceeds in

difficulty from single-digit numbers to triple-digit numbers

and has a 3-minute time limit.

Cross out 62 Measures the ability to scan and compare visual information

quickly. The subject must mark the 5 drawings in a rowof

20 drawings that are identical to the first drawing in the

row. The subject is given a 3-minute time limit to complete

as manyrowsas possible.

WECH Coding (digit symbol) 58 Measuresthe ability to write quickly the digits associated with

several simple drawings. The subject uses a reference key to

the digit-drawing associations. The test has a 2-minute time

limit in the WISC-R and a 90-second time limit in the

WAIS-R.

K-ABC Not measured —

SB IV Not measured —
 

TABLE 2

Congruence of factor scores provided by four batteries of intelligence tests
 

Intelligence Battery
 

 

Gf-Gc

Factor K-—ABC SB IV WECH | W]-R

Gsm Sequential Short-term — Short-term memory

processing memory

Ge — Verbal Verbal Comprehension-knowledge

reasoning comprehension

Gq — Quantitative — Quantitative ability

reasoning

Gv Simultaneous — Perceptual Visual processing

processing organization

Ga — — — Auditory processing

Gir — — — Long-term retrieval

Gf — — — Fluid reasoning

Gs — — — Processing speed
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CONCLUSION

Whenfactor-analytic studies are conducted with an

adequate breadth and depth of measures, the studies

provide useful information about the factorial’ struc-

ture of anintelligence battery. They also provide im-

portant information about the ability, or abilities,

measured by the various subtests. Gf-Gc theory has

provided a framework for interpreting the results of

such studies. The factor analysis results reported in the

literature for most publishedintelligence-test batteries

have been based on studies including too few mea-

sures, usually only the subtests from a battery itself.

As a result, the conclusions incorrectly describe the

factor structure of the battery and the measurement

focus of the separate subtests. Tables 1 and 2 present.

results from a comprehensive factor-analytic study

showing how example subtests and factor scores from

contemporary intelligence-test batteries relate to the

broad abilities of Gf-Gc theory.
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GALTON, FRANCIS (1822-1911)

hgure in the history of the behavioral sciences can be

If any

characterized as an original genius,it is Sir Francis Gal-

ton. He never held an academic appointment, yet he

is rightfully claimed to be the founding father of dif-

ferential psychology, of psychometrics, and of behav-

ioral genetics. His creative efforts presaged almostall

of the major theoretical issues under investigation in

these fields in the twentieth century. Few scientists

have had such wide-ranging andlasting impact.

Galton was born on February 16, 1822, at a coun-

try estate near Birmingham, England,the last of seven

children (three boys and four girls) in a Quaker family

of wealth, culture, and privilege. His father was a

prominentbankerandcivic leader. His mother was the

daughter of Erasmus Darwin, famous in his day as a

biologist, philosopher, and poet—he was also the

grandfather of Galton’s illustrious half-cousin, Charles

Darwin. Galton’s paternal grandfather, a largely self-

taughtscientist, was elected a Fellow of the Royal So-

ciety for his research in optics and astronomy.

Before Galton was 3 years old, it was evident that

he was a prodigy, since he had learned to read. At age

4 he was reading simple books and writing letters to

relatives in a style that would do credit to a child twice

his age, a fact that led the psychometrician Lewis TER-

‘MAN to estimate Galton’s childhood IQ at near 200.

Asa preschooler Galton wasalready reading Latin and

Greek classics, but when he was sent off to a private

boarding school at age 8, he found it entirely uncon-

genial. He begged his parents to remove him. In his

autobiography, written in his late 80s, Galton (1908)

wasstill extremely critical of his early schooling: “I

learnt nothing and chafed at my limitations. I had

_ craved for what was denied, namely, an abundance of

good English reading, well-taught mathematics, and

solid science.”

His parents wanted him to becomea physician,fol-

lowing the footsteps of his eminent grandfather Eras-

mus Darwin. At age 16 Galton began the study of

medicine, the first year at the Birmingham General

Hospital, the second at Kings College Hospital in

London, but only the basic-science aspects of medical

education—chemistry, physics, mathematics, and phys-

iology—captured his enthusiasm. He could envisage

for himself a career in scientific research, not in treat-

ing patients. So at age 18, to prepare for a scientific

career, he entered Cambridge University and majored

in mathematics. A few monthsafter Galton graduated

from Cambridge, at the age of 21, his father died.

Galton fell heir to an ample independent income from

the family fortune and wasfreed from the need to earn

a living for the rest of his life. He was immediately

able to fulfill his long-held fascination with travel to

remote places.

From this point on, Galton’s long and immensely

productive life can be divided into three main periods

of intense activity devoted successively to exploration,
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research on individual differences and genetics, and

the promotion of eugenics.

TRAVEL AND EXPLORATION
(1844-1864)

For twenty years, Galton traveled extensively in Eu-

rope and the Middle East and published books and

journals about his experiences. It was in Africa, how-

ever, that he won distinction as an explorer, geogra-

pher, and anthropologist. He extensively explored and

mappedlittle-known regions of tropical South Africa

and studied the physical and social characteristics of

the people. One of his books based on his African ex-

plorations, The Art of Travel (1855), was a long-time

popular bestseller in its day and went through nine

editions. Great Britain’s Royal Geographical Society

awarded Galton its gold medal for his explorations,

and his name is included among the famous explorers

in British history—engraved on the granite facade

of the Royal Geographical Society’s headquarters in

London.

During this period Galton also became engrossed

by meteorology, to which he made original contribu-

tions. He was a pioneer in weather mapping and was

the first to write weather reports for a daily newspa-

per, The Times of London. Also, he formulated a theory

of cyclones and discovered the anticyclone. In devel-

oping better methods for predicting the weather by

taking simultaneously into account a number of pre-

dictive indices, he invented a graphical form of what

later, in algebraic form, became known as multiple-

regression analysis.

INDIVIDUAL DIFFERENCES,
STATISTICS, AND INHERITANCE

(1865-1899)

This was the most productive period of Galton’s

career in science. His compulsive curiosity, mechanical

ingenuity, mathematical bent, and theoretical inven-

tiveness resulted in original contributions to meteor-

ology, composite photography, graphology, fingerprint

classification, anthropometry, sociology, education, ge-

netics, psychometrics, and statistics. Whole chapters

in books on the history of some of these fields have

been devoted to his contributions (e.g., Stigler, 1986).

Galton’s accomplishments were recognized formally by

his being awarded virtually every honor and distinc-

tion available to the most eminent personages ofthat

period—knighthood, honorary degrees, fellowship in

the Royal Society, and awards from many scientific

societies.

In Galton’s time, psychology was dominated by the

philosophy and methodology of Wilhelm Wundt’s psy-

chological laboratory in Leipzig, Germany, which was

mainly concerned with discovering the general laws of

sensation, perception, and other mental processes, as

measured by a variety of laboratory instruments (from

which originated the phrase “brass instrument psy-

chology”). Individual differences in these processes

were of no interest to Wundtand his followers, how-

ever, who regarded this source of variation merely as

a “nuisance” variable, to be minimized by averaging

large numbers of measurements. Although Galton

knew of the studies being done in Wundt’s laboratory,

he showedlittle interest in Wundt’s theoretical aims,

but he was impressed by Wundt’s techniques for ob-

jectively measuring sensory-motor functions. Mean-

while, Galton’s encounter with Darwin’s The Origin of

Species (1859), which he claimed had a greater impact

on his thinking than any other book he had everread,

inspired his passion for understanding human evolu-

tion and human variation in both physical and mental

traits. For the rest of his life, Galton was engrossed

in studies of the biological basis of individual differ-

ences, proposing empirically testable theories, collect-

ing enormous amountsofdata, and inventing methods

of measurement and statistical analysis that have

mostly endured to the present. The individual differ-

ences that Wundt regarded as a nuisancevariable were

viewed by Galton as a paramount phenomenonforsci-

entific study.

Galton well knew, of course, that natural variation

amongindividuals of the same species is a crucialpillar

of Darwin’s theory of evolution. Individual differences

in particular characteristics, based on genetic influ-

ence, constitute the raw material on which the process

of natural selection works to effect changes in the

course of evolution. A science of individual differences

in human characteristics, Galton believed, would have

immense social significance bearing on the future of

human welfare. His interest focused mainly on individ-

ual differences in those mental abilities and personality

traits he thought were mostrelated to socially valued
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achievements. Thus, he launched the fields of differ-

ential psychology and its methodological basis, psycho-

metrics (which measured those traits). Together they

constitute one of “the twodisciplines of scientific psy-

chology”(the other is experimental psychology), as de-

scribed by Lee Cronbach (1957) in his frequently cited

presidential address to the American Psychological

Association.

Galton’s contributions in differential psychology are

in some65 of his more than 300scientific publications.

The fruits of his research on the topics most germane

to the theory and measurement of intelligence were

incorporated in two of his best-known books, Heredi-

tary Genius (1869) and Inquiries into Human Faculty and

ts Development (1883). His specific contributions in this

domain are perhaps best summarized under the fol-

lowing headings of the contemporaryfields they have

most influenced.

Psychometrics and Statistics. Galton was

never interested in the methodology of measurement

and statistics for its own sake. All of his methodo-
logical contributions were merely incidental to the

substantive questions that interested him. He quanti-

fied virtually everything. Galton’s favorite motto was,

“Whenever you can, count.” He promoted the idea of

objective measurement and quantitative analysis of

data, whether by counting, ranking, or by true mea-

surement. He held that objective measurement and the

mathematical treatment of quantitative data were

essential for a science of human variation; he applied

this philosophy to most physical and mental character-

istics that were within his power to count, rank, or

measure. Thus, he originated a numberofstatistical

and psychometric concepts familiar to present-day

researchers.

One subject that interested Galton, for its obvious

genetic implications, is the degree of resemblance be-

tween parents and offspring in various physical and

mental traits; his efforts to research this question led

to his methodological contributions best known today.

As recently as the late nineteenth century no means

existed for expressing, in an exact quantitative way,

the degree of resemblance or association between two

variables. No means existed by which one could pre-

cisely answer whether offspring are more similar to

their parents in Trait X than in Trait Y. Galton began

his study of parent-offspring resemblancein a precisely

measurable trait—stature. He measured nearly 1,000

young adults and their fathers and mothers. (The

height measurements were adjusted to removesex dif-

ferences by multiplying all female heights by 1.08.)

The total range and shapeofthe distribution of height,

as well as the overall mean height, were nearly the

same for parents and offspring. It is obvious that in-

dividual offspring are seldom the same height as their

parents, so Galton pursued howto represent precisely

in quantitative terms the degree of resemblance be-

tween parents andoffspring. He solved this by making

a bivariate plot of the parent-offspring measurements,

forming what we nowcall a scatter diagram.

He discovered that for his height project the data

points formed an upward-sloping ellipse, which

prompted the next step. After plotting the median

height of all offspring whofell within each one-inch

interval of parental height, he drew single straight

line closest to the center of this array of medians. The

line was expressed mathematically as a simple linear

equation, and its slope (or “regression coefficient”)

would serve as a precise measure of the degree ofpar-

ent-offspring resemblance. Because the distribution of

height was almost the samein parentsasin offspring,

when the axes of the scatter diagram were reversed

and parents’ medians were plotted within each 1-inch

interval of offsprings’ height, virtually the same line

fitted the array of medians. The slope of the best-fitting

line, which was the samein both cases, Galton referred

to as the coefficient of co-relation (later spelled cor-

relation). Thus was invented the concepts we now

know as linear regression (i.e., the best-fitting straight

line to the array of meansin a bivariate scatter-plot)

and correlation (i.e., the slope of the regression line

when both variates are measured on the same scale

and have the same variance.) Galton applied his meth-

ods to “parent” and “offspring” generations of size in

sweet peas, with a result very similar to that for hu-

man height.

Galton wasalso interested in the degree of associ-

ation between different traits measured on different

scales and had to invent a way to express the corre-

lations between them. This led to his invention of stan-

dardized measurements, that is, rescaling the original

measurements to a commonscale forall variables,

known in psychometrics as standardized scores. The

modern formulation of correlation, however, is attrib-
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utable to Karl Pearson (1857-1936), a mathematician

whogreatly admired Galton and gave mathematically

rigorous formulations to many of Galton’s intuitive

statistical conceptions. Pearson, known as the “father

of mathematical statistics,” was also Galton’s chief dis-

ciple and a pioneerof biometrical genetics. Pearson wrote

the most comprehensive biographyof his hero: The

Life, Letters and Labours of Francis Galton (3 vols., 1914-

1930).
Other methods invented and introduced by Galton

include: the scaling of mental test scores in terms of

their percentile ranks within a specified population;

the use ofrating scales for nonmetrictraits; scalingtest

scores and ratings in terms of the normal curve; use

of the median and geometric mean as measures of cen-

tral tendencyin markedly skeweddistributions; scaling

skewed data by the lognormal distribution; and the

ogive. Also, some ofhis ingenious quantitative analyses

of data—thoughlargely intuitive and lacking rigorous

mathematical derivation—are the conceptual forerun-

ners of multiple regression, multiple correlation, the analysis

of variance, andfactor analysis. The systematic develop-

ment of these ideas were accomplished by mathema-

ticians, mainly Karl Pearson and Ronald Fisher.

Behavioral Genetics. Galton was born the

same year as Gregor Mendel (1822-1884), both of

them, unknown to each other at the time, were pi-

oneers in genetics, experimenting with peas as a means

for investigating “natural inheritance.” Both indepen-

dently arrived at the conclusion that heredity is par-

ticulate, that is, traits are inherited via discrete

elements (later called genes) that pass (for the most

part) unchanged from generation to generation. Men-

del made the greater contribution, since he discovered

the fundamental laws of heredity—segregation, inde-

pendent assortment, and dominance/recessiveness—

whereas Galton never did. Mendel’s success can be at-

tributed to his propitious choice of phenotypes for his

breeding experiments—several visible characteristics

of peas (color [green or yellow] and form [smooth or

wrinkled]) that were discrete, hence countable, and

were determined (fortuitously) by single genes with no

genetic linkage to other characteristics. Galton did his

breeding experiments with peas merely as a conve-

nient way of discovering things about genetics that

might apply to human heredity, which are continu-

ously distributed in the population, such as height and

mental ability. He focused his study on a continuous

trait in peas—their size (or weight)—which we now

know is determined polygenically and to some extent

environmentally. His data were too complicated there-

fore to reveal the fundamental rules discovered by

Mendel. Nevertheless, Galton’s studies revealed some

important facts about polygenic inheritance. He dis-

covered that the distribution of a polygenic trait con-

forms approximately to the normal curve in each

generation, even when the parental generation is se-

lected so as to have a markedly nonnormal distribu-

tion, and that, in the absence of selection, the variance

of the trait was constant across generations.

Galton believed his most important discovery to be

the phenomenon he first termed “reversion to the

mean,” andlater, “regression to the mean.” On finding

the same phenomenon with respect to both physical

stature and mentalability, he dubbed it The law offilial

regression to mediocrity. This “law” simply quantified the

observation that, in a giventrait, offspring, on average,

do not deviate as much from the mean of the popu-

lation as do their parents. Of course, such regression

toward the meanis simply a corollary of the imperfect

correlation between parents and offspring—which is

the more basic phenomenon. Hence, parent-offspring

regression worksin both directions: parents, on average,

deviate less from the population mean than do their

children. Although Galton’s “law of regression” can be

explained in terms of genetic theory, environmental

factors and measurementerror mayalso contribute.

Galton’s “law of ancestral inheritance” has not sur-

vived in modern genetics. Neither Galton nor anyone

else of that time fully understood the genetic mecha-

nisms underlying “regression to the mean,” which

actually involves nonadditive effects (now known as

dominance and epistasis) due to interactions among

genes. In each generation the genes are simply shuf-

fled, so to speak, and their interaction effects are

redistributed at random. Thus, a parent who is

exceptional in some trait because of propitious gene

interactions may have an unexceptional child; and, for

the same reason, an exceptional individual may have

quite unexceptional parents.

Consider next Galton’s most famous work, Heredi-

tary Genius (1869), about which Charles Darwin re-
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marked, “I do not think I ever in all my life read

anything moreinteresting and original.” It was thefirst

_ attempt to study scientifically the inheritance of men-

tal ability. As there were no validated intelligence tests

at that time, Galton used as his criterion of mental

ability the attainment of eminence in_ intellectual

achievements. He beganwith a sample of some 400

historical hgures—-scientists, writers and poets, com-

posers, statesmen, divines, judges, and the like—for

whom extensive biographical data could be found in

libraries (e.g., Aristotle, Newton, Goethe, Beethoven,

Napoleon Bonaparte, Richelieu, and Disraeli). He la-

beled these individuals “illustrious.” From biographical

sources, he traced their direct-line ancestors and de-

scendants as well as their collateral relatives (brothers,

uncles, nephews), and determined the percentagesof

these groups who wereatleast distinguished enough

by their achievements to be found in biographical di-

rectories. He labeled this level “eminent.” Galton’s two

main findings were (1) a much higher probability of

eminence amongthe genetic kinships oftheillustrious

than is found for persons selected at random from the

general population; (2) the percentage of eminent per-

sonsdecreases in a regular stepwise fashion the farther

the degree of kinship is removed from theillustrious.

Galton performed the same kind ofanalysis on cham-

pion athletes and obtained a highly similar result for

athletic distinction.

Galton also introduced the adoption method for

studying the relative effects of heredity and environ-

ment—“nature and nurture”—to use the phrase for

which heis generally credited but which comes from

Shakespeare (Tempest, IV, i). Noting that it had been

customary in the past for popes to rear adoptedsons,

Galton found that their adopted sons, despite environ-

mental advantages comparable to the natural sons of

otherillustrious men, did not show as adults anywhere

near the samelevel of distinction as the biological de-

scendants oftheillustrious and eminent.

From his finding that the major distinctions of em-

inent relatives were often in a variety of fields (math-

ematics, literature, musical composition), Galton also

concludedthat distinguished intellectual achievements

of any kind, or at least their hereditary component,

are due to a general mentalability, which can be chan-

neled by circumstance or interest into almost any

kind of intellectual endeavor. This notion closely re-

sembles the modern concept of fluid ability (and its

associated “investment” theory of intelligence) for-

mulated by R. B. Cattell in 1943.

The twin study method, which has figured most

prominently in behavioral genetics, is also attributable

to Galton. He wasthe first to note the importance of

twins for determining the relative effects of heredity

and environment, and particularly the significance of

there being two distinct kinds of twins, identical and

fraternal, or monozygotic (MZ) and dizygotic (DZ).

Galton collected information on ninety-four sets of

twins and studied their resemblances in many physical

and behavioral characteristics, even their history ofill-

nesses. He noted in examining the frequency distri-

bution ofdifferences between twinsin varioustraits that

the distributions are typically bimodal, indicating that

there are two distinct types of twins. Since MZ twins

are genetically identical and DZ twins are genetically

no more similar than ordinary full siblings, Galton re-

alized that a comparison of the correlation (r) between

MZ twins with the correlation between DZ twins on

a particular trait would indicate the degree to which

genetic factors influence individual differences in the

trait. Galton’s insight is the basis for a commonly used

formula in modern genetics for estimating the herita-

bility (h*) of a trait, in other words, the proportion of

phenotypic variance in the trait attributable to geno-

typic variance: h* = 2ryz — rpz). Summarizing his

study of twins, Galton wrote:

There is no escape from the conclusion that nature pre-

vails enormously over nurture whenthe differences in

nurture do not exceed what is commonly to be found

among persons of the same rank of society and in the

same country. Myfearis, that my evidence may seem to

prove too much,and be discredited on that account, as

it appears contrary to all experience that nurture should

go forsolittle (1883/1907, p. 172).

Theory and Measurement of Mental Ability.

Galton never presented a formalized theoryofintelli-

gence, but it is clear from several of his publications,

particularly Inquiries into Human Faculty and Its Develop-

ment (1883/1907), that his conception of it can be

summarizedas innate, general, cognitive ability. The spec-

ification “cognitive” distinguishes it from the two
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other main aspects of mind recognized by Galton, the

affective and the conative. He theorized that this general

ability is a Darwinian fitness characteristic—heredi-

tary—which developed through natural selection in

the course of human evolution. He held that the dis-

tribution of intelligence in the population,like that of

manyhereditary physical traits, conforms to the nor-

mal, bell-shaped curve. His conception of ability as a

normally distributed continuous trait represented a

break with the typological thinking of his contempo-

raries; they viewed both genius and mental deficiency

as distinct types of intelligence, separate from the

general run, not the upper and lower extremes of a

continuous distribution. Besides his hypothesis of in-

dividual differences in a general ability that is involved

in all intellectual activity, he also recognized the exis-

tence of special abilities and talents but attributed less

importance to them than to generalability in account-

ing for individuals’ lifetime achievements.

Because all the contents of the mind enter through

the sensory system andall expressions of mind depend

on the effector system of motor nerves and muscles,

Galton, arguing from evolutionary concepts, hypothe-

sized that precise laboratory measurements of(1) hu-

man sensory acuity and discrimination and of (2)

reaction times to the onsetof a visual or auditory stim-

ulus would afford an objective assessment of individual

differences in the biological basis of general mental

ability.

Galton invented an extensive battery of devices—

various tests of sensory discrimination, reaction time,

and memory span—with which to measure individual

differences (described in his Inquiries into Human Fac-

ulty). In his Anthropometric Laboratory in the South

Kensington Natural Science Museum, he and two as-

sistants administered this battery of sensory-motor

tests, along with a number of physical measurements,

to nearly 10,000 people. He found that the sensory

and reaction-time measurements seemed to show only

very small differences between those classified into

ability levels based on education and occupation;this

was disappointing and Galton did not pursue this av-

enue further. Others did but with little more success

at the time. It turns out, however, that Galton’s orig-

inal hypothesis was essentially correct; this fact re-

mained unrealized in his time because of the generally

low reliability of much of his data—especially that on

reaction time (with a reliability coefficient of only

.18)}——and because appropriate statistical techniques

had not yet been invented for determining the signif-

icance of his findings. When modernstatistical tech-

niques, such as the analysis of variance and multiple

regression, were applied to Galton’s original massive

data, they confirmed his observations—that great

overlap exists for the score distributions of the various

occupational and educational categories and that the

average differences(in the predicted direction) between

these various categories appear almost negligibly small.

It was also found that most of the average differences

are statistically highly significant (p<.001), which in

Galton’s time could not be ascertained (Johnsonetal.,

1985). Today we know that the newer measurement

techniquesyield high precision andreliability for some

of the simple variables of interest to Galton; they re-

veal low to moderate correlations with scores on mod-

ern psychometric tests of intelligence. Many of

Galton’s intuitive hypotheses have proved amazingly

fruitful, although in his time the technical means for

properly testing them waslacking.

EUGENICS(1900-1911)

Galton dedicated the last decade ofhislife to the ad-

vancementofeugenics, a term he coined for the study

of genetics for the general betterment of the human

species. In his autobiography (1908), written at age 88,

he summarized his vision of eugenics:

Manis gifted with pity and other kindly feelings; he has

also the power of preventing many kinds of suffering. |

conceive it to fall well within his province to replace

Natural Selection by other processes that are more mer-

ciful and notless effective. This is precisely the aim of

Eugenics. ... | take Eugenics very seriously, feeling that

its principles ought to become one of the dominant mo-

tives in a civilized nation, much as if they were one of

its religious tenets (pp. 322-323).

He even wrote a utopian novel (Kantsaywhere) based

on eugenics. A man ofaction, Galton founded a num-

ber of institutions to advance genetics and eugenics

and used most of his personal fortune for perpetual
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endowments. (Although married for 44 years, he had

no children or heirs.) He endowed the Galton Labo-

ratory of Genetics at the University of London, the

first of its kind; it remains a leading center of research

in humangenetics. He endowed a Professorship in Eu-

genics (now Genetics) at the University of London,

which has been occupied by such luminaries as Karl

Pearson, Sir Ronald A. Fisher, and Lionel S. Penrose.

Galton founded and endowed two prestigious journals,

Biometrika and The Annals of Human Genetics, which are

still published. He also founded the Eugenics Society
(recently renamed The Galton Institute), which pub-
lishes its own journal(Journal of Biosocial Science) and an
annual symposium series on a wide variety of topics

related to human genetics and eugenics (now more

commonlyreferred to as social biology). He died one

month short of age 90, on January 17, 1911. Few sci-

entists have left such a diverse and lasting influence.

(See also: HERITABILITY; TWIN STUDIES OF INTELLIGENCE.)
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ARTHUR R. JENSEN

GENDER DIFFERENCES IN INTELLEC-
TUAL ABILITIES

when, and how muchfemales and males differ in their

The questions of whether,

intellectual abilities have resulted in an enormous

amount of hard feelings and controversy among re-

searchers who have collected mountains of data in an

attempt to answer these questions. Some tentative an-

swers have emerged from all the data along with a

clearer definition of the questions thatstill need to be

answered. Although there is still a great deal to be

learned about genderdifferencesin the ability to think,

learn, and remember, a gender-differentiated pattern

of intellectual abilities has been found with females, on

the average, performing better on a wide variety of

cognitive tasks that involve the rapid retrieval of in-

formation from memory. Males, on the average, per-

form better on cognitive tasks that involve maintaining

and manipulating information in short-term memory.

It is also clear that a satisfactory explanation of these

differences will involve an interaction of psychological,

biological, and social variables. In interpreting these

conclusions, it is important to keep in mind the fact

that reports of “average” differences can be misleading

because there is considerable overlap between the

sexes in all intellectual areas.

WHAT ARE INTELLECTUAL ABILITIES?

Most psychologists think that intelligence is made

up of numerous componentabilities that are measured

with performanceonintellectual tasks. Some of these

tasks are closely related, such as the ability to spell

well and the ability to detect spelling errors in printed

text; other intellectual tasks are more independent,

such as the ability to hold an image in memory while

deciding what it would look like if it were rotated in

space (mental rotation) and theability to generate syn-

onyms for words. There have been numerous attempts
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to categorize tasks that rely on similar processes in

orderto identify intellectualabilities and the tasks that

can be used to measure them.

Intellectual abilities have been identified empirically

with a mathematical procedure knownasfactor anal-

ysis. In a typical factor-analysis study, subjects partic-

ipate in a variety of tasks. The results of these tasks

are then subjected to a factor analysis that shows

which tasks are similar via a process knownas factor

loadings. A more contemporary variation of factor

analysis is called confirmatory factor analysis. It is a

more conservative and theory-driven procedure in

which the researchers specify in advance of the anal-

ysis those tasks that they believe are measuring the

same ability. They are then able to see how well the

data fit the theoretical model they have specified.

Factor analyses have shown that there are at least

three different intellectual abilities that psychologists

frequently study—verbal, quantitative, and spatial

abilities. The emergence of these three separate factors

suggests that they are relatively independent abilities,

which meansthat an individual’s score on one of these

factors is unrelated to his or her score on the other

factors. Examplesof tasks that are used to assess verbal

abilities include tests of grammar, spelling, reading

comprehension,the rapid generation of synonyms, and

verbal analogies. Quantitative abilities are indexed by

tests of computational arithmetic, algebra problems,

probability, mathematical word problems, and more

advanced mathematics such as topology and calculus.

Spatial abilities are measured within mental rotation

problems,figures embedded with the borders of other

figures, map reading, movingspatial arrays, and mazes.

Although the division of intellectual abilities into

three broad categories has been a useful way of con- |

ceptualizing these abilities, it is now clear that this dis-

tinction is not the best way of organizing the results

of gender-differences research. Each of these abilities

is multivariate, and gender differences are found on

some, but notall, tasks within each of these broad

ability headings. A morefruitful way of understanding

gender differences is to examine the underlying cog-

nitive process involved in performing the tasks rather

than focusing on whether the task involves the use of

language, the use of numbers, or the use of spatial

displays.

TESTS THAT SHOW

GENDER DIFFERENCES

When differences are found on tests of verbal

abilities, the results usually favor females, with males

scoring higher than females only on tests of verbal

analogies. The largest differences favoring females are

found ontests of word fluency (the ability to generate

words both in isolation and in a given context) and on

vocabulary tests in which subjects provide synonyms

for target words. Effects are also large at the low end

of the verbal-abilities distribution with males compris-

ing the overwhelming majority of those with stuttering

problems, some forms of retardation, and dyslexia.

Surprisingly, males outscore females slightly, by ap-

proximately 13 points on the verbal portion of the

Scholastic Aptitude Test (SAT-V), the most frequently

used test for making decisions about college admis-

sions. Although this result may seem contrary to the

general conclusion that females tend to excel in most

verbal tasks, the SAT-V is heavily weighted with anal-

ogies, and analogies are the only verbal task that favors

males.

Visual-spatial abilities are comprised ofat least four

component processes—spatial perception, which re-

quires subjects to locate the horizontal or vertical in a

display while ignoring distracting information, mental

rotation, which includes the ability to image how an

object would look if it were rotated in space; spatial

visualization, which is a catchall category for tasks

such as finding figures that are embedded in the con-

tours oflarger figures; and spatiotemporaltasks, which

involve making judgments about moving figures such

as determining the timeofarrival for a projectile. Of

these four types of visual-spatial tasks, males tend to

perform more quickly and more accurately on those

that involve manipulations in short-term memory. The

largest differences occur with mental rotation, spatial

perception, and spatiotemporal tasks. Gender difter-

ences on spatial-visualization tasks are so small that

they are essentially nonexistent.

A mixedpattern ofresults is also found with quan-

titative measures. Females score higher on computa-

tional arithmetic tests during the early elementary

school years, with no differences in middle school;

males score higher on quantitative tests in later high
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school years. Males, as a group, also tend to score

higher on tests of mathematical problem solving,

which are usually administered in the later high school

years. The largest differences favoring males are found

on the mathematics portion of the Scholastic Aptitude

Test (SAT-M), with an approximate 50-point lead for

male college-bound high school seniors over their fe-

male counterparts.

AN UNDERLYING COGNITIVE

PROCESSES APPROACH

This somewhat mixed pattern of gender-differen-

tiated results can be more meaningfully explained by

considering what subjects are doing when they take

these tests. Tests that consistently show a female ad-

vantage include computational arithmetic, the produc-

tion of fluent speech, and the ability to provide

synonymsand solve anagrams. All these tasks involve

rapid access to andretrieval of information from mem-

ory. By contrast, the tasks at which males excel in-

clude solving verbal analogies, making judgments

about moving figures, and solving mathematical prob-

lems. All these tasks involve maintaining and manipu-

lating mental representations. Thus, another way of

categorizing gender differences in intellectual abilities

is to group them according to the cognitive operations

that are used in performing different intellectual tasks.

ETIOLOGY OF

GENDER DIFFERENCESIN

INTELLECTUAL ABILITIES

The “Why” Question.

females and males differ on the average is easier than

Listing ways in which

determining why these differences are sometimes

found.It is clear that there are no simple answers for

questions about complex issues and that psychological,

biological, and social factors are involved in creating

and maintaining these differences.

Biological Variables: The Sexually Dimor-

phic Brain. Males and females differ in many ways

in addition to the obvious differences in the shape and

function of their reproductive organs. There are also

genderdifferences in the structure and organization of

some portions of the brains. An organ is labeled sex-

ually dimorphic if it occurs in two forms that differ as

a function of sex. The brain is one such organ. Some

of the differences involve portionsof the brain that are

involved in sexuality and in menstruation (the hypo-

thalamus); others are more likely involved in intellec-

tual processes. Recent research has found that one

section of the broad band of neural fibers that connect

the two hemispheres of the brain (the corpuscal-

losum) differs in size for males and females. This is

a potentially important finding because the two

hemispheres are somewhat dominantorlateralized for

different intellectual functions, and communication

between the two halves of the brain is believed to be

mediated by these fibers. Lateralization means that one

hemisphere is more orless specialized or proficient in

its ability to handle specific tasks such as verbal and

visual-spatial tasks.

In addition to differences in the size of these neural

fibers, some researchers have found evidence that

males and females have different patterns of laterali-

zation. A popular theory of gender differences in

lateralization is known as the cognitive-crowding hy-

pothesis. According to this hypothesis, most males

have verbalabilities lateralized in the left hemisphere

and visual-spatial abilities lateralized in the right hemi-

sphere. Females also have visual-spatial abilities later-

alized in their right hemisphere, but neural space

devoted to verbal abilities is found in both hemi-

spheres. If this theory is correct, it is possible that

females excelin verbalabilities because they have more

neural area devoted to these abilities, and visual-spatial

abilities suffer for females because visual-spatial abili-

ties get crowded out by having to share space with

verbal abilities. Although there is a diverse body of

evidence that supports this theory, many researchers

believe that the support is weak. This is a highly con-

troversial theory among brain researchers. There is

also empirical support for a related theory of gender

differences in lateralization. Some investigators believe

that brain differences between the sexes are morefre-

quently found within each hemisphere, with different

intrahemisphere areas of the brain specialized for in-

tellectual tasks in females and males.

The brains of females and males also differ in por-

tions of the thickness of the outer brain covering (the

cerebral cortex) and in the structure of neurons in

some areas of the brain, although it is difficult to un-
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derstand howorif these differences affect the thinking

process.

Sex Hormones. Another important way in

which the sexes differ is in the relative concentrations

of hormones that are commonly called sex hormones.

Androgens, most typically testosterone, are usually

thought of as male hormones, and estrogen and pro-

gesterone are usually thought of as female hormones,

even though all these hormones are found in detect-

able amounts in all normal females and males. These

hormonesare secreted by the gonads (testes in males

and ovaries in females), adrenal glands, and other

structures such as fat. Like all hormones, they travel

through the blood stream so that they can affect target

organs. Sex hormonesare critically important during

prenatal development because the genitals develop in

either a male or female direction under the control of

these hormones. The male hormonesare responsible

for the developmentof male genitals and reproductive

organsand the absence of male hormonesis implicated

in the developmentof female genitals and reproductive

organs. Prenatal hormonesare also involved in brain

development, with both female and male hormones

influencing the way the brain is formed. Thus, sex hor-

monesplay a role in directing brain morphology, but

the specific nature ofthis roleis still unknown.

Sex hormonesare also critically important at pu-

berty as they underlie most of the developmentaldif-

ferences between boys andgirls. Research has shown

that these hormonesalso play a role in the develop-

mentofintellectual abilities at puberty. Research with

males who hada testosterone deficiency found that a

minimal amount of testosterone is needed at puberty

in order for them to exhibit visual-spatial abilities. Ad-

ditional testosterone administered later in life could

not reverse the severe deficit in visual-spatial abilities

that was caused by the testosterone deficiency at pu-

berty. The role that testosterone plays in normal males

and females at puberty is unknownasis the role of

other sex hormonesat puberty.

Psychosocial Variables. There is no doubt that

environmental and social variables differ systematically

for females and malesin our society. Sex-differentiated

practices and messages are so prevalent and so in-

grained in western society that they are frequently

underestimated. Gender-differentiated practices begin

at birth with pink and blue booties issued as a way of

telling diapered children apart in the newborn nursery.

Toy stores are often arrangedintogirl and boysections

with toys that train visual-spatial skills (building

blocks, dominoes, Legos, tinker toys) in the boys’ sec-

tion and playhouse toys, dolls, and books in the girls’

section. It is easy to see how these experiences could

affect the developmentofintellectual abilities in a gen-

der-differentiated manner.

Sex-role stereotypes are those beliefs about behav-

iors and dispositions that are appropriate for members

of each sex. These sex-role stereotypes influencelife

experiences, which in turn can affect the development

of intellectual abilities. For example, mathematicsis a

male-stereotyped intellectual domain. Females receive

less encouragement to excel in mathematics and fe-

males report that mathematics is not as importantfor

their career goals as it is for males. Given these atti-

tudes, it is not surprising that females do not score as

high as males on advanced tests of quantitative abili-

ties. Sex-role stereotypes affect other intellectual abil-

ities as well. Girls receive more books than boys and

engage in more doll play, a type of play that has been

found to be highly verbal. Similarly, visual-spatial abil-

ities can be developed through play with spatial toys

and with subtle and overt messages about the sorts of

activities that are acceptable for males and females.

A Psychobiosocial Model of Intellectual De-

velopment. It is clear that both biological and psy-

chosocial variables have important influences on the

development of gender-differentiated patterns of in-

tellectual abilities. However, the effects of these two

types of variables are not independent. A three-part

model in which psychological, biological, and social

variables exert mutual influences on each otheris a

more accurate depiction of the underlying processes.

The effect of biological variables on psychological

and social variables is sometimescalled the bent-twig

hypothesis. The name of this hypothesis comes from

an old adage that states that as the twig is bent, so the

tree shall grow. According to this hypothesis, people

adjust andselect their life experiences so that they are

in accord with their natural propensities and strengths.

For example, if males are somewhat better at visual-

spatial tasks for biological reasons, they are more likely

to seek activities that are spatial in nature, and the

gender difference will become even larger than it ini-

tially was. Similarly, if females are, on the average, bet-
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ter at reading, then they will read more often and

further develop their reading skills relative to males.

In this way, biological factors affect psychosocial ones.

The reciprocal effect of psychosocial factors on

biology has been recognized more recently by re-

searchers. For example, brain structures and hormone

concentrations respond to life experiences. Experi-

mental work with nonhuman mammals has shownthat

an enriched environmentwill result in more complex

neuronsin the brain and in increased thickness in the

cerebral cortex. Furthermore, the effects of social ex-

periences on brain structures can be seen well into old

age. Although wedo not have direct experimental evi-

dence of the same effect with humans (and cannot

perform this research because of ethical consider-

ations), the same sort of environmental influences on

brain structures are likely. Similarly, stress and other

life experiences are knownto affect the secretions of

hormones including the sex hormones. In this way,

social variables can shape the biological structures that

underlie cognition.

Psychological variables also include sex-role iden-

tification and adherence, self-confidence, and_per-

ceived abilities. If females are socialized to believe that

they have less ability in mathematics, for example, it

is likely that they will not take advanced mathematics

course work or workas hard to learn advanced math-

ematics concepts. Thus, psychological variables will

determine social interactions, which can affect brain

structures, and so on. Psychological, biological, and so-

cial variables are inextricably entwined; it is not pos-

sible to assess the effects of any one of these influences

without also implicating the other two. This seamless

webofvariables is needed to explain gender-difteren-

tiated patterns ofintellectual abilities.

(See also: SEX CHROMOSOMAL ABNORMALITIES.)
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GENERAL APTITUDE TEST BATTERY

During the years 1934-1942, the U.S. Department of

Labor developed aptitude tests to predict job perfor-

mance for 100 specific occupations. During the years

1942-1945, the department invited a blue ribbon

panel of the top experts in industrial psychology and

measurementto help create a battery of employment

tests to cover all of the 100 occupations and many

more. The subsequent battery became the General Ap-

titude Test Battery (GATB). The GATB was then and

is now state-of-the-art broad spectrum test measur-

ing all of the aptitudes most useful in predicting job

performance. The construct validity of each test is

high because the GATBeither used or introduced the

tests that are among the best measures of each apti-

tude. Thereliability of each test is about as high as can

be obtained in the time available for employmenttest-

ing. The basic characteristics of the test and normsfor

a wide variety of groups can be found in the manual

(United States EmploymentService, 1970). The office

within the Department of Labor that was responsible

for the development and validation of the GATB was

for many years called the United States Employment

Service (USES); the name is now Job Service.

The GATB measures nine aptitudes that can be

group in three measures of as many general abilities

each. There are three measures of general cognitive

ability: (1) intelligence; (2) verbal aptitude; and (3) nu-

merical aptitude. There are also three measures of gen-

eral psychomotorability: (1) motor coordination, (2)

finger dexterity; and (3) manual dexterity. There are

also three measures of general perceptualability (per-

haps better called general perceptual speed): (1) spatial

aptitude; (2) form perception; and (3) clerical percep-

tion. John Hunter (1983a) found that the prediction

of job performance was determinedlargely by general
abilities rather than by specific aptitudes, although

there are a few exceptions connected with spatial ap-
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titude and jobs using the graphic arts. Once cognitive

and psychomotorabilities are considered, perceptual

ability is largely redundant, thoughit does contribute

to the prediction of performance for industrial-setup

workers.

Hunter (1986) reviewed the theory behind the

GATBalong with massive supporting data. Hundreds

of studies show that the GATB abilities measure how

well a person can learn the knowledge andskills that

determine job performance.

Since 1947, the Job Service has done over 700 val-

idation studies testing the extent to which the GATB

predicts job performance and employmenttraining

success. These data were pulled together using meta-

analysis by Hunter (1983a, 1983b). His work was cri-

tiqued by a National Academyof Science panel (Har-

tigan & Wigdor, 1989), which found the GATB to be

as good as any test used for predicting job pertor-

mance. The panelists found that the GATBpredicts job

performance better than existing alternatives such as

interviews and reference checks.

Hunter and colleagues (1984, 1987) reviewed the

research done by the Job Service along with a great

deal of other corroborating work on ability and per-

formance. For the purpose of selecting employees who

must be trained after hiring, the GATB predicts job

performance far better than any known alternative

(except other directly congruent ability tests). For

the purpose of selecting employees who have already

worked at the job, the GATB predicts performance

only slightly less well than a job-specific content-valid

job-knowledge or work-sampletest.

The prediction of performance ratings varies with

job complexity. As job complexity goes up, cognitive

ability predicts performance better, and psychomotor

ability predicts performance less well. The optimal

combination of the two varies with complexity, but

the overall prediction using both varies little—a mul-

tiple correlation varying from .49 to .58.

Cognitive ability predicts training success with high

validity across all levels of job complexity, the average

correlation being .62. However, psychomotorability is

much morevalid for jobs of low complexity than for

jobs of high complexity. It makes a moderate contri-

bution to the prediction of training success in low-

complexity jobs and none to jobs of medium or higher

complexity. There is evidence suggesting much higher

VALIDITY predicting the learning rate of develop-

mentally disadvantaged workers, as is consistent with

extrapolations from the lowest level of complexity

considered in Job Service studies.

Extensive research has been done to checkthefair-

ness of the GATB in measuring the ability of various

minority workers. The GATBis a fair measure of abil-

ity for blacks as well as whites, for Hispanics as well

as others, for women as well as men. Someofthe tests

must be used with care in assessing the ability of the

handicapped.

Manypersons believe that ability has little to do

with job performance. They believe that job perfor-

mance should be better predicted by measures of

personality and motivation. These beliefs are not con-

sistent with empirical findings (Schmidt & Hunter,

1992). For example, a close analysis of the findings on

nineteen military specialties (Hough et al., 1990)

shows that amongall the main dimensions of person-

ality, only measures of conscientiousness correlate

with objectively measured job performance, and the

correlation is only about .10. By contrast, the corre-

lation between ability and objectively measured per-

formancein their data is .68.

There is a higher correlation between personality

and subjective performanceratings by surpervisors. M.

Barrick and M. Mount (1991) did a meta-analysis of

hundreds of studies relating personality to subjective

performanceratings. They found evidenceof relevance

only for conscientiousness and not for other person-

ality traits. They found an average correlation be-

tween conscientiousness and subjective ratings that

is considerably higher than the correlation for objec-

tive measures of performance, about .26 rather than

.10. In the military studies by Hough andassociates

(1990), the correlation between conscientiousness and

subjective performance ratings was about .42. The

meta-analysis findings on conscientiousness (Ones,

Viswesvaran, & Schmidt, 1993) are closer to that

higher figure, an average correlation being .35. This

situation is in comparison to an average correlation of

.57 between the GATB aptitudes and subjective per-

formanceratings.

(See also: APTITUDE TESTS; JOB PERFORMANCE.)
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GENERAL INTELLIGENCE Psychometricians

have developed a large numberof standardized tests

designed to measure performance over broad areas.

Suchtests are referred to as measures of “intelligence,”

“IQ,” “general cognitive ability,” or “scholastic ability,”

just to mention a few terms. However, even though

many different concepts are used, thetests are usually

positively correlated and are commonly regarded as

measures of different aspects of general intelligence

(see Carroll, 1982). Referring to this concept, S. Scarr

(1989, p. 75) observed that “no conceptin the history

of psychology has had or continues to haveas great an

impact on everyday life in the Western world.” It

might be added that few concepts have generated as
much controversy as has the concept of general intel-
ligence.

The fundamental question of the nature of general

intelligence has received many different answers (see

Sternberg & Detterman, 1986), and a wide variety of

different research approaches have been employed to

elucidate the nature ofintelligence (Sternberg, 1990).

In much research and in most applications, tests of

intelligence have played a central role, which raises the

question of what the range of behavior is that indi-

cates human intelligence. Another question is whether

measured intelligence should be viewed as a unitary

phenomenon or as a multifaceted phenomenon. Yet

another controversial issue concerns the relative

weight that should be given to generalintelligence and

to specialized abilities, some taking the position that

general intelligence is the most important dimension

of individual differences and others arguing that it is

of limited importance.

INTELLIGENCE AND

INDIVIDUAL DIFFERENCES

The first practically useful intelligence test was de-

veloped by Alfred Binet and Théophile Simon (1905,

1908). The test consisted of many different kinds of

tasks, most of which were quite complex. The first

version of the scale was presented as a set ofclinical

procedures that did not result in a summaryscore, but |

the revision of 1908 did provide a summary score

(“mental level”), which was developed into the con-

cept of intelligence quotient (IQ) by the Germanpsy-
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chologist Louis W. Stern and was adopted by L. M.

TERMAN(1916).

Measures expressing an overall level of intellectual

performance have ever since been prominentin appli-

cations and measurementdevices. Even in test batter-

ies designed to measure several narrow abilities, the

scores are often combined into an overall measure of

generalintelligence. Such complex measures of general

intelligence are related to performance in many edu-

cational and occupationalareas andare thuspractically

useful, but the usefulness of general intelligence as a

theoretical concept has been questioned.

Oneof the most controversial questions in research

on intelligence is whether individual differences in

performance may be understood in terms of an un-

derlying general ability or in terms of a collection of

moreorless unrelated abilities. The empirical research

on this problem has typically investigated profiles of

performance over different tasks, using tools such as

the coefficient of correlation. Methods of multivariate

analysis have also been applied to analyze patterns of

intercorrelations between large sets of tasks in terms

of a limited number of underlying dimensions.

The single most fundamental observation in sup-

port of the notion of general intelligence is the fact

that correlations between different measures of cog-

nitive performanceare positive, even though the cor-

relations are far from being perfect. Nonetheless, even

though positive covariation is a necessary requirement

for such a concept to be reasonable, there are several

alternative explanations that do not involve the notion

of generalintelligence.

Charles SPEARMAN (1904) developed the first for-

malized model to explain the phenomenonofpositive

correlations among task performances. The model as-

sumes that an observed score for an examinee may be

accounted for in terms of a weighted sum ofscores on

two underlying unobservable variables: one general,

which is commontoall tasks (g), and one specific to

each task (s). From this model, it follows that the cor-

relation between any twovariablesis a function of the

amount of relationship between each of the variables

and the g factor. If the empirically observed correlation

is close to the theoretically expected correlation, the

model fits the data, but if there are differences, the

model does not render a plausible simplification of

the observed relations between variables.

In his empirical work Spearman used small samples

of variables and subjects, and often he did find a very

good fit between the observational data and the model,

although deviations were noted as well. The s factors

often were found to be correlated, thus giving rise to

additional common factors. The model also broke

down when tests that were “too similar” were in-

cluded in a battery of tests, again because of a corre-

lation between thes factors.

During the 1930s, multidimensionalalternatives to

Spearman’s theory appeared. L. L. THURSTONE (1938,

1947) extended Spearman’s simple unidimensional

model to encompass multiple factors. In an application

of multiple factor analysis, as the method wascalled,

Thurstone (1938) designed a battery of tests in which

about half a dozen primary mental abilities (PMAs)

were identified: The analysis did not indicate a general

factor (see PRIMARY MENTAL ABILITIES). In further stud-

ies, several of the original PMAs were decomposed

into more narrow factors, and new factors were dis-

covered when new domains were investigated. Thus,

narrow factorsproliferated and the generalfactor dis-

appeared from the factor-analytic models of the struc-

ture of abilities.

The proliferation of narrow abilities made it nec-

essary to bring order to the multitude of factors. One

way to do this is to analyze the correlations between

the factors with factor analysis to obtain higher-order

factors. Such higher-order analyses yield hierarchical

models, in which factors at lower levels are subsumed

underfactors at higher levels.

L. L. Thurstone and T. G. Thurstone (1941) ana-

lyzed the intercorrelations of the PMAs and found a

general factor. A more elaborate hierarchical model

(the gf-ge model), which includes two general dimen-

sions (crystallized intelligence, gc, and fluid intelli-

gence, gf) and several other broad abilities, has been

developed by R. B. CATTELL and J. L. Horn (e.g., Cat-

tell, 1963; Horn, 1968; Horn and Cattell, 1966) (see

FLUID AND CRYSTALLIZED INTELLIGENCE, THEORY OF). A

very similar hierarchical organization has been pre-

sented by J. B. Carroll (1993), on the basis of reana-

lyses of a very large numberof matrices of correlations

analyzed to indicate structure amongabilities. Carroll’s

three-stratum theory includes factors of three degrees

of generality: narrow, broad, and general. The general

factor is a single factor at the third and highestlevel
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of the model, and this factor influences performance

in each and every domain. These hierarchical models

thus restore the concept ofgeneral ability and combine

the perspective of those emphasizing several narrow

dimensionsofability with the perspective of those em-

phasizing one general cognitiveability.

Another way of defining the general factor is based

on principal-components analysis. In principal-com-

ponents analysis (Hotelling, 1933), the observed

variables are transformed into new uncorrelated (or-

thogonal) variables in such a way that the first com-

ponentaccountsfor the largest proportionof the total

variance, the second-largest principal component for

the second-largest proportion, and so on. The com-

ponents include both the commonandthe specific fac-

tors—thatis, the total test variance. Some researchers

identify the first component as representing Spear-

man’s g factor of general intelligence (see, e.g., Ceci,

1990; Jensen, 1980, 1982), although, as noted, Spear-

man’s model specified that the commonfactor alone

indicates g (Horn, 1989).

Whether the general factor is defined as a higher-

order factor or as a first principal component, the

nature of the factor varies as a function of which par-

ticular tests are included in the matrix (e.g., Horn,

1989; Thurstone, 1947). If there are manyverbaltests

in one battery, for example, the first principal com-

ponentis heavily weighted with verbalabilities. Com-

mon factor analysis with confirmatory tests at the

higher order address this problem. The results of sev-

eral such studies indicate that the g factor is, in the

batteries analyzed, not distinguishable from the broad

ability Gf (see FACTOR ANALYSIS). If this relation holds

up in further empirical research,it provides a basis for

establishing an invariant general factor, which is simi-

larly defined as Spearman’s g factor (Horn, 1980;

Undheim, 1981).

Evidence in favor of a general dimension of cogni-

tive ability has been obtained from studies using other

methodsofanalysis as well. In multidimensional scal-

ing, a space is constructed within which thetests are

represented as a geometric configuration of points.

Building upon techniques and conceptsoriginally con-

tributed by L. Guttman (1966, 1970), R. E. Snow,

P. C. Kyllonen, and B. Marshalek (1984) proposed a

model, the so-called radex model, which yields a two-

dimensional map of tests (see FACET ANALYSIS; RADEX

THEORY). In the center of the radex map are complex

tests that typically are highly related to gf’ The radex

is also divided into content areas (verbal, numerical,

and figural), and within each content area, the tests

are ordered according to complexity. In the numerical

domain, for example, tasks requiring application of

arithmetic skills are closest to the periphery; tasks re-

quiring greater problem solving are closer to the cen-

ter; and closest to the center are highly complex tests.

In the other content areas as well, progressions from

less complex to more complex tasks appear. Snow,

Kyllonen, and Marshalek also showed that the factor

loadingsof tests on the general factor were almost per-

fectly related to the level of complexity of the tests, as

defined by the multidimensional scaling. Thus, the

complexity dimension of the radex model seems to be

identical with the general dimension of the factor

model.

Most present-day models of the structure of abili-

ties either include a general ability or, as in Horn’s

theory, allow for this possibility if the data warrantit.

H. Gardner (1983) has proposeda classification ofabil-

ities that does not leave room for generalability. Gard-

ner’s MULTIPLE INTELLIGENCES THEORY has primarily

been developed from sources of information other

than those based on psychometric analyses. On the

basis of a review ofliterature from several areas, such

as developmental psychology, neuropsychology, and

cross-cultural research, Gardner has proposeda list of

seven intelligences: linguistic, logical-mathematical,

spatial, musical, bodily-kinesthetic, interpersonal, and

intrapersonal. These concepts are descriptively similar

to nineintelligences of Gf-Gc theory (Horn, 1989) and

to dimensions within Carroll’s three-stratum model.

The intelligences are assumed to work in concert in

the solution of particular problems, but Gardner hy-

pothesizes that the intelligences are independentin the

sense that level of performance achieved by one intel-

ligence is not related to the level achieved by the other

intelligences. Gardner explains the observed correla-

tion between the psychometrically identified abilities

as a result of the fact that tests of intelligence are

paper-and-pencil exercises that rely heavily on linguis-

tic and logical-mathematical abilities.

Gardner’s rejection of general intelligence should

not be interpreted too strictly, for he ascribes general

capacities of pattern perception to logical-mathemati-
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cal ability, which implies that it may cause perform-

ances in different domains to be correlated and thus

have properties of a general dimension. Gardner’s con-

clusion that the intelligences are independenthasalso

been criticized for lacking a firm empirical basis

(Brody, 1992, pp. 36-40).

In summary, it seems that considerable empirical

evidence supports a dimension of general mental abil-

ity, which is most heavily involved in tasks that require

complex processes, such as abstraction, rule inference,

generalization, and transformation of content(cf. Jen-

sen, 1992, p. 274). Again it may be noted that the

empirical results are well in line with Spearman’s

(1923) early formulations about characteristics of op-

timal g-tasks, which should involve “eduction of rules”

(rule inference) and “eduction of correlates” (rule ap-

plication).

INTERPRETATIONS OF

GENERAL INTELLIGENCE

Many different interpretations of general _intelli-

gence have been proposed. Spearman (1904, 1927)

viewed the g factor as a unitary phenomenonandsug-

gested that individual differences in general ability

could be accounted for in terms of differences in

“mental energy.” Binet, in contrast, did not conceive

of generalintelligence as a unitary dimension but as a

mean level determined by several capacities, such as

judgment,flexibility, and goal-directedness (see Cron-

bach, 1990, pp. 229-230). Binet thus saw the score as

representing an average of several abilities. Spearman

objected to this position and argued that the concep-

tion of general mentalability as an average leads into

difficult theoretical problems, primarily because the

domain over which the average is to be taken is not

defined.

Spearman’s idea that g is a singular entity related to

the overall energy of the mind was challenged by other

researchers, in particular in this century by Godfrey

THOMSON(e.g., 1916), who accounted for the g factor

by assuming that there is a large number of bonds or

units in the mind, subsets of which are sampled by

different tests. The rather heated debate between

Thomson and Spearmandid not endin victory for one

of the two interpretations (see Brody, 1992, pp. 10—-

13). Both interpretations explain the existence of a

general factor, but they have not been specified in

ways that allow them to be distinguished empirically.

The discussion of whether general intelligence

should be conceived of as a unitary or as a complex

phenomenon has continued. R. E. Snow and D. F.

Lohman (1989) pointed out that in recent cognitive

research in which processes of solving test items were

studied, the latent-ability variable that accounted for

the processes is not univocal; it is merely a convenient

summary of the numberof items correct on thetests.

This position is more in line with Thomson’s thinking

than with Spearman’s. L. G. HUMPHREYS (1985, 1989)

also takes a position close to Thomson’s. Heinterprets

the general factor as a sampling (of bonds) of the in-

dividuals’ entire repertoire of knowledge and skills.

Others, such as H.J. EYSENCK (1988), argue that Spear-

man’s principles of eduction of correlates andrelations

provide the best understanding of g.

Cronbach (1990) in a sense combines the unitary

and the collection-of-bonds views by arguing that gen-

eral intelligence may be viewed as a single index of

capacity that is complexly determined.

To say that one personis “moreintelligent” than another

can only mean that he or she uses information more

efficiently to serve his or her purposes. The efficiencyof

a factory is not to be located in this or that part of the

operation. Rather, the purchasing division, the mechan-

ics, the operators, the inspectors, and the shippers do

their tasks with few errors andlittle lost time. Efficiency

is a summary statement of what they accomplish as a

team [p. 230].

Again it seems that dual perspectives are necessary to

understand generalintelligence.

Since the 1970s, experimental cognitive psychology

has developed powerful theories and methods to ac-

count for how individuals receive, transform, store,

and retrieve information. These theories and methods

havealso been applied to understanding individual dif-

ferences in generalintelligence. Thus, cognitive proc-

esses have been hypothesized and identified with

chronometric techniques, which processes have then

been related to performance on intelligence tests. It

may be expected that as the insights into the mecha-

nisms of the human mind improve, better interpreta-
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tions of intelligence in information-processing terms

will be achieved.

MEASURING GENERAL INTELLIGENCE

Two major approaches have beentried in attempts

to develop optimal measures of generalintelligence. In

one approach,particular kinds of tasks with as high a

relationship as possible to a general factor have been

sought. Such tasks are designed to provide homoge-

neous measures ofintelligence. The RAVEN PROGRES-

SIVE MATRICES is an example of such test. It was

developed by J. K. C. Raven (1938), based on a test of

spatial analogies developed in Spearman’s laboratory

(Spearman, 1927), following Spearman’s suggestion

that an optimal g-test should involve “eduction of re-

lations and correlates” (see Spearman’s TWO-FACTOR

THEORY): The empirical evidence indicates that the

Raventest is highly related to estimates of general in-

telligence.

In other approachesto measuringintelligence, tests

are constructed to provide mixtures of several differ-

ent kinds of abilities. Such tests are called “heteroge-

noustests.” Ever since Binet introduced this approach,

it has been by far the most commonly employed ave-

nue to measuring general intelligence. Tests consisting

of a mixture of items have been viewed with suspicion;

they are so varied that they do not seem to yield an

interpretable measure of any identifiable ability. How-

ever, a rationale for this kind of measure was provided

by Spearman. He demonstrated that the particular

content of a set of tasks is unimportant as long as the

measureis highly related to g. If several different tasks

are combined into one score, the importance of the

factors typically diminishes, but the importance of g

increases. Thus, the best way to obtain a pure measure

may be to mix a large numberofdifferent tasks. It is

interesting to observe that even thoughSpearman did

not approve of Binet’s theory of intelligence, he did

sympathize with the idea “of throwing many miscel-

laneous tests into a single pool” (Spearman, 1927,

p- 84) to obtain an estimate ofg.

It seems somewhat paradoxical that a mixture of

different tasks would provide a purer measure of gen-

eral intelligence than would a homogeneous measure

(cf Humphreys, 1985), but if one uses the hierarchical

approach, this principle may be demonstrated mathe-

matically. It should not be concluded that existing

measures of general intelligence provide a pure and

optimal measure of a generalfactor of intelligence. The

reason for this is that these tests have not been con-

structed to be as broad as possible but to be good

predictors of school achievementand othercriteria. As

a consequence,thereis an overrepresentation of verbal

tasks in such tests, so most currenttests of intelligence

are likely to involve quite an important dimension of

verbal ability in addition to general ability.

CONCLUSION

For a long time the notion of generalintelligence

played an importantrole in practical applications, but

then research decreased as more studies were directed

at understanding components of intelligence. How-

ever, through increased emphasis on_ hierarchical

models and through process-oriented research, general

intelligence has received increasing attention as a cen-

tral dimension of individual differences. The dimension

is not quite well established empirically, but it must be

emphasized that there are several competing concepts

of, and theories about, general intelligence. There is

evidence to support several features of those theories,

but much remains to be learned before a theory ac-

ceptable to all the evidence will be available. Never-

theless, the concepts, theories, and measures of general

intelligence are important both in guiding research and

in practical applications.

It should be emphasized that generalintelligence as

a dimension of individual differences should be as-

cribed a proper amountofinfluence and that the de-

gree of importance of this dimension should be neither

overrated nor underrated. The most important consid-

eration in this context is whether the domain of per-

formance that we want to make statements about is

broad or narrow. It is quite a general principle that

performance on particular intellectual tasks is less

highly related to measures of generalintelligence, but

measures of intellectual performance over a wider

area, such as school achievement over the course of a

year, typically is relatively highly related to generalin-

telligence. The reason for this is that the relative im-

portance of specialized abilities is greater in narrow
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classes of tasks than in broad classes of tasks. Thus,

even though there is virtually no situation in which

the concept of general intelligence may be completely

disregarded, there also are many situations in which

more specialized ability concepts should be considered

along with generalintelligence.
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JAN-ERIC GUSTAFSSON

GENETICS, BEHAVIOR Behavior geneticsis

the study of the genetic and environmental sources of

individual differences in behavioral traits. An interest

in the constitutional and acquired features of human

conduct goes back at least to the ancient Greeks, but —

the immediate ancestor of modern behavior genetics

was the multitalented nineteenth-century Englishman

Francis GALTON.

In his book Hereditary Genius (1869), Francis GALTON

explored the tendency of excellence of various kinds

to run in families, a tendency he believed to be largely

due to biological heredity. In other writings, Galton

developed the statistical ideas of correlation and

regression, which are central tools of today’s behavior

geneticists, and he noted the relevance of twins to the

study of heredity and environment. Galton did not

have at his disposal the modern distinction between

monozygotic and dizygotic twins, but he did note that

there was a subgroup of strikingly similar twins, and

suggested that one could study the power of environ-

ment to shape behavior by starting out either with
highly similar pairs to see how different they became

with experience, or with initially dissimilar pairs sub-

jected to similar environments to see whether this

made them morealike. |

Oneofthe first behavior-genetic studies using abil-

ity tests was that of E. L. THORNDIKE in 1905 (Rende,

Plomin, & Vandenberg, 1990). Thorndike pursued

Galton’s idea by examining the resemblance ofolder

and youngersets of twins. However, he did not believe

in two distinct subvarieties of twins, and it was not

until the 1920s that modern twin studies of IQ

emerged. The 1920salso saw the first adoption studies

of IQ (Burks, 1928; Freeman, Holzinger, & Mitchell,

1928).
A scattering of nature-nurture studies of IQ and

other traits continued through the 1930s, 1940s, and

1950s in the United States, Britain, and Europe. In

1960, with the publication of the textbook Behavior

Genetics by J. L. Fuller, a biologist, and R. F. Thompson,

a psychologist, the contemporaryfield of behavior ge-

netics could be considered to be established. Fuller and

Thompson’s book contained a chapter on intellectual

abilities, surveying studies on animals and humans up

to that time. More recent reviews of behavior-genetic

methods and findings for intelligence and othertraits

may be foundin texts such as Hay (1985) and Plomin,

DeFries, and McClearn (1990), and in periodic chap-

ters on the topic in the Annual Review of Psychology. The

key journal in the field is Behavior Genetics.

ESTIMATING GENETIC

AND ENVIRONMENTAL

CONTRIBUTIONS TO IQ

Behavior genetics attempts to assess how differ-

ences in a trait in a population of individuals can be

explained by differences among the genesof the indi-

viduals or among their environments. It is important

to emphasize that the concern is with differences. For

any one person,it is rarely possible to specify the rel-

ative contributions of genes and environments to the

development of any characteristic, because the two

have been continuously interacting in immensely com-

plex ways since conception. D. O. HEBB (1972)

suggests the analogy of trying to separate the contri-

butions of width and length to the areaofa field. It is
impossible; withouteither, the field simply doesn’t ex-
ist. Nevertheless, if Hebb’s analogy is extended to a
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population of fields, matters are different. It is perfectly

feasible to ask to what extent the areas of a group of

fields depend on differences among their widths or

among their lengths. For example,if the fields areall

of about the same width, their differences in area will

mostly be attributable to their differences in length. If

they are all of the same length, their areas will reflect

their differences in width. For intermediate cases, one

can assess the relative contributions of length and

width to the variation in areas.

For lengths and widths, read genes and environments.

By methodsshortly to be described, using twins, adop-

tions, and other relevant family configurations,it is

possible to decomposethe variation of a trait (such as

intelligence) in a particular population into com-

ponents associated with genetic variation in that

population, with variation in the environments that

members of the population have encountered, and

with correlation and interaction (in the statistical

sense) between the two.

Any such variance decomposition refers to the par-

ticular population studied. If other populations have

greater or less variation among the genes or the envi-

TABLE1

ronments of their members, or if the amount of cor-

relation or interaction differs, the apportionment can

comeout differently. However, in practice, large pop-

ulation-to-population differences appear to be uncom-

mon.

Initially, methods and results will be discussed for

the trait of general intelligence, as measured bytypical

IQ tests. Later, the issue of possible differences for

different kinds of intellectual performance, such as

verbal and spatial abilities, will be considered.

IQ CORRELATIONS AMONG RELATIVES

Table 1 is a summary of resemblances in IQ among

various kinds of relatives, taken from a compilation by

Bouchard and McGue (1981) of studies in the litera-

ture. The values given in the table are the averages of

anywhere from two to sixty-nine correlations from

different studies, weighted by sample size; the total

numberofpairings of individuals involved is given in

the rightmost column.

The equations shownin the table represent a the-

oretical model of the way in which these resemblances

Average IQ correlations amongvariousrelatives
 

 

Average Number of

Equation Correlation Pairings

ruza = he + d’ .72 65

too = SAL + A’m) + .25 d? 24 103

Troan = 5 AX + m) 24 720

tur = h? + d? + cy 86 4,672
tp = OAL + h’m) + 25d? + cf 60 5,533

ro = SAA t+ h’m) + 25d? + oc’ 47 26,473

rpor = DAL + m) + C,’ 42 8,433

rant = Cs" 29 345

raat = C5" 34 369
Tear = Cp 19 1,491
 

NOTE: Average correlations shownare weighted means. MZ = monozygotic twins, A =

reared apart, T = reared together, DZ = dizygotic twins, S = biological siblings, PO

= parent and biological offspring, AN = siblings, one adopted and onebiological, AA

= siblings, both adopted, PA = parent and adopted child. r= additive genes; cd=

genetic dominance; c? = shared environment: T = twins, S = nontwin siblings, P =

parent and child; m = spouse correlation. Data from Bouchard & McGue (1981), with

corrections (Bouchard, personal communication, 1988). Based on Loehlin (1989).
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might havearisen from genetic and environmental fac-

tors shared by the individuals in question. The symbols

h? and d’ refer to two kinds of genetic effects, so-called

additive and dominanceeffects of genes. Additive ef-

fects are the average effects of individual genes on the

trait. Dominance effects depend on combination of

genes at particular chromosomalloci. A recessive gene

may or maynothave an effect, depending on whether

a dominantversion of the geneis also present. Because

gene combinations are broken up each generation,

dominance effects do not contribute to parent-child

resemblance, although they contributefully to the re-

semblance of identical twins, who share all their genes

and hence any patterns among them, and to lesser

extent to the resemblance of fraternal twins and or-

dinary siblings, by the odds of both inheriting the same

combination from their parents.

The various c* terms represent the contributions of

shared environmental factors to resemblances in IQ.

The equations allow for this occurring at three differ-

ent levels: between twins, between ordinary siblings,

and between parents and offspring, symbolized respec-

tively by cy’, cs’, and cp’.

Finally, the term m represents the correlation be-

tween spouses, which can affect sibling and _parent-

child resemblances. If two parents resemble each other

genetically, their children will tend to be morelike one

another than if the parents are very different, and a

mother(say) will resemble her children because of her

husband’s genes as well as her own. Spouse resem-

blance enters into equations somewhat differently de-

pending on how it is assumed to originate. The

assumption in these equations is the one most com-

monly made,that the resemblancearises from thetrait

itself rather than specifically from its genetic or envi-

ronmental antecedents; that is, that spouses are cor-

related for intelligence because people of similar levels

of intelligence tend to wind up in similar educational,
occupational, and avocational settings, and hence have
a tendency to meet and marry each other, and that
this process is neutral with respect to the genetic or
environmentalorigins of the trait.

Twin Studies. Most studies that have attempted
to estimate genetic and environmental contributions to
behavioral traits, including intelligence, have worked
with one or two groups. By far the commonest pro-
cedure has been to compare the resemblance of iden-

tical and fraternal twinpairs. Identical, or monozygotic

(MZ), twins come from the splitting of a single fertil-

ized ovum, and henceare genetically identical. Frater-

nal, or dizygotic (DZ), twins come from a multiple

ovulation in whichthere is separate fertilization of two

ova by different sperms. Thus, genetically, fraternal

twins are ordinary siblings, although they may share

prenatal and postnatal environments to a greater de-

gree than othersiblings do. If the genes are important

in accounting for variation on a trait, one would ex-

pect identical twins, who shareall their genes, to be

more similar, on the average, than fraternal twins, who

share only half theirs.

The HERITABILITY of a trait may be defined as the

extent to which the genes contribute to its variation.

(This is sometimes called heritability in the broad

sense, represented by h* + d’ in the Table 1 equations.

Heritability in the narrow sense, h*, means just the

additive genetic contribution.) A number of formulas

for estimating the heritability of a trait from a twin

study have been suggested. The simplestis just to dou-

ble the difference between the identical and fraternal

intraclass correlations:

heritability = 2(ryz — rpz).

An examination of the expression for ry7 and rpzy

reveals that the heritability formula above will be

straightforward only if m and d are both zero. For a

number of psychological traits, these assumptions may

be plausible, but for IQ, there is known to be appre-

ciable positive correlation between spouses, and there

is evidence from studies of inbreeding (discussed be-

low) that genetic dominance makes a contribution.

These two factors tend to act in opposite directions

on the formula, however, so if both are present, they
will tend to offset each other. Thus, the estimate from
the above expression of a heritability for IQ of 2(.86
— .60) = .52 may not be grossly in error. Other
estimates will be presented below, but for the moment
this suggests that something like half the variance of
IQ is due to the genes,at least in the ULS., British, and
northern European populations, from which these

data predominantly come.

Studies of Adoptive Families. After twin
studies, the next most popular way of estimating her-
itability is from studies comparing parent-child cor-
relations and sibling correlations in adoptive and
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biologically related families. The resemblance among

adoptive family members will be due to the environ-

ment they share, whereas the resemblance between

biologically related family members will involve ge-

netic as well as environmental resemblance. Again, a

rough formula is to double the difference to estimate

heritability:

heritability = 2(rg¢ — rur)»

or

heritability = AWrpor — Tpat)s

where ry; refers to unrelated children reared to-

gether as siblings (a combination of groups ra,; and

ranr in Table 1). Again, examination of the equations

in the table suggests that these expressions require the

absence of spouse correlations and genetic dominance

if they are to be accurate. Their derivation assumes

also the absence of selective placement by the adoption

agency that is it assumes that there was no matching

of the child to the adopting family in terms of genetic

potential. A moderate degree of such selective place-

ment is often reported for IQ in such studies (e.g.,

Horn, Loehlin, & Willerman, 1979; Scarr & Weinberg,

1978) but is not invariably found (e.g., Plomin, De-

Fries, & Fulker, 1988). Again, therefore, the applica-

tion of these equations will provide only rough

estimates of heritability: in the present case,

1.47 — 316) = .31

and

2(.42 — 19) = .46,

respectively. Both suggest an appreciable contribution

of the genes to IQ variation, although they are little

lower than the heritability estimate yielded by the twin

studies.

Studies of Identical Twins Reared Apart. A

third, very simple estimate of heritability may be ob-

tained from the study of identical twins reared apart.

This is just the correlation itself:

heritability = ryyza-

For the Table 1 data, this yields an estimate of 72 per-

cent for the heritability of IQ, a figure somewhat

higher than those yielded by the twin studies and the

adoptive-biological comparisons. This estimate is based

on considerably less data than are the others—a total

of sixty-five pairs from three studies—because iden-

tical twins who have been reared apart are rare and

difficult to locate. However, an additional sample of

forty-eight pairs of identical twins reared apart has

since been studied (Bouchard, Lykken, McGue, Segal,

& Tellegen, 1990). The IQ correlation, and hence the

heritability estimate, for this additional group is .69,

close to the: earlier figure, thus providing some

grounds for believing that the higher estimate from

this source of evidence is not just a freak of sampling,

but reflects the presence of nonadditive genetic effects

or other factors.

Combined Model Fitting.

with the advent of structural modeling methods and

In recent years,

associated computer programs,it has becomeincreas-

ingly popular to deal with sets of equations, such as

those in Table 1, all at once, yielding a weighted best

fit to the data and a chi-square test of the goodness of

that fit, along with optimum estimates of the individ-

ual parameters. Such methods also permit straight-

forward comparisons of models embodying more or

fewer restrictive assumptions, with simple chi-square

tests of differences between them (for details, see

Boomsma, Martin, and Neale, 1989, or Loehlin, 1992).

By wayofillustration, consider an analysis of the

Table 1 data, testing a suggestion by Robert Plomin

(Plomin & Loehlin, 1989) that heritability estimates

made by so-called direct methods (involving just a sin-

gle correlation, as for identical twins reared apart)

seem to yield higher heritability estimates than those

made by indirect methods (involving a comparison of

two correlations, as for identical and fraternal twins,

or adoptive and biological siblings). In Table 1, direct

estimates are obtainable from thefirst three equations,

involving genetically related individuals reared apart,

and indirect estimates via various pairings of the re-

maining equations. The Table 1 equations were fitted

to the average correlations, with m, the spouse corre-

lation, set at .33, also obtained from the Bouchard and

McGue (1981) review. Fitting the full set of equations

as given yielded a significantly poor fit to the data

(p < .05). Allowing for different h’s for the first three

and for the remaining equations gave a statistically sig-

nificant improvementin fit, and the fit of the model

to the data was now acceptable. This solution yielded

h’s of 41 percent and 30 percent from the direct and

indirect equations, a d’ of 17 percent, and c’s of 39
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percent, 27 percent, and 22 percent for the shared

environments of twins, siblings, and parents and their

children, respectively. Thus, overall, the broad herita-

bility of IQ (h* + d’) wasestimated at 58 percent via

the direct methods and 47 percent via the indirect

ones.

Whatdoes the difference in heritabilities estimated

by the two methods mean?It probably does not have

anything to do with the functioning of the genes as

such, whichis presumably not affected by how they

will eventually be studied. It may, however, provide

some information about family environments. The

three direct equations in Table 1 are all based on the

correlations between pairs of individuals living in dif-

ferent families. The seven indirect equations are all

based on correlations between pairs of individuals liv-

ing in the same family. This suggests some systematic

process within families leading to an exaggeration of

differences among moresimilar pairs. Further research

will be required to establish the details.

INBREEDING AND

GENETIC DOMINANCE

If a trait is subjected to naturalselection, it is ex-

pected that its additive genetic variation will be de-

pleted more rapidly than will variation due to genetic
effects such as dominance and epistasis (the latter

term refers to configurational genetic effects involving

more than one chromosomallocus). Selection tends to
act more slowly on nonadditive genetic effects, be-
cause individual genesare less directly associated with
their consequences. Thus a trait that has a relatively
large ratio of nonadditive to additive genetic variance
may bea trait that has been under strong natural se-
lection. Substantial differences in brain size and cul-
tural complexity between modern humansandtheir
remote ancestors suggest that intelligenceis a trait that
has undergone suchselection. Model fitting along the
lines already described suggests that the genetic influ-
ences on IQ involve dominance. Another approachis
to examine the effect of inbreeding. Matings between
related individuals increase the likelihood of matching
up recessive genes; thus the presence of dominance
can be detected by inbreeding depression in the offspring
of the matings of relatives. A number of studies have
been done in which the IQs of children of the mar-

riages of relatives have been comparedto those of chil-

dren of the marriages of unrelated persons. Typically,

some degree of inbreeding depression is found for in-

telligence. An example is a study by Agrawal, Sinha,

and Jensen (1984), who studied the children of mar-

riages between cousins among Indian Muslims and

found an average depression on the Raven Progressive

Matrices of about half a standard deviation relative to

a comparison group of nonrelative marriages; their ar-

ticle contains references to eleven earlier studies in

various countries reporting similar results.

AGE TRENDSIN IQ HERITABILITY

Twin Studies.

studies by McCartney, Harris, and Bernieri (1990) re-

viewed sixteen studies between 1967 and 1985 that

reported IQ correlations between twins andalso re-

A recent meta-analysis of twin

ported the ages of the twins studied. Fifteen of these

studies included both identical and fraternal twins; one
included only identical twins. The authors correlated
the reported twin correlations in these studies with
the average age of the twins. The total range of ages
was from 1 to 59 years, but the bulk of the studies
were of children: the median age was just under 8
years. The obtained correlation across studies between
twin resemblance and average age was .15 for identical
twins and —.25 for fraternal twins. This means that
estimates of the effects of genes on IQ based on the
difference between correlations between identical
twins and correlations between fraternal twins would
tend to go up with age, and estimates of the effects of
shared environment on IQ would tend to go down.
A similar finding emerges from a major longitudinal

study of twins, the Louisville Twin Study (Wilson,
1983). Twins were recruited by meansofbirth records
and measured repeatedly at ages from 3 months to 15
years. At first measurement, IQ correlations for iden-
tical twins were very similar to those for fraternal
twins (.66 and .67, respectively), suggesting very little
contribution of the genes in accounting for individual
differences in performance on the infant test used.
Overthefirst five years oflife, the IQ correlation for
fraternals remained at about the same level, but the
IQ correlation for identical twins climbed to about .85,
with the difference indicating a moderate degree of
genetic influence (38 percent by the simple formula
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given earlier). After age 5, the correlation for identical

twins increased only slightly, to .88 at age 15, while

the correlation for fraternal twins began to show an

irregular decline, dropping to .54 for the 15-year-olds.

The heritability, estimated from twice the difference

betweenthe correlations, had increased to 68 percent.

Overall, the directions of change correspond to those

found by McCartney, Harris, and Bernieri (1990) in

their compilation of cross-sectional twin studies—an

increase with age for the correlation between identical

twins, and a decrease for the correlation between fra-

ternal twins. These changes suggest both an increase

in heritability with age and a decrease in the extent

to which shared environmental factors make family

membersalike. The latter is also seen quite clearly in

studies of adoptive families.

Studies of Adoptive Families. In 126 adoptive

families in Texas, genetically unrelated children reared

together as siblings had an IQ correlation of .17 at the

time of initial testing (their ages varied, averaging

about 8 years), at retesting, ten years later, these same

pairs, now late adolescents and young adults, had an

IQ correlation of zero (Loehlin, Horn, & Willerman,

1989). Having lived together in the same families al-

most since birth had created no enduring resemblance

in IQ, although it had had some effect at early ages.

Adoptive parent-child correlations also showed a

drop-off with age, although not quite so dramatically.

In the original testing the parent-child correlations

were .19 for fathers and .13 for mothers. Ten years

later, they were .10 for fathers and .05 for mothers.

A comparison of two studies of adoptive families in

Minnesota (Scarr & Weinberg, 1977, 1978, 1983)

showsdifferences of the same kind. In the first, a study

of interracial adoptions, there were IQ correlations of

.27 and .21 between adoptive parents and their unre-

lated adopted children at an average age of 7 years,

and a correlation of .44 between adoptive siblings. In

the second study, of a different group of ordinary

adoptions, the IQ correlations between parents and

adoptive children aged 16 to 22 were .16 and .09 and

the correlation between adoptive siblings was — .03.

Model Fitting. There has been considerable in-

terest in fitting gene-environment models to longitu-

dinal behavior-genetic data on IQ (e.g., Vogler, 1992).

These modeling efforts have differed in a number of

ways, and their results have not always been in agree-

ment, but some of them have suggested that shared

environmental effects tend to be substantial early,

whereas new genetic contributions continue to enter

the picture during the course of development, with

effects that persist over time.

GENOTYPE-ENVIRONMENT(GE)

CORRELATION AND INTERACTION

GE Correlation. Genetic and environmentalin-

fluences on trait may be correlated (GE correlation),

or they may interact (GE interaction). The term GE

correlation refers to a tendency for genetic and environ-

mental influences on a trait to be associated. For ex-

ample, parents with high IQs may provide their

children with genes conducive to the developmentof

high IQs, but may also provide them with environ-

ments containing above-average levels of intellectual

stimulation. This is referred to as a passive GE corre-

lation, because it does not depend on the behavior of

the child in question (Plomin, DeFries, & Loehlin,

1977). Two other forms of GE correlation are reactive

(or evocative) and active. Reactive GE correlation in-

volves the reactions of other people to the child’s

gene-influenced behavior(e.g., a bright child may re-

ceive special encouragementfrom teachers). Active GE

correlation involves an active seeking out or creation

of a relevant environmentbythe child. Bright children

mayelect to spend time reading books, and hence may

stimulate their further intellectual development. A

central role of GE correlation in development has been

emphasized by Scarr and McCartney (1983). However,

some theorists prefer to treat active and reactive GE

correlation simplyas part of the genetic variance, since

they represent ways in which genes are expressed.

Passive GE correlation can be estimated by com-

paring adoptive and biologically related families. In the

former, the genes of children are not contributed by

the parents who rear them;in the latter, they are. This

will have effects on both the variance of the children’s

IQs and on the relative sizes of the parent-child cor-

relations. A review of existing adoption studies sug-

gested that a moderate passive GE correlation exists

for IQ, on the order of .20 or .30 (Loehlin & DeFries,

1987). Active and reactive GE correlations havebeen

less studied, although adoption provides possibilities

here as well. An attemptto locateactive and reactive
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GE correlations in a Colorado adoption study involv-

ing young children did not find muchin theintellec-

tual domain, although there was a hint of some

correlations of this sort for personality (Plomin, De-

Fries, & Fulker, 1988).

GE Interaction.

the interaction of genes and environment in the de-

By GE interaction is meant not

velopment of a particular individual, but rather the

interaction of genotypes and environments in sta-

tistical sense across a population of individuals, such

that particular combinations of genotypes and envi-

ronments have effects unpredictable from the average

effects of the two. Given that the average effects, as

manifested in h’s, d’s, and c’s, plus errors of measure-

ment, seem to account for muchof the variance of IQ,

GE interaction probably is not a quantitatively large

component of individual differences in this domain.

General support for this notion was provided in anal-

yses of earlier IQ studies by Jinks and Fulker (1970).

Nosignificant effects of GE interaction on IQ were

detected in a study of adoptive families in Colorado

(Plomin, DeFries, & Fulker, 1988).

SEPARATE ABILITIES

The majority of behavior-genetic studies of ability

have focused on generalintelligence, usually defined as

IQ, but there have also been studies examining genetic

TABLE 2

and environmental influence on verbal, spatial, and

other special abilities.

Table 2 presents some average correlations from

a review of twin studies up to about 1972 by Nichols

(1978). These correlations tend to run little lower

than correlations for |1Q—this same review yielded av-

erage correlations of .82 and .59, respectively, for mea-

sures of general intelligence. The lower correlations

probably reflect in part the lowerreliabilities of the

often rather brief measures of special abilities used in

these studies. Also, many of the twin studies ofspecial

abilities involved somewhat older children; conse-

quently, the lower correlations may partly reflect less

shared environment. However, except possibly for di-

vergent thinking, verbal fluency, and memory,the dif-

ferences between the correlations of identical twins

and those of fraternal twins, which provide the basis

for estimating the effects of the genes, are not mark-

edly smaller for special abilities than for general intel-

ligence.

A meta-analysis by McCartney, Harris, and Bernieri

(1990) identified twenty-nine twin studies between

1967 and 1985 that reported separate measures of ver-

bal and performance IQ. For verbal IQ, the average

correlations were .76 for identical twins, and .48 for

fraternal twins; for performance IQ, they were .70 and

.48, respectively. Again, these are both lower than the

correlations for overall IQ from the Bouchard sum-

Average correlations between identical and fraternal twins in studies of special abilities
 

Average Correlation
 

 

Identical-

Between Between Fraternal

Number of Identical Fraternal Difference in

Ability Correlations Twins Twins Correlation

Reasoning 16 .14 .50 24

Spatial visualization 31 65 Al 23
Clerical speed and accuracy 15 .70 47 22
Verbal comprehension 27 .78 59 19
Numerical reasoning and mathematics 27 .78 59 19
Memory 16 52 36 .16
Verbal fluency 12 67 .52 15
Divergent thinking 10 61 50 11
 

SOURCE: Nichols, 1978.
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mary(.86 and .60), the Nichols summary (.82 and .59),

and the McCartney reviewitself (.81 and .61). Again,

it is likely that the verbal and performance IQs rep-

resent samples averaging slightly older than those for

total IQ, because they are mostly derived from

Wechsler tests, thus excluding single-IQ instruments,

such as the Stanford-Binet, which are often used with

young children. Note that the differences between the

correlations for identical twins and those for fraternal

twins (.28 for verbal IQ and .23 for performance IQ)

are as large as those typically found for overall IQ,

suggesting as much genetic influence on verbal and

performance IQ as on total IQ.

Special abilities tend to be correlated with one an-

ther, and hence with a general intellectual factor (g).

Does their heritability depend solely on this shared g

factor, or are their specific aspects also heritable? This

question can be addressed through model fitting. On

the whole, the evidence suggests at least some speci-

ficity in the genetic contributions (McGue & Bou-

chard, 1989). For example, a study based on a

Colorado twin sample found three genetic factors un-

derlying the intercorrelations among the subtests of

the Wechsler Intelligence Scale for Children—Revised,

whereas the shared environmental component of the

covariance could be accounted for by a single factor

(LaBuda, DeFries, & Fulker, 1987).

How fine a breakdown ofabilities is desirable for

behavior-genetic analysis? Do verbal and performance

IQ or broadspecialabilities represent a sufficient level

of detail? The question remains open; however, the

large Hawaii Family Study of Cognition (DeFrieset al.,

1979) found considerable variation in degree of family

resemblance for different tests purporting to measure

the same ability. This suggests that a still more differ-

entiated analysis might be worth pursuing (Plomin,

1988).

CONCLUSION

Evidence from twin studies, studies of adoptive

families, and studies of inbreeding enables behavior ge-

neticists to estimate therelative roles of the genes and

the environment in contributing to individual differ-

ences in intellectual abilities in contemporary Western

populations. Both genes and environment appear to

play a substantial role in accounting for individual vari-

ation; however, the enduring effects of that part of the

environmentthat is shared with other family members

appear to decrease with age, perhaps to quite low lev-

els. The presence of an appreciable nonadditive com-

ponent in the genetic variation is consistent with

general intelligence’s having been positively selected

for during humanevolution.

(See also: NATURE, NURTURE, AND DEVELOPMENT; TWIN

STUDIES OF INTELLIGENCE.)
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JOHN C. LOEHLIN

GENIUS_ Bycalling someone a genius we draw

attention to that person’s prodigious creative powers

and acknowledge achievements in art, original

thought, invention, or discovery that have been im-

mensely valuable and influential and are beyond the

reach of ordinary individuals. A genius is someone who

has arrived at insights or ideas that are extraordinarily

potent and original or whohas created literary, artis-

tic, or scientific masterpieces of exceptional power and

inventiveness.

THE DEFINITION OF GENIUS

The modern definition of the word genius given

above was unknown prior to the eighteenth century.

For the Romans, the genius was a kind of tutelary

household spirit (the Latin word gens means family)

that was embodiedin individuals and groups of people

and that accompanied a person throughoutlife. This
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notion of genius as a kind of personal spirit that at-

tended and protected an individual remained domi-

nant throughout the middle ages. But by the early

eighteenth century, meanings of the word that are

closer to modern definitions began to be encountered,

as in Alexander Pope’s phrase “true genius is but rare.”

These drawnot only on the Latin word genius but also

on the Latin ingenium, which refers to innate ability or

natural disposition. Yet the idea that genius can be

attributed to supernatural powers has been slow to

fade. That early thinkers such as Plato regarded poetic

genius as being related to madness or, in Aristotle’s

view, to melancholia may be related to an assumption

that the same supernatural powers that give people

wisdom andinspire them with creative ideas may also

drive them out of their minds (Ochse, 1990). Suffice

it to say that the majority of geniuses have not been

insane, although a number have been manic-depres-

sive.

The difficulty of arriving at a clear and simple def-

inition of genius is an inevitable consequence of the

fact that the word is often introduced to encompass

phenomenathat elude description in straightforward

and unambiguous terms. For some writers genius ex-

plicitly means that which cannot be defined, so that

when weaccount for the powers of a Shakespeare or

a Beethoven by saying that they were possible “be-

cause he was genius,” weare in effect admitting that

we do not understand the real causes (Murray, 1989).

There is a widely held view that phenomena to which

the term genius is attached are sufficiently rare and

mysterious to resist being defined in terms that ac-

countfor less extraordinary achievements. In addition,

because of the tendency to invoke the concept of ge-

nius whenever the terms used to explain ordinary ac-

complishments prove clearly inadequate to account for

outstanding feats, it is hardly surprising that questions

like “What is genius?” and “How do we account for

it?” have received vague and unsatisfactory answers.

There is no single measure or objective index of

genius. One reason for this is that genius can take

many different forms. A more fundamental reason is

that when someoneis described as being a genius,the

choice of that word implies that the person is being

not so much described as chosen to have a kind of

accolade bestowed upon them, in the same way that a

personis selected to be given, say, an Oscar or a Nobel

prize. We would not seek to provide an objective de-

scription or measure of the characteristics of an Oscar

winner, except in the most imprecise and general

terms(e.g., “a person whois likely to be a very good

actor”), because the winning of the Oscar comes about

not by a process of describing that person directly but

by making judgments that are largely a reflection of

the impact of that person’s accomplishments on oth-

ers. Similarly, when someoneis called a genius, that

person is not being measured or described in any ob-

jective sense. To say that someoneis a geniusis largely

an acknowledgmentthat what that person has doneis

greatly valued and appreciated by others. Insofar as

such a statement also provides any kind of rating of

the person,it is a description that merely classifies the

individual as belonging to the (very small) class of peo-

ple who are capable of the achievements that bring

about the circumstances in which the accolade of ge-

nius is bestowed. |

It follows that whether a person is regarded as

being a genius largely depends upon factors that are

outside the individual’s control. It is certainly safe to

assume that anyone whose accomplishments are sufh-

ciently acknowledged for that person to merit the label

“genius”is an individual who has achieved something

exceptional. Nevertheless, there have been numerous

people who are indisputably exceptionally creative,

clever, intelligent, talented, or artistic without having

been regarded as geniuses. The difference between

being outstandingly able and being considered a genius

is akin to the distinction between being one of the

numeroussoldiers who act bravely in a battle and one

of the few who are awarded a medal for heroism. Un-

doubtedly one has to act bravely in order to get the

medal, butit is also necessary to be fortunate enough

to be brave at theright place at the right time, so that

one is noticed by someone who is in a position to

report the courageous action to the appropriate au-

thorities. With genius, similarly, not only is it neces-

sary to make the kind of contribution that can be

achieved only by someone whopossesses outstanding

abilities, but it is also essential for the contribution to

be widely recognized and highly valued by other peo-

ple. Whether or not that happens may depend on any

of a numberoffactors, such as good fortune, whether

the contribution is appreciated by influential people,

and whetherit is in tune with the artistic or scientific
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climate that forms the spirit of the times. Creative

achievements that are too far ahead of their time may

be ignored and, if not preserved, never properly rec-

ognized.

Weare mostlikely to recognize genius in an indi-

vidual when the particular exceptional qualities the

person possesses happen to be well suited to produc-

ing advances or new insights at the time when the

individual is working. For example, Albert Einstein

possessed a combinationofstriking qualities that made

him extremely well equipped for making advances at

a particular time in the history of science. The happy

fit that existed betweenthe abilities that Einstein mas-

tered and the qualities that were needed to makesci-

entific progress in his lifetime might not have existed

had Einstein been born thirty years earlier or thirty

years later.

In some instances an individual’s contemporaries

fail to recognize qualities or achievements that lead to

later generations hailing the individual as a genius.

Similarly, the work of the composer Antonio Vivaldi

received little attention until the twentieth century,

although J. S. Bach drew upon it. Bach himself was

regarded more highly as an organist than as a com-

poser in his own lifetime. Sandro Botticelli was

thought to have been a second-rank painter until the

nineteenth century, and during Rembrandt’s lifetime

he was regarded asa less talented artist than his now-

forgotten contemporary Jan Lievens. It may be that a

future century’s list of twentieth-century geniuses will

include names that are presently unknownornotre-

garded highly.

Sometimes the influence of a perceptive critic

such as John Ruskin can persuade people to reassess

the contributions of a previous generation and dis-

cern previously unrecognized contributions of genius.

Doubtless there have been a substantial numberof ex-

ceptional people who have produced achievements of

great potential value that have gone forever unnoticed

or unrecognized for their true value. For example, in

the twentieth century there is the case of the Indian

mathematician Srinivasa Ramanujan, a man possessed

of remarkable abilities whose background and educa-

tion prevented him from being in a position to have

the impact on mathematics that he might well have

madehadhe beenraised in a prosperous North Amer-

ican or European family.

Although any person who is widely regarded as

being a genius will almost certainly be an individual

possessing exceptional qualities, there may be a very

small numberof instances in which a highly regarded

achievement has been attained partly by accident—

just as the occasional medal for heroism has been won

by a soldier stumbling by mistake into performing an

action judged by others as being heroic. It is conceiv-

able that something of this kind might have happened

in the case of Gregor Mendel. The powerful implica-

tions of his experiments did not become apparent until

around 1900, after his death, when the theoretical

framework developed by William Bateson and others

gave Mendel’s work an importance it had not previ-

ously possessed, probably not even to Mendel himself.

As Mihaly Csikszentmihalyi (1988) implies, it is con-

ceivable that the genius of Mendel’s worklies at least

to some extent in the use to which it was put by other

scientists after his death, rather than in its creator’s

mind.

FAMILY BACKGROUNDS AND THE

ORIGINS OF GENIUS

What are the human attributes that form the

origins of genius, enabling an individual to reach levels

of achievement beyondthe reach of other people? As

we haveseen, no particular abilities, however excep-

tional, are sufficient to guarantee that someonewill be

regarded as a genius, because the circumstances that

make this possible are largely outside the control of

any person, whatever their talents and capabilities.

Nevertheless, it is possible to indicate some of the

qualities that are necessary, although not sufficient on

their own, if someoneis to becomea genius.

Francis GALTON wrote an influential nineteenth-

century book entitled Hereditary Genius. Galton tookit

as a certain fact that genetic factors largely account for

the manifestation of genius in a few individuals. He

had noticed that genius and eminence often ran in

families and that eminent people have a higher prob-

ability than others of having eminent parents or other

relatives. Galton himself was a close relative of Charles

Darwin, who was himself related to the Huxleys, a

family who have given birth over several generations

to a number of eminent scientists and other distin-

guished individuals, including Aldous Huxley, the au-
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thor. Galton admitted that qualities such as zeal and

the tendency to work hard and persevere were im-

portant, in addition to inborn intellectual competence

as such, but hefelt that these, too, were largely inher-

ited.

The fact that late-twentieth-century investigators

place more emphasis than Galton did on the role of a

person’s early background and childhood experiences,

factors that clearly go some ways toward accounting

for the family patterns Galtonidentified, does not im-

ply a denial of the importance of inheritance. It is now

widely acknowledged, however, that the roles of ge-

netic and environmental factors are not simply addi-

tive or even multiplicative. Questions about the

precise manner in which genetic differences between

people actually contribute to the likelihood of genius

being attainable, and about the extent to which they

do so, cannot be fully answered on the basis of cur-

rently available knowledge.

Investigations of the backgrounds of Nobel prize-

winnershave revealed that a high proportionofdistin-

guished scientists have come from professional homes

and that their fathers have often been involvedin sci-

entific or teaching activities. The home backgrounds

of Nobel scientists have tended to be stable and secure.

Among Nobel prizewinners in literature, however, a

different pattern of typical home backgroundsis en-

countered, with relatively unstable family circum-

stances, often resulting from the death of a parent,

being much more frequent than in the case ofthe sci-

entists. Nobel scientists have disproportionately often

come from large metropolitan areas and from Jewish

family backgrounds (Berry, 1990).

It is important to exert some caution when consid-

ering the possible causes and origins of genius. When

confronted with the statement that geniusis x percent
”hard work and y percent “inspiration,” it is tempting

to assume that the inspiration component identifies

the crucial attribute of a person of genius. On reading

about the factor that singles out an unquestioned ge-

nius like Wolfgang Amadeus Mozart from other ac-

complished musicians, it is similarly easy to assume

that the existence of a “spark of genius” in the former

but not the latter is the essential element. What is

actually achieved by invoking these terms, however,is

in fact merely a description of outcomes and pertor-

mances, a rephrasing of someone’s achievement, rather

than the identification of a genuine reason for it or an

explanation of the underlying qualities that form the

causes of that performance. Appearances notwith-

standing, the only genuine grounds for saying that

someone exhibits a spark of genius reside in what the

latter actually achieves: The spark of genius cannot

simultaneously serve as a description of someone’s

exceptional capability and as an explanation that iden-

tifies the origin of that capability.

For similar reasons, it is necessary to be wary of

other statements about outstandingly creative people

that mayat first appear to point to the causes of their

being geniuses. For example, it is sometimes stated

that, in people of genius, creative work is habitually

fluent and effortless, or occurs outside consciousness,

even while the individual is asleep. As statements de-

scribing artistic creation, these are largely wrong,al-

though it does seem to be the case that some of the

ruminations that have contributed to scientific andlit-

erary discoveries have occurred at times when the in-

dividual concerned was not giving full conscious

attention to the work involved. But “effortless crea-

tion” only takes place in a mind that has been prepared

by many hours of hard deliberate effort: Creative

achievements are the products of hard and dedicated

work.Similarly, sudden insights and mental leaps cer-

tainly do occur, but only when the ground has been

well prepared by persistent and concentratedlabor. If

the ability to create fluently and effortlessly does

sometimes appear to distinguish the person of genius

from the merely competent, that ability is itself an out-

comeofthe various causes that lead to one person but

not another becoming a genius. It is not a cause or an

explanation of the difference between them.

There are no shortcuts to genius. Reaching the

highest levels of ability in any sphere of excellence de-

mands, among other things, many thousands of hours

of hard study and practice. For instance, to arrive at a

high degree of competence as a musical instrumentalist

may require as much as 20,000 or 30,000 hours of

preparation, or around eight hours per day for ten

years. Similarly, large amounts of time are needed to

reach the highest levels of ability in other areas of

achievement, such as chess (Howe, 1990; Simon &

Chase, 1973). Chess masters have to be able to re-

member around 50,000 separate chess positions, and

their ability to do so becomes possible only as an out-
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comeof a vast array of chess knowledge having been

acquired in the course of years oftraining. In the case

of the skill of composing music, it has been established

that no musical works that are now regarded as being

of major importance have been created prior to the

composer’s having devoted around ten years to con-

centrated training in composing, typically following

years devoted to the acquisition of basic musicalabil-

ities (Hayes, 1981). Even in the case of Mozart, who

is often believed to have produced great masterworks

at the age offourorfive, none of the compositions by

him that are now regarded as major works were ac-

tually written earlier than the twelfth year of his mu-

sical career.

The fact that genius takes many different forms

contributes to the difficulty of making a clear state-

ment about its origins. It is true that the early forma-

tive years of geniuses almost always seem to have been

filled with events that in one way or another provided

a rich source of experiences that the individual could

draw upon in later life. In some cases, the qualities

that eventually led to someone being regarded as a

genius were apparent during childhood, at which time

the individual was described as being a prodigy. By no

meansall geniuses have been child prodigies, however,

and in some cases, such as that of Darwin, theindi-

vidual has given few if any indications during child-

hood of being potentially exceptional.

PERSONAL CHARACTERISTICS

OF GENIUSES

Whenthe search for causes prompts us to look for

personal attributes and characteristics that are held by

all or most of those individuals who have been re-

garded as geniuses,it is easier to identify such shared

attributes by examining the personalities and motiva-

tions of geniuses than by attendingto strictly cognitive

or intellectual qualities that they might be expected to

share. It would be quite wrong to assume that the

distinguishing attributes of people who produce out-

standing achievements are exclusively intellectual ones.

Of course, qualities such as intelligence are necessary

and important, but knowledge of individuals’ mea-

sured intelligence makes only a modest contribution

to the ability to estimate their likelihood of producing

creations of genius. For example, among the bright

children identified in Lewis TERMAN’s large-scale study

of intelligent Californians (somewhat misleadingly en-

titled Genetic Studies of Genius), those individuals with

the most exceptional IQ scores did not produce more

highly creative or scholarly achievements than those

whose test scores were high but not as extreme.

Geniuses tend to be intensely curious and indus-

trious, dogged, determined, and single-minded. They

have a clear sense of direction and, often, a phenom-

enal ability to persevere in their efforts to reach an

eventual goal. As Alexander Pope observed, self-con-

fidence and optimism are two essential ingredients of

great undertakings. When Isaac Newton was asked

how he had succeeded in discovering the law of uni-

versal gravitation, he said that he did so by thinking

about it continually. He becametotally absorbed for

long periods in the problemsthat interested him, ne-

glecting his meals, forgetting to sleep, and working so

hard that one contemporary feared he wouldkill him-

self with study. Marie Curie toiled for years at hard

physical labor to achieve her goal of producing minute

amounts of radium. Einstein would concentrate totally

on the task he was attempting. Like Newton, he was

often entirely oblivious of social niceties and the rou-

tines of everyday reality. According to one anecdote,

when asked why he maintained the curious habit of

using ordinary soap for shaving cream, Einstein said

that having two separate kinds of soap would be too

complicated for him. Darwin attributed his success to

determination, a capacity for careful observation, and

sheer industry. He was convinced that he was in no

respect particularly clever or quick. Mozart, even as a

child, was able to concentrate totally on what he was

doing. Once he gave his attention to music he was

unaware of anything else. Since creative achievements

often demand many hoursofintensive solitary effort,

it is hardly surprising that geniuses are sometimes

withdrawn,introspective, and introverted individuals.

Every individual genius is unique. It is knownthat

each of a numberof background factors—inheritance,

early experiences, specific skills, motivational and per-

sonality influences, for example—makes a contribu-

tion to the likelihood of a particular individual

becoming sufficiently eminent, creative, and original to

be acknowledged a genius, butitis unlikely that it will

ever be possible to use knowledgeof these background

circumstances to produce accurate predictions about
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the likelihood of that individual’s becoming a genius.

Too many of the factors that lead to that happening

are determined by chanceor by circumstances that are

beyond any individual person’s control.

CONCLUSIONS

The concept of genius is hard to define or measure

because geniusis not simply a description of someone’s

qualities but a statement about the value accorded

by society to the person’s intellectual achievements.

Individual geniuses vary enormously in their back-

grounds, interests, and personalities, but most gen-

iuses, as well as being highly intelligent, are excep-

tionally industrious and determined individuals who

have a strong sense of direction and are willing to

commit large portions of their lives to the single-

minded pursuit of their goals.

(See also: GIFTEDNESS; TERMAN’S GIFTEDNESS STUDY.)
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MICHAEL J. A. HOWE

GESELL, ARNOLD (1880-1961) Dr. Ar-

nold (Lucius) Gesell was born on June 21, 1880 in

Alma, Wisconsin, son of Gerhardt Gesell and Christine

Giesen Gesell. He died in New Haven on May 29,

1961. He has been described (Pesamanick, 1960,

p-241) as “one of the great pioneers of child develop-

ment.”

Dr. Gesell graduated from the Stevens Point

Normal School in Wisconsin in 1899. After two years

at the University of Wisconsin he transferred to Clark

University where he became a student of G. Stanley

Hall. He received his Ph.D. from Clark in 1906.

Following an invitation from Lewis M. Terman, he

movedto California as a professor of psychology and

pedology at the State Normal School of Los Angeles.

At this time, according to his own statement in his

autobiography (Gesell, 1951, p.128), “I was overtaken

by a strange subdued kind of restlessness, a vague

sense of unpreparedness for a task that was taking

shape in my mind. I wished in some way to make a

thoroughgoing study of the developmental stages of

childhood. But with all my training I lacked a realistic

familiarity with the physical bases and the psycholog-

ical processes of life and growth. To make good this

defect I would have to study medicine. Five years later

(1915) I received my medical degree from the School

of Medicine at Yale University.”

In 1911 Dr. Gesell was appointed assistant profes-

sor of education in Yale’s newly formed education de-

partment. This appointment allowed him to pursue

his medical studies. In 1911 he established the Yale

Psycho-Clinic, which, after several name changes, be-

camethe Yale Clinic of Child Development. When he

received his M.D. he was madea full professor.

Beginning with a concern for defect and deviation,

he adopted the point of view that if one were to un-

derstand fully the child’s intelligence and the level of

his development, one must start with a study of in-

fancy—a relatively uncharted territory at that time.

Later in his career he described behavior characteris-

tics of all ages, from birth through sixteen years.
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DEFECT AND DEVIATION

Dr. Gesell’s primary scientific concern throughout

his professionallife was the child’s mindanda charting

of the patterned and predictable way that the mind

developed. However, one of his earliest and major

contributions, although less well remembered today,

was his outstanding work in helping to establish pub-

lic school classes for retarded children, especially in

Connecticut.

In 1915 Arnold Gesell was appointed to be the first

school psychologist in the United States. In this posi-

tion, his primary responsibility was to conduct mental

examinations throughout the State of Connecticut, es-

pecially in rural communities, to check on what should

and could be done for retarded girls and boys. Twenty-

three of the sixty-four publications that he authored

between 1915 and 1926 dealt with the topics of defect

and deviation. (For this extensive bibliography, see

Ames, 1989, pp. 299-302.) His major thesis was that it

wasthe responsibility of the public to help in the care

and education of those children with less than normal

endowment. He emphasizedthat, although the excep-

tional child was not considered to be a legitimate pub-

lic-school problem a generation earlier, society was

gradually taking over responsibility for teaching chil-

dren with special problems. Classes for retarded chil-

dren, which Dr. Gesell did so much to encourage,

continued effectively until the new notion of main-

streaming camealong.

DEVELOPMENTAL SCHEDULES—THE

GESELL/YALE NORMS

In spite of his major contribution of helping to es-

tablish special classes for retarded children in the pub-

lic schools, Dr. Arnold Gesell is probably better known

for his establishment of the Gesell (currently known

as the Gesell/Yale) norms of infant and child develop-

ment. Working against the widely held belief that chil-

dren’s intelligence, as well as the rest of their behavior,

is almost completely malleable and determined more

by the way they are treated than by their genetic in-

heritance, Gesell established the fact that behavior

does indeed develop in a patterned, measurable way.

He measured behavior in four fields: motor, adap-

tive, language, and personal-social. In Infancy and

Human Growth (Gesell, 1928, p.142) he noted that “The

term adaptive behavior approximates the term intelligence

but cannot be madestrictly equivalent.” He estab-

lished these four fields because it was always his po-

sition that mind manifests itself in virtually everything

the child does (in contrast to Jean PIAGET, whore-

stricted himself chiefly to the child’s verbalization).

Thus in 1945, in his book How a Baby Grows (Gesell,

1945, p.8) he noted, “Intelligence is only one phase of

the baby’s mind. Ourfirst task is to understand the

ways in which the whole baby grows. Mind and brain

grow together.”

He described the use of his tests in these four fields

as developmental diagnosis, and the evaluation reached

was identified as a Development Quotient (DQ). Dr.

Gesell’s customary definition of developmental diag-

nosis was that it was the application of graded func-

tional tests of behavior to determine the maturity and

the integrity of the central nervous system. Thus in

Infant Development (Gesell, 1952, p.78) he noted that

“Developmental diagnosis is concerned with levels and

patterns of maturity which must be formulated in in-

terpretive statements, using specific age normsfor de-

scriptive clarity.”

The exact relationship between the DQ and the

more familiar IQ tended to be alittle ambiguous. A

clear distinction between the two was made late.

When school readiness was first discussed in “The

Preschool Child” (Gesell, 1923, p.74) Dr. Gesell noted,

“Importance of an intelligence rating: All that has been

said in regard to examination and supervision of phys-

ical development applies with equal force to mental

developmental. It is important to discover the individ-

ual differences and the psychological excellencies and

weaknesses of the school entrant.”

In the years that followed there were many general

discussions of the relationship between the two mea-

sures. By 1941, in Developmental Diagnosis (Gesell &

Amatruda, 1941, p.181) the distinction was made very

clear: “Although the principle which underlies the DQ

is similar to that of the IQ, there are important differ-

ences in clinical application. The DQ, unlike the IQ,

is not limited to a single inclusive formula. A distinc-

tive DQ can be derived for each of the four major

fields of behavior. Any adaptation of our tests and

methods which for psychometric convenience would
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afhx IQ’s to infants is undesirable andis inadequatefor

the scientific study of growth processes.”

However, before that time, in both his clinical prac-

tice and his writings, the two terms were used syn-

onymously to a large extent. This was especially clear

in his workin the field of adoption. Environmentalists,

like psychologists at the University of Iowa, insisted

that the intelligence of any adopted child was deter-

minedbytheintellectual level of the adopting family.

Dr. Gesell’s position was that to a large extent intel-

lectual level was determined genetically. He also held

that if infants and children were intelligent enough to

be adoptable, within reason the intellectual level of the

child should be matchedto that of the adopting family.

Thus although children were examined and evaluated

in his clinical work on the basis of the Gesell norms,

the diagnosis was often given in termsoflevel of intelli-

gence: superior, high average, and so on.

As late as 1930, in his little-known but significant

book, Biographies of Child Development: The Mental Growth

Careers ofEighty-four Infants and Children (Gesell and oth-

ers, 1939), Dr. Gesell was clearly using the two terms

more orless interchangeably. The thesis of this book

was that there tended to be a marked consistency of

function as children grew older. That is, children who

tested low average at a year or so of age tended to

continue to rate low average during their first ten

years oflife.

In a few cases a Stanford Intelligence Test as well

as a Gesell Development Examination was used, and

the specific Stanford IQ (in figures) was given. How-

ever, for the most part, though the testing consisted

of behavior tests in the four fields of behavior—that

is, they were developmental tests—the results were

given in terms of generalintellectual level.

Thus, though Dr. Gesell indicated the difference

between DQ andIQfairly early, in actual clinical prac-

tice and in his writings the two were often used some-

what synonymously.

INTELLIGENCE

Dr. Gesell appeared to identify the child’s response

to the so-called adaptive tests (Cubes, Copy Forms,

Incomplete Man, Formboard and so on) moreclosely

with intelligence than he did with the other three

fields of behavior. However, at older ages, the language

items correlated best with currently popular language

tests of intelligence.

Identification of the DQ with the IQ is probably

mosteffective in the first eighteen monthsoflife, be-

fore language has made substantial progress. Thusit

seemsfair to say that a 40-week-old infant who pokes

at a pellet, grasps a pellet with pincer prehension, gets

to hands and knees and creeps(all developmentally

expected behaviors) is also of at least average intelli-

gence. A 32-week-old infant who exhibited these be-

haviors would be ahead developmentally and, thus,

one could assume of superior intelligence as well.

As late as 1952, in one ofhis final publications, the

book Infant Development (Gesell, 1952, pp. 2,3), he asks

“How early can a mental diagnosis be made?Is it fea-

sible to measure a baby’s intelligence? Whatis the na-

ture of the infant’s mind? Are babies born alike and is

it possible to estimate the influence of environment?

And howcan we‘getat’ a baby’s mentality? An infant

cannot introspect and talk to you. He cannot attend

to quiz questions such as we wereroutinely using with

older children. If a baby could only talk how much

simpler it would be to conduct a mental examination!

“Yet we could not go on the premise thatall mental

diagnosis must be deferred until a child reaches the

age of verbal comprehension and speaks in sentences.

Weincline to the belief that the infantfrom the begin-

ning has a mind which makesitself manifest in acces-

sible signs and symptoms.”

This emphasis on mind continued throughouthis

lifetime. As late as 1951 in his film, “Embryology and

Behavior” (Gesell et al., 1951), Dr. Gesell reiterated

his customary statement: “Mind manifests itself in all

aspects of behavior, that is in virtually everything the

infant or child may do.”

However, as Dr. Gesell moved on toward evaluating

children five and six years of age, especially in deter-

mining whetheror not any given child was old enough

behaviorally (or developmentally ready) to begin kin-

dergarten, it gradually became quite evident to him

that a child with a high IQ (ahead of what would be

expected at his age developmentally) could at the

same time be young for his age developmentally. Since

the 1960s, the determination of proper placement in

school became a prime consideration of Gesell work-
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ers. In making that determination the distinction

between the DQ and IQ has been mostclearly rec-

ognized by Gesellians.

(See also: INFANCY; INFANT TESTS AS MEASURES OF EARLY

COMPETENCE.)
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LOUISE BATES AMES

GIFTEDNESS_ Theidentification of an individ-

ual as gifted typically means that the individual is con-

sidered to have extraordinary ability in some area. One

speaks of gifted musicians, gifted athletes, gifted lin-

guists. Although colloquial and general agreement ex-

ists about who is gifted in any one of these areas,

considerable disagreement arises concerning the more

technical definition of giftedness and how it is to be

measured. This is particularly the case with respect to

intelligence and the identification of who is to be con-

sidered intellectually gifted.

The definition of giftednessis intimately related to

decisions about the measurement instruments used to

define whois gifted. In areas other than intelligence,

no standard measuring instruments exist for identify-

ing the gifted. The initial identification of those con-

sidered to be gifted in music, art, or sports, for

example,typically rests on observations and judgments

of individuals who are themselves considered to have

gifts in the particular area. Thus, someone gifted in

music is usually identified by a person also gifted in

music. This initial judgment is then subjected to the

corroboration of other musicians, critics, and, ulti-

mately, a portion of the general public. The identifi-

cation of the gifted in this manner tends to occur in

fields that eventually involve some form of public per-

formanceor presentation (Horowitz & O’Brien, 1985,

Sternberg & Davidson, 1986).

The identification of the intellectually gifted does

not usually rest on personal judgment. The intellec-

tually gifted are most often identified by use of an

intelligence quotient (IQ) test. This practice hasits

roots in the invention and development of so-called

mental tests. Mental tests were originally designed to

identify the intellectually gifted for the purpose of

encouraging selective mating, in the hope that such

selective mating would improve the human race.

Subsequently, the mental test evolved into a standard-

ized test that yielded an IQ. A high level of perfor-

mance on theintelligence test and a high IQ became

the major meansforidentifying the intellectually gifted

individual.

Although the IQ is now the standard means by

whichintellectually gifted individuals are identified,its

utility as a measureofintellectual giftedness is a sub-

ject of considerable debate. Because the measuring in-

strument used to identify the intellectually gitted

individual also defines what is meant by intellectual

“giftedness,” the debate abouttheutility of the IQ also

involves a debate about how bestto define andidentify

the intellectually gifted.

The gifted person has always been the person that

was seen as someone with extraordinary abilities. In

early humanhistory such individuals were likely to be

viewed as possessed of special, sometimes divinely in-

spired abilities and capable of magical powers. These

abilities and powers were evaluated relative to the rest

 

491



GIFTEDNESS

of the population or group of which the individual was

a member. In time, as humansocieties developed and

compartmentalized their activities, particular work

roles and responsibilities were defined. Eventually, dis-

ciplines involving skills and expertise were formed.

Thegifted, those with the extraordinary abilities, were

increasingly differentiated in terms of the skills and

expertise required or valued by a community. In this

sense, the definition of giftedness and the attention

given to the gifted are always based on thevalues of a

given society.

THE INTRODUCTION

OF MENTAL TESTS

In the evolution of role and skill in societies, the

gifted were typically equated with the “superior.” By

the mid-nineteenth century, prior to the invention of

mentaltests, a broad belief system about the mentally

superior individual had developed in Western societ-

ies. The intellectually gifted person was often thought

of as prone to madness or subject to periods of emo-

tional instability. If not the mad genius or emotionally

unstable person,the intellectually gifted individual was

at least thought morelikely to engage in odd, eccen-

tric, or otherwise quirky behavior.

The evidence has never supported any of these

ideas about theintellectually gifted individual. Indeed,

evidence is suggestive of quite a different perspective

on how well intellectually gifted individuals function

in a wide variety of areas (Janos & Robinson, 1985).

Nevertheless, the idea that someone is mentally supe-

rior or intellectually gifted maystill conjure up notions

of emotional and temperamental abnormality. Some

modern discussions have led to the serious consider-

ation that individuals highly gifted in the arts may be

prone to experience periods of depression and mental

instability to a greater degree than might be expected

amongthose notin the arts.

In the late nineteenth century, Francis GALTON in-

troduced the idea of making tests that would catego-

rize people according to their individual differences.

His efforts provided the basis for the development of

the first mental tests and the quantitative approach(as

distinct from personal judgments) to identifying the

mentally superior. Galton’s mental tests for individual

differences were subsequently supplanted by the de-

velopment of the intelligence test and the use of an

IQ.

The initial intelligence tests were devised in Paris

by Theodore Simon and Alfred BINET as a diagnostic

tool for identifying those children in the Paris school

system who wereso far below mental capability for

their age as to be unlikely to benefit from regular

schooling. In some ways,it is ironic that a test initially

devised to screen for individuals considered to be

mentally deficient should have become the prototype

for the test used to identify those who are mentally

normaland,in particular, those who function at a su-

perior level and are thus designated as gifted.

Binet and Simon’s test was revised by Lewis TER-

MAN at Stanford University and was named the Stan-

ford-Binet. The basic psychometric characteristics of

the Stanford-Binet becametypical of manyofthe sub-

sequently developed individually and group-adminis-

tered intelligence tests for children. Items to be

included in the test are chosen after exploring the

pass—fail rates by groupsof individuals at different ages

whoare considered normal. In the individually admin-

istered tests, the items are generally presented to the

test taker in orderof difficulty. The IQ scoreis derived

by noting the numberof items successfully completed,

relative to the individual’s age. The scoring of the test

is set so that if an individual passes most of the items

up to those appropriate for his or her age, the individ-

ual’s IQ will be around 100 and thus average or nor-

mal. Morefailures will result in an IQ below 100, and

more successes will result in an IQ above 100.

The point at which anIQ is considered high enough

to classify an individual as mentally superior or gifted

is based on a somewhatarbitrary decision. One can

declare those individuals to be gifted who have a mea-

sured IQ that is 130 and above, 140 and above, or 150

and above. Sometimes a distinction is made between

superior and gifted. Individuals with IQs between 120

and 130 or 140 may be designated as superior, with

higher IQs reserved for the designation of gifted. In

some instances, where a test does not involve an IQ

but a direct or normalized score based on failed and

passed items, the intellectually superior or gifted are

identified according to a particular percentage. Thus,

for example, those whofall in the top 3 percent of the

distribution of the scores will be designated as gifted.
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Depending on the purpose for which the identification

is to be made, the percentage can be broadened(e.g.,

the top 5%) or narrowed(e.g., the top 1%).

In the various discussions and debates about the

nature of intelligence, a variety of definitions have

been suggested. One involves the notion that intelli-

gence can be characterized in terms of its general (g)

and specific (s) aspects. In this kind of scheme, one can

talk about individuals who display giftedness in their

generalintelligence and individuals who show gifted-

ness in a specific kindof intelligence.

ALTERNATIVES TO THE TYPICAL

MENTAL TEST

The mental test, devised according to the basic

prototype of the Stanford-Binet and its psychometric

descendants, is the most widely used strategy for

identifying intellectual giftedness, but is not without

its critics. Many of the criticisms of this approach to

defining the gifted are the basic criticisms of all men-

tal tests. The standard mental tests are said to rely

too heavily on specific knowledge, experience, and

content. They are said to be culturally biased, so

that they result in a lesser number of individuals

from the culturally nondominant groups being identi-

fied as gifted.

Alternative proposals to the standard mental test

are currently of two kinds. One involves the notion

that mental tests provide too narrow a definition of

intelligence. This alternative approach to considering

intelligence and giftedness, insteadofpositing a single,

generalintelligence that can be measured by the stan-

dard IQ test or accepting the idea of g and s as de-

scribing intelligences, proposes multiple intelligences

or particular domainsofintelligence. For example, one

theory of MULTIPLE INTELLIGENCES suggests seven: lin-

guistic, musical, logical and mathematical, visual- and

spatial-conceptual, bodily—kinesthetic, interpersonal,

and intrapersonal (Gardner, 1983). Extraordinary abil-

ity or giftedness in one domain would not necessarily

imply giftedness in another domain, and no g is pos-

ited. Identifying the gifted with respect to each of the

domainswill require the development of measurement

instruments for each ofthe intelligence areas. This has

yet to be done.

The second alternative to the typical mental test

responds to the criticism that mental tests rely too

heavily on measuring specific knowledge and experi-

ence rather than the processes involved in operation

of intelligence. It is claimed that whatdistinguishes the

gifted from the nongifted is that the gifted individual

employs more efficient or different processes in han-

dling information or dealing with problems (Sternberg,

1986). This approach requires that the gifted individ-

ual not only perform at a superior level but also ap-

proach problemsdifferently. For example, it has been

said that the gifted individual, in whatever domain,is

distinguished from the nongifted individual by being

particularly good at defining or finding problemsto be

solved (Getzels & Csikszentmihalyi, 1976).

Another approach to seeing giftedness in terms of

functional processes also involves a different way of

defining intelligence. A “triarchic theory” of intelli-

gence has been proposed (Sternberg, 1985) that de-

fines intelligence as being made up of a basic set of

three components: higher-order or executive pro-

cesses, which function as metacomponents; perfor-

mance components, which relate to executing a task;

and knowledge-acquisition components, which are the

processes involved in learning new things. Giftedness,

or extraordinary ability, may be demonstrated in one

or more of the three components (Sternberg, 1986).

Tests that are useful in detecting gifted functioning in

each of these components have yet to be developed.

Another approach to defining giftedness that does

not rely solely on measuredintelligence involves spec- |

ifying the confluence of abilities and characteristics re-

quired for the performance of gifted behavior. For

example, J. S. Renzulli (1978) considered that gifted-

ness is best defined as above-average ability (though

not necessarily exceptional ability), along with some

evidence of creativity and some evidence of task com-

mitment. Further, he believes that cognitive processes

have been overemphasized at the expense of knowl-

edge andskills that are as important to giftedness.

Whetherit is useful to distinguish the concept of

being gifted from the conceptof beingcreative has not

always been clear. Although those who are considered

gifted often engagein intellectual activities that result

in novel products or solutions, research on creativity

has tended to focus more on artistic performance
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than on intellectual performance. The research on

giftedness has included studiesof bothintellectual per-

formance andartistic performance. Theoretical devel-

opments in the areas of creativity and in giftedness

hold promise of drawing the thinking about these two

topics closer together.

THE DEVELOPMENT OF THE GIFTED

Whether giftedness is inherited or acquired has

been extensively debated. Because definitions of gifted

behavior are generally understood to depend onsocial

values and social contexts, giftedness, unlike eye color

and skin pigmentation, cannot be discussed in simple

terms as being inherited and as having a direct rela-

tionship to genes. Additionally, recent advancesin bio-

logical genetic research point to the importance of the

environment in how genes are expressed in develop-

ment andin the role that genes play in human behav-

ior. Conversely, constitutional characteristics probably

contribute to an interaction with environmental con-

text in determining the expression of gifted behavior

(Gottlieb, 1992; Horowitz & O’Brien, 1985).

Early Expression of Giftedness. A major lon-

gitudinal study ofintellectually gifted children was be-

gun in the 1920s by Lewis Terman.Heidentified 1,000

— children with IQs of 140 or more and studied their

physical, emotional, and personality characteristics.

This study provided the first objective demonstration

that intellectually gifted children are also more likely

to excel physically, to have good emotional adjust-

ment, and to function well personally and socially. Fol-

low-up studies have revealed that although these

intellectually gifted children became productive, ac-

complished, and well-adjusted adults, their achieve-

ments at midlife were not necessarily extraordinary

(Terman & Oden, 1959). Genderin social context ap-

pears to be an importantfactor in subsequentachieve-

ments of those identified as gifted early in life.

(Tomlinson-Keasey & Little, 1990). Studies of young

gifted individuals have also revealed that in almost

every case these individuals experienced intensive en-

vironmental nurturance and encouragement of their

gifts (Feldman, 1986).

Giftedness Across the Life Span. What de-

termines whether or not the early expression of gift-

edness continues through childhood, adolescence, and

adulthood is not clear. Evidence about the continuity

of gifted behavior across life periods implicates high

levels of personal motivation,persistence, and the abil-

ity to be totally absorbed in an area of activity as fac-

tors that contribute to giftedness being an enduring

characteristic of an individual’s behavior and accom-

plishments.

The circumstances or conditions that are responsi-

ble for the appearance of giftedness beyond the period

of childhoodarelittle understood. Such individuals are

sometimecalled “late bloomers,” especially when their

previous levels of achievement have been quite unre-

markable. The assumption appears to be that the in-

dividual’s giftedness was present in earlier periods but

was just unexpressed, although no evidence exists for

such an assumption. Giftedness may notbe an inherent

characteristic but one that is the result of a confluence

of factors that may occur during different life periods.

Studies of the life course of women who were identi-

fied earlier in life as gifted have demonstrated that

continuity in giftedness is muchaffected by social con-

text andlife-course experiences (Tomlinson-Keasey &

Blurton, 1992).

Studies of major contributions in different fields

have shown that mathematicians and physicists typi-

cally make their most creative and important contri-

butions in early adulthood, but major contributions by

writers and artists are not necessarily confined to age

periods of their lives. Highly talented musical perfor-

mancerarely appears for the first time during middle

or old age, but in art and writing, major talents and

gifts have become evident for the first time relatively

late in life. Literary expression appears to be one area

in which giftedness seems capable of showingitself at

manypoints across thelife span.

THE SOCIAL CONTEXT

OF GIFTEDNESS

The definition of giftedness and the identification

and developmentof giftedness depend heavily on cul-

tural values and the societal context. Cultural values

and societal context will determine which domains

will be recognized for the possibility of giftedness. For

example, in societies without a strong oral tradition,

oral giftedness involving the telling of complexstories

or the expressive recounting of historical events is not

likely to be identified, developed, or encouraged. Par-

ticular societal constraints may also limit the expres-
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sion of giftedness. Individuals with the ability to be

gifted in dance, for instance, are unlikely to be iden-

tified in cultures that prohibit dancing, much less to

be provided with an environmental context for the

developmentof their talent.

Social definitions of giftedness and the social valu-

ing of giftedness influence how gifted individuals are

encouraged and educated. These factors also deter-

miné whether provision is made for the gifted to re-

ceive formal education in the area of their gifts.

Educational policy with respect to the gifted has been

formedlargely in termsofintellectual giftednessas de-

fined by performance on an IQtest. Little consensus

exists about how best to educate the gifted who are

so identified. Some educators advocate keeping the

gifted child in the regular classroom andenrichinghis

or her experiences, but others advocate special classes

for gifted children that permit the children to accel-

erate their educational progress.

In some instances, children who are identified in a

particular domain will be provided with special in-

structional opportunities, even though the IQsof these

children might not qualify them for inclusion in a gen-

eral gifted educational program. Examples can often

be found in instances involving children who show

special mathematical talent. Children who demon-

strate giftedness in the bodily—kinesthetic domain may

be tapped for particular encouragement in sports.

Schools rarely provide special programs for children

gifted in music or art, except in the modern develop-

ment of “magnet” schools that are designed to en-

courage individual talents in large public school

systems.

CONCLUSIONS

The definition and identification of giftedness are

determined by social and cultural context. In the

United States and in much of Western society, the

standard and most commonly accepted definition of

giftedness involves performance on mental tests and is —

expressed as an IQ. A number ofcritiques of the IQ

as the sole definition of giftedness have been offered.

Alternative suggestions have focused on defininggift-

edness in terms of performancein different domains

of functioning and thinking aboutgifted intelligence in

terms of excelling in the processes involvedin intelli-

gent behavior.

The origins of giftedness are not well understood.

The early expression of giftedness is typically accom-

panied by strong environmental nurturance. Individ-

uals showing early signs of giftedness may or may not

continue as gifted into later life. Although in some

areas the gifted are more likely to make their major

contributions in early adulthood, in other areas gifted

achievements are not confined to a particular period

of life. The major criterion currently used for selecting

individuals as gifted for educational purposesis a high

level of performance on an IQ test, although one does

not find much consensus with respect to how most

effectively to educate and nurture those who are con-

sidered gifted by this criterion.

(See also: GENIUS; TERMAN’S GIFTEDENESS STUDY.)
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FRANCES DEGEN HOROWITZ

GIFTED AND TALENTED STUDENTS,

EVALUATION OF EDUCATIONAL PRO-
GRAMSFOR Thehealth of a program for gifted

and talented students requires routine evaluation to

detect educational problems, document program

achievements and shortcomings, and confirm that the

programmatic approach is sound. Evaluators can help

program administrators, funding agencies, and pro-

gram participants determine whether a program is op-

erating as planned, achieving its goals, and serving

students as desired. By detecting and thus helping to

prevent program deterioration, evaluation promotes

the “well-being” of gifted andtalented education pro-

grams.

EVALUATION MODEL

A typical model of program assessment involves

1. determining goals and objectives;

2. describing the processes required to accomplish

goals and objectives;

3. determining the immediate, direct, short-term ef-

fects of the program (comparing evidence of out-

comes); and

4. determining the long-term effects of the program.

Determining Goals and Objectives. A con-

scientious effort should be made to determine the

goals of the specific gifted program. Evaluators look

not only at whether the program is fulfilling its goals

but at whether program goals are specific, realistic,

and measurable. For example, an artistic program may

establish a goal of having every student perform a re-

cital by the end of the year. An academic math and

science program mightselect as goals having a certain

percentage of the student body enter and win the

Westinghouse Science Talent Search and Putnam Math-

ematical competitions. Goals can range from having

students perform at two grade levels beyond their

chronological peers to having them volunteer 400

hours to public service projects or conduct research,

literary, or dramatic projects. Whatever the goal, it is

important for the evaluators to recognize the pro-

gram’s explicit target outcomes before undertaking an

evaluation of that program.

Describing the Processes Required to Ac-

complish Goals and Objectives. The second ma-

jor step is to describe what the program is doing to

accomplish its stated objectives. This requires contin-

ual monitoring of program operations, as well as dis-

cussions with administrators, teachers, and students.

Observations of this nature will help shape questions

about accountability and help explain why the pro-

gram is or is not working.In addition, monitoring the

program on routinebasis helps administrators, teach-

ers, and students keep it on course—aimed at accom-

plishing the stated objectives of the program.Ideally,

evaluation data can be used to improve program op-
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erations and eliminate ineffective and wasteful facets

of the program.

Determining the Immediate, Direct, Short-

Term Effects of the Program (Comparing

The third step is to de-

termine the program’s immediate or direct impact.

Evidence of Outcomes).

Are gifted and talented students performing at two

grade levels beyond their chronological peers? Are stu-

dents entering science and mathematical competitions

in the numbers and at the level desired or expected?

Are teachers providing a qualitatively different educa-

tional experience for gifted and talented students, in

terms of depth and pace of study? Useful sources of

information for this stage of the evaluation includein-

terviews with administrators, teachers, students, and

parents; observations of administrative and classroom

behavior; and archival data, such as past evaluation re-

ports, standardized test results, student and program

portfolios, and local newspaperarticles.

This is the stage of an evaluation that requires par-

ticular attention to validity and reliability. Construct

and predictive validity are two of the mostcritical fea-

tures of a measure. Construct validity is concerned

with whether the measure accurately represents the

concept measured. Predictive validity is concerned

with the power of the measure to predict future be-

havior or outcomes. These concepts are described in

depth in standard evaluation and measurement text-

books. In general, the evaluator must be sure to select

an accurate and valid measure to determine whether

a goal has been achieved. Such a measure can be scores

on achievementtests, community service records, or a

dramatic production. The measure selected should also

be reliable or stable—in other words, it should pro-

vide the same information abouta specific situation or

set of circumstances over time (assuming nothing has

changed about the situation).

Determining the Long-Term Effects of the

Program. final step is to consider the program’s

long-term or ultimate effect. Has the gifted and tal-

ented program contributed to the academic standing

of the school in the community, the state, and the

nation? Are moregifted and talented students entering

and completing undergraduate and graduate degree

programs? Are moregifted and talented program grad-

uates making productive business, medical, or scien-

tific contributions? Typically, few programs maintain

comprehensive or systematic longitudinal data on their

graduates. Such data, however, provide one of the best

and least expensive sources of useful impact informa-

tion.

CREATING AN EVALUATION TEAM

The team approach is the most common and often

the most effective method of conducting evaluations.

An evaluation team is typically composed of individu-

als outside the program, including other gifted andtal-

ented program directors, practitioner-scholars in the

field, teachers, and community members. Parents and

students may also be recruited to join the evaluation

team.

The team develops an evaluation plan, based on in-

put from sponsors and keystakeholders in the school

and community. Evaluation tasks—including inter-

views, observations, and reviews of records—are di-

vided and distributed to appropriate team members,

who execute them. The team assembles at various

points in the process to share notes, report on

progress, and suggest areas requiring additional inves-

tigation. Team members explore new leads and cross-

check one another’s data. The team chair is typically

charged with the responsibility of producing an eval-

uation report. The team approach makesit possible to

conduct a full-scale evaluation within the tight time

and budget constraints typical of an educational pro-

gram. It also ensures a balanced perspective, as team

members cross-validate one another’s judgments and

observations, providing a continual check against in-

dividual observerbias.

GENERAL EVALUATION GUIDELINES

1. Make sure the evaluation supplies the practical

information needed by the targeted audiences. Take

time to identify who the key stakeholdersare, includ-

ing administrators, parents, teachers, and students.

Find out what they want to know, and then develop a

plan to address the most salient concerns.

2. Makesure the evaluation is realistic (politically

and pragmatically) and cost effective. There is no point

in conducting an evaluationif there is no political sup-

port for a program orif there is good reason to believe
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that the findings will be hidden or altered. Care must

also be taken to ensure than an evaluation effort does

not significantly drain program resources.

3. Make sure that the evaluation is conducted in

an ethical manner. The rights of program participants

must be protected. Care should be taken to ensure

privacy, freedom ofinformation, and confidentiality (if

promised).

4. Make sure the evaluation is as accurate as pos-

sible. Take the time to seek out various sources of in-

formation and cross-check data sources. Double check

all figures and interview notes. Judgments about the

data should be logical and reviewed by independent

sources wheneverpossible.

For a moredetailed discussion of evaluation standards

and guidelines see The Program Evaluation Standards by

the Joint Committee on Standards for Educational

Evaluation (1992), Rossi’s Standards for Evaluation Prac-

tice (1982), and the American Evaluation Association’s

Guiding Principlesfor Evaluators.

SPECIFIC GUIDELINES

1. Make sure program documentation exists. Pro-

gram documentation should describe the program’s

philosophy; curriculum;staffing, financial, library, and

computer resources; identification and screening pro-

cedures; and selection criteria. In addition, classroom

schedules and mapsof the physicallayout will facilitate

any evaluation.

2. Make sure you review as many relevant data

sources as possible. Interviews and observations are

critical. In addition, archival documentation, such as

newsletters, financial reports, student letters, parent

letters, past evaluation reports, newspaperarticles, and

many other documents provide pertinent data about

the program’s impact and role in the community.

3. Make sure you compare the program’s stated

goals with its actual performance. Does the program

operate in accordance with its own philosophy (aca-

demically and in terms of governance)? Does the cur-

riculum reflect the philosophy and goals of the school?

Do the staff members appear to understand and im-

plement the stated program philosophy? How do

teachers translate the program’s philosophy into prac-

tice in their teaching?

4. Make sure you describe and assess the climate.

Are students engaged? Are teachers stimulating,

thoughtful, and knowledgeable? Is communication be-

tween staff and administration constructive and co-

operative or antagonistic and fragmented? Similarly,

what is the nature and tone of communication with

and amongstudents?

5. Make sure you talk to students. The purpose of

education programs for the gifted and talented is to

serve students. Time should be devoted to informally

interview studentsabout their own progress(including

a review oftheir portfolios, records, or projects) and

their evaluation of the program. Data on students’ ac-

ademic achievement and behavior codearecritical.

6. Make sure program financesare reviewed.Is the

program budget sufficient? If not, why not? Is the

money being used as intended? If not, why not? Is fi-

nancial program planning adequate and appropriate to

meet the needs of the program in the foreseeable fu-

ture?

7. Make sure community and school board com-

ponentsare included in the evaluation. Do community

and school board members support the program? How

is this evidenced? Do parents participate in the pro-

gram? Whatare the obstacles to community and board

support, if any?

EVALUATION CONCEPTS

Evaluation draws on many useful concepts from an-

thropology to guide an examination of a program for

gifted and talented students, including maintaining a

nonjudgmental orientation, soliciting views from the

insider’s perspective, and triangulating data.

A nonjudgmental orientation requires the evaluator

to suspend value judgments about a given behavior or

practice. It allows the educational evaluator to de-

scribe an observed behavior or situation in detail be-

fore completing an analysis of classroom behavior in

context. A judgmental orientation may lead to pre-

mature—and often inappropriate—assessments of a

specific approach or behavior before there are enough

data with which to interpret it meaningfully or place

it in context.

A sound evaluation is groundedin the participants’

views of what they are doing, what they are trying

to accomplish, and what they think they have ac-
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complished. When interviews and observations are

grounded in the insiders’ views of how a program

works, findings are considered moresalient and rec-

ommendations morerealistic and practical. In addi-

tion, the evaluation can identify multiple program

goals and contrast them with actual performance.

Triangulation is used to analyze data. It involves

testing one source of information against another to

strip away alternative explanations. Triangulation may

help confirm or disprove information and can force the

evaluator to probe further to reveal another level of

information. Triangulation can help evaluators learn

about the program’s effectiveness and about how well

it matchesits stated philosophyin practice (Fetterman,

1989, 1993).

EVALUATION TECHNIQUES

Among the many techniques evaluators use, the

most important are observation, interviewing, and

participation.

Observation. There is no adequate substitute

_ for direct observation in evaluation. Evaluators can ob-

serve students systematically—tfor example, observing

whether different cultural groups interact; whether

shy students become more outgoing; when a lesson

plan is engaging; or whether an administrator partici-

pates in teachingorsocialactivities associated with the

program. Over time, patterns of behavior will become

evident. These patterns, documented repeatedly over

time, are a form ofreliability. Observations can be

used to establish baseline descriptions about the pro-

gram, teacher and student performance, administrative

support, and many other program-related features.

Similarly, observations can be recorded to document

change (and possibly growth) over time. Observations

can be filed in a student portfolio to documentstudent

performance throughout the year, noting, for example,

increasing sophistication in research projects, mastery

of artistic expression, or complexity of mathematical

problem solving. Observation is a natural tool; it is

enhanced when guided by the concepts described

above.

Interviews. Often the best way to check on or

triangulate observation is simply to ask the observed

participants what they were doing. A student singing

in chorus may seem to be enjoying herself. An inter-

view with that student may reveal, however, that she

hates chorus andis participating in it only because her

parents insisted. Evaluation team members should in-

terview key stakeholders and other team members to

construct a usefullist of questions.

Interviews should be open ended—that is, they

should allow the person being interviewed to answer

in as full and complete a manner as he or she deems

appropriate. Closed yes-or-no questions are quick and

efficient, but they are usually biased by the person

conducting the interview and tend to shape the re-

sponse. Closed questions are useful after initial inter-

views and observations suggest what the relevant

questions are—starting from theinsider’s perspective.

Participation. In any educational evaluation,

the most credible interviews and observations are con-

ducted by evaluators who spend time with program

participants. In this sense, evaluators who makeseveral

visits to a program—sharing in the daily lives of stu-

dents, teachers, administrators, and parents—have a

much more comprehensive picture of how a program

for the gifted and talented operates than does the eval-

uator who simply comes in once in a year, asks a few

questions, observes a few classes, and then writes a

report about the program. There is no substitute for

the depth of understanding gained from routine par-

ticipation in classroom activity, extracurricular activ-

ity, home activity, faculty meetings, and school board

meetings. Direct participation exposes the evaluator to

the multiple levels and goals of program participants

and affiliates. It also enhances the validity of the eval-

uation findings.

QUALITATIVE AND

QUANTITATIVE APPROACHES

Evaluations should combine qualitative and quan-

titative approaches. Qualitative approachesare used to

describe a program,its operation,andits effects. They

are also required to establish the appropriate baseline

for or context within which to interpret student per-

formance. An accurate measure of student perfor-

mance requires preentry information about student,

program, and community characteristics, including

cultural, social, political, and economic factors. For ex-

ample, it is important to document whetherthe eval-
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uation focuses on a program thatis just starting up or

on a mature program that has been operating for years.

In addition, an accurate measure of how far a student

has traveled requires qualitative and quantitative base-

line data about the student’s previous attendance pat-

terns, grades, reading level, achievement record, and

so on. Such data can also indicate whether a student

is underachieving. In addition, qualitative approaches

(such as ethnography, an established qualitative ap-

proach in evaluation) describe program implementa-

tion in sufficient detail to explicate the multiple goals

of a program; delineate the process in which students,

teachers, administrators, and parents interact (in

school and at home); highlight adaptive and maladap-

tive social arrangements, and document program ef-

fects. Programs for gifted and talented students are

particularly amenable to the use of qualitative ap-

proaches, in that creative approaches to teaching can

be described and documented with a minimum of

obtrusiveness.

Quantitative measures document outcomes,includ-

ing student achievement over time. There are many

forms of quantitative data—besides standardized

tests—that document the effectiveness of programs

for gifted and talented students, including the number

of and frequency of participation in intellectually

competitive activities—such as science fairs, West-

inghouse, Putnam (math), and other engaging enter-

prises—as well as more mundane figures, such as

attendance, books read, portraits or recitals com-

pleted, number entering postsecondary institutions,

and so on. Contract systems provide useful quantifia-

ble outcomedata that are easily verifiable, concerning

the extent to which studentsare achieving stated goals

and objectives. Teacher and student survey question-

naires and rating scales can be developed that focus on

specific topics.

Together, qualitative and quantitative approaches

effectively documentand analyze evaluation data. (See

Coleman, 1985; Fetterman, 1988a; Gallagher, 1985;

Howley, Howley, & Pendarvis, 1986, Kitano & Kirby,

1986; Reis & Renzulli, 1991; Renzulli, 1975; and Ren-

zulli & Ward, 1969, for a detailed discussion about

evaluating gifted and talented education programs. In

addition, see Fetterman, 1988b, for a discussion about

the variety of qualitative approaches to evaluation in

education.)

COMMUNICATION AND

PROGRAM PRACTICE

Evaluators must communicate their findings and

recommendations if they are going to be effective.

Verbal

throughout an evaluation keep evaluators and program

communications and memoranda issued

personnel on track and provide a quality control on

the data while the evaluation is still in progress. (By

the time the final report is written, it is often too late

to correct erroneousideas that have been used to build

the conceptual foundation of the evaluation findings.)

Interim reports are valuable forms of communication

for program participants, sponsors, and evaluators.

They create benchmarks in the study and provide in-

terested parties with findingsto date, current thinking,

and a progress report on the evolving direction of the

evaluation. All of these interim forms of communica-

tion minimize surprises, grosserrors, and related prob-

lems. The final report puts a cap on the entire

experience for the evaluator, participants, and sponsor

and typically includes recommendations that, if used

properly, will serve as a guide to improve program

practice.

INTERNAL EVALUATION

In conjunction with external evaluations, educa-

tional administrators, teachers, parents, and students

should periodically conduct their own evaluations of

their program. A typical internal evaluation team is

composedofteachers, counselors, administrators, par-

ents, and a student. Local experts, board members,

and program officials are recruited to serve whenever

possible. Team members should be encouraged to con-

duct informal self-appraisals on a daily or at least

weekly basis, questioning and comparing what stu-

dents are doingin relation to stated program goals and

objectives. Systems should be developed to give regu-
lar feedback to students, teachers, administrators, and

parents, including parent-teacher conferences, faculty

meetings, and student performance conferences.

The concepts and techniques of internal evaluation,

or self-evaluation, derive from traditional external

evaluation. Internal evaluations also follow the same

general model that external evaluators use. Program

participants clearly can—and in many cases do—ap-

ply evaluation concepts and techniques in their daily
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lives in these programs. Observation, measurement,

documentation, and evaluation are all normal activities

of teachers, students, parents, and administrators.

Combining these concepts and techniques helps to

make these activities more systematic and improves

the validity andreliability of the self-evaluation.

Self-examinations and external evaluations, in ad-

dition to sharing concepts and techniques, can com-

plement each other and help to cross-validate data

from each approach.Self-evaluations help maintain an

educational program’s health on a daily basis; expert

external evaluation is essential to an in-depth and ob-

jective understanding.
Fetterman (1989) created the concept of empow-

erment evaluation. This involves using evaluation to

help others help themselves. One facet of this ap-

proach involves encouraging program participants to

conduct their own evaluations and to share useful

models and concepts with them to help them help

themselves.

CONCLUSION

Evaluation is needed to learn how a program for

gifted andtalented students works, how effective such

programsare, and howtoraise their standardsof qual-

ity. Formative evaluations provide a continual flow of

information to program officials throughout a review

to improve program practice. Scriven refers to form-

ative evaluation as evaluation aimed at the improve-

ment of an ongoing enterprise (see Davis, Scriven, &

Thomas, 1981). Summative evaluations can comple-

ment formative evaluations. According to Davis, Scri-

ven, and Thomas (1981), summative evaluation is con-

ducted for an external client and its primary purpose

is to report on the quality of the program for purposes

other than improvement. The knowledgegained at the

end of a summative evaluation culminatesin a final

report with a focus on policymaking. Evaluations,

whether qualitative or quantitative, formative or sum-

mative, can improve program practice and student

performance. They are also required to establish the

utility of such approaches in education for the gifted

and talented as acceleration, enrichment, and special

group settings. Overall, evaluation plays an essential

part in the development, maintenance, and under-

standing of educational programs for the gifted and

talented.

(See also: GIFTEDNESS.)
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GLASER, ROBERT (1921- ) Robert

Glaser was born on January 18, 1921, in Providence,

RhodeIsland. In 1942, he received a B.S. in chemistry
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from the City College of New York. He earned an

M.A. in experimental psychology in 1947 and, two

years later, earned a Ph.D. in psychological measure-

ment and learning theory, both from Indiana Uni-

versity. In addition, Glaser has received honorary

doctorates from the University of Leuven, Belgium;

the University of Goteborg, Sweden; and Indiana Uni-

versity.

Robert Glaser began his teaching career as an in-

structor at Indiana University, before becoming an as-

sistant professor of psychology at the University of

Kentucky, a researchassistant professor at the Univer-

sity of Illinois, and then a senior research scientist with

the American Institutes for Research in Pittsburgh.

Moving to the University of Pittsburgh as an associate

professor of psychology in 1956, he quickly became

professor of both psychology and education. He

founded the Learning Research and Development

Center at the University of Pittsburgh in 1963, an in-

stitution he led over the course of an influential career.

Glaser served on a number of national and inter-

national boards and commissions and was active as a

consultant to foundations and government agencies.

He served as president of the American Educational

Research Association (AERA), the American Psycho-

logical Association’s Division of Measurement and

Testing and Division of Educational Psychology, and

the National Academy of Education (NAE), and as of

1993 was the chairman of the NAE Panel on the Eval-

uation of the National Assessment of Educational

Progress Trial State Assessment Project. His numerous

awards include a Guggenheim Fellowship, the AERA

Award for Distinguished Research, and the American

Psychological Association’s E. L. Thorndike Award and

Distinguished Scientific Award for the Applications of

Psychology.

Robert Glaser’s scholarship was extensive, and his

influence on both the science of learning and the de-

velopmentofa field of application for this science was

immense. He was the author or editor of 16 books,

published over 220 articles, and served on the editorial

boards of several scientific journals. A review of

Glaser’s publications reveals an extraordinary combi-

nation of continuity and of responsiveness to new

trends and promising ideas. He began his publishing

life as a student of measurement theory and human

performance. A behavioral psychologist, Glaser en-

tered the arena of education as an advocate and analyst

of programmedinstruction, teaching machines, and

the theory that gave birth to them. He becamea lead-

ing proponent of cognitive science, espousing a view

of the human being as thinker that many consider a

radical departure from the behaviorist view. This ma-

jor shift in scientific perspective was accomplished

without an abrupt break either in scholarly productiv-

ity or in fundamental research and social commit-

ments. Across the behavioral-cognitive line, Glaser

maintained a continuing set of core questions and

preoccupations. These include the nature of aptitudes

and individual differences, the interaction of knowl-

edge and skill in expertise, the roles of testing and

technology in education, and training adapted to in-

dividual differences.

On each of these topics, Glaser wrote influential

papers and edited widely read collections. At each

stage of his career (e.g., Glaser & Bassok, 1989), he

demonstrated extraordinary ability to locate the key

issue, identify the seminal idea, consider the best work

being done, and formulate an emerging set of problems

that would mobilize and organize the work of many

others. He did this in the late 1950s for programmed

instruction (Glaser & Lumsdaine, 1960), showing how

the basic idea introduced by Skinner could penetrate

and energize all forms of education and training. He

extended the principles of behavioral analysis to indi-

vidualized education, first developing the notion of

individually prescribed instruction as a meansof or-

ganizing an entire elementary school to permit indi-

vidual progress in accordance with the best learning

principles of the time. Subsequently, he supported

younger colleagues in developing variants and exten-

sions of individualized education. Finally, he gave all of

these programs theoretical advocacy under the label

adaptive education (Glaser, 1977), a term that for Glaser

encompasseda vision of an educational system devoted

to teaching all students rather than selecting an able

few for success.

During these years, Glaser took a leading position

on twoissues that continue to be at the forefront of

educational development—testing and technology—

always relating these to his central vision of educa-

tional possibilities. He introduced criterion-referenced
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testing—to determine exactly what students know

and can do, not how they compare with other students

(Glaser, 1963). Such testing is a central requirement

for any educational system that aims to adapt instruc-

tion to all students. Testing aimed at supporting in-

struction rather than certifying (or denying) ability

remained one of Glaser’s continuing interests, later in-

formed by cognitive analysis of aptitudes andabilities.

Glaser maintained an active personal and collaborative

research program oninstructionaltesting (e.g., Glaser,

1986; Glaser, Lesgold, & Lajoie, 1987).

As early as the 1960s, well before educational tech-

nology became a popular field for research and devel-

opment, Glaser saw possibilities for using computers

to enhance and enrich the instructional process

(Cooley & Glaser, 1969). He pursued this vision in the

context of newly enlarged computing capabilities, de-

veloping and studying computerized discovery labo-

ratories that help students appreciate the structure of

a field of knowledge by actively exploring it instead of

trying to absorb the prepackaged messages of others

(e.g., Shute, Glaser, & Raghavan, 1989).

Much of Glaser’s work on cognitive analyses of

learning derived from his long-standing interest in in-

dividual differences (Glaser, 1977). Early on, he saw

the possibilities for understanding such differences

through empirical studies of the cognitive processes

involved in various kinds of aptitude tests (e.g.,

Gitomeret al., 1987; Pellegrino & Glaser, 1979). As

those studies proceeded, Glaser became increasingly

impressed with the role of knowledge differences in

aptitudes (Glaser, 1984, 1991). This led to a compan-

ion line of research on the nature of expertise in spe-

cific academic disciplines and technical domains (Chi,

Feltovich, & Glaser, 1981; Glaser, 1990) and on differ-

ences in how people acquire knowledge in particular

domains of expertise (Chi et al., 1989; Glaser etal.,

1992). Not surprisingly for someone whosetheoretical

and applied lines of work were always intertwined,

and who was always moreinterested in how to im-

prove human competencethan in howtoselect people

of already developed ability, Glaser’s research on ap-

titudes and knowledge acquisition led him to explore

the nature of learning and thinking skills and how

these might be taught (Chipman, Segal, & Glaser,

1985; Segal, Chipman, & Glaser, 1985).
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LAUREN RESNICK

GODDARD,HENRYH.(1866-1957) Henry
Herbert Goddard was born in Vassalborough, Maine,

in 1866. He received his master’s degree from Harvard

University in 1889. Goddard then movedto California,

where he taught for a year at the University of South-

ern California. Gradually moving back East, he spent

approximately six years as a high school principal in

Ohio and later in Maine. He then returned to school

and, encouraged and influenced by G. Stanley Hall,

received a doctorate from Clark University in 1899.

He next took a job at the Pennsylvania State Teachers

College where he worked until 1906. He made a one-

year trip to study in Germany, where he was im-

pressed by the newly republished reports of the

genetic experiments of Gregor Mendel. These became

the impetus for most of Goddard’s later work andre-

search in intelligence (Hothersall, 1984; Scheerenber-

ger, 1983).

In 1906, Vineland Training School in New Jersey

openedthe first U.S. research program in mentalre-

tardation, and Goddard was appointedits first direc-

The series of scales that Alfred BINET had

developed with his student Théophile Simon had ap-

tor.

peared in France the previous year. Goddardtranslated

these scales and produced an English adaptation in

1908. (WhenBinetrevised his scales in 1911, Goddard

immediately translated the revisions [Goddard, 1910a,

191 1a].) Intelligence testing was not of very great im-

portance in the United States until Goddard produced

his Binet-Simontest adaptation, but whenthis test was

presented, it led to a surge of activity in the use of

tests for the measurementof individual differences and

general intelligence.

Goddard began a study of “feeble-mindedness” at

the Vineland Training School. He pioneered a study of

the school’s clients using his Binet-Simontranslations

to do a kindofintelligent quotient (IQ) testing. A con-

cept akin to IQ was introduced by Goddard. Binet

himself was opposed to the single-score-type estima-

tion ofintelligence (Wolf, 1973). Goddard tested over

2,000 public schoolchildren in NewJersey in addition

to those at the Vineland Training School. His goal was

to try to develop a “reliable means of distinguishing

between normal and feeble-minded” children and to

“develop a reliable way of distinguishing between dif-

ferent levels of mental ability for all children.” In this

connection, he introduced the word “moron.” God-

dard’s 1911 translation of the Binet-Simon test became

the standard test for measuring intelligence in the

United States until Lewis TERMAN’s 1916 revision,

which was to become the Stanford-Binet.

Goddard’s major goal was to find “feeble-minded

persons,” and he embarked on a major testing program

throughout the New Jersey school systems. Among the

children at Vineland, he found a girl whose family his-

tory fit his “Mendelian” model. He namedthis family

“the Kallikaks” (Goddard, 1912a). His study of them,

though lacking in appropriate research design or pro-

cedure, became the classic support for a heredity-

based public policy (Goddard, 1942; Hothersall, 1984,

Rosen, Clark, & Kivitz, 1976). He became thoroughly

convinced that feeble-mindedness followed the rules

of direct inheritance, and he urged that the “feeble-

minded” (today described as persons with mental re-

tardation) be institutionalized. He wasin favor ofster-

ilization on a case-by-case basis, but he was extremely

cautious about its generalization into “sterilization

laws” (Goddard, 1920; Scheerenberger, 1983). He

cameto feel that the teaching of the “3 Rs” was almost

entirely inappropriate for children who were judged

to be feeble-minded. He wasin favor of “special” ed-

ucation programs and was adamant about using the
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services of only the best-trained teachers for these stu-

dents. This would meanestablishing separate and spe-

cial programs, and he worked for the development of

such programs within the institutions designated for

the feeble-minded.

In 1882 Congress had passed a law forbidding entry

to the United States of “lunatics and idiots.” In 1913

Goddard was invited to Ellis Island to investigate the

screening procedure. He said that “using the psycho-

logical method ... the percentage of immigrants that

would be picked out as defective would be much

greater than now” (Goddard, 1917). These findings

were based on primitive testing methods, lack of at-

tention to language differences, inappropriate use of

what were then very crude instruments, and so on,

but Goddard felt that he had “scientific justification

for restrictive quotas and immigration laws.” He was

highly active in the developmentof tests for the mili-

tary in World War I. Healso joined forces with the

eugenics movement based on his feeling that society

should be organized in terms of intelligence.

In 1918 Goddard left Vineland and moved to Ohio

to head its State Bureau of Juvenile Research. He stud-

ied intelligence on a much broaderbasis, and he again

concluded that the major intellectual differences

should be considered on both biological and racial

bases. He began to question government by democ-

racy, feeling that it could not function properly with

the existing intelligence base. He proposed a system of

“meritocracy,” feeling that equality was a myth and

again favoring sometypes of eugenic practices. In 1922

he was appointed professor of abnormal and clinical

psychology at Ohio State University. He remained

there until his retirement in 1938.

Goddard also studied gifted children (Goddard,

1922), advocating special classes for them. Healso

began studying other aberrations of intelligence and

became very muchinterestedin individuals with “mul-

tiple personalities” (Goddard, 1927). During this pe-

riod, he became more and more interested in the

influence of environment and culture and began tofeel

that environmental influences (although they might be

caused by the mixture of people with good intelligence

and poorintelligence) might have the greatest influ-

ence in the shaping of personality (Goddard, 1946).

Goddard was the major pioneer in the development

and advocacy of intelligence testing in the United

States. His translation, use, and researchof the original

Binet unquestionably initiated a new era in psychology,

an era in which the analysis of individual differences

would be based on psychometric instruments, and

measuredintelligence would becomeanessential part

of educational and vocational placement. His theory

that intelligence was a fixed, genetically determined

characteristic in humans gave rise to many unfortunate

consequences and had the effect of slowing the lines

of research into the source and function ofintellectual

activity in humans. Goddardrealized this later in life,

and his opinions became moreflexible.
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HENRY LELAND

GOLDSTEIN, KURT (1878-1965) Kurt

Goldstein, eminent neurologist and neuropsychologist,

was born on November 6, 1878 in Kattowitz (Kato-

wice), UpperSilesia, then a part of the German Em-

pire. He died on September 19, 1965, in New York

City in his 87th year. Whenhe was a young schoolboy,

the family moved to Breslau where he received a clas-

sical German secondary school education. After a year

of study of philosophy andliterature at the University

of Heidelberg, Goldstein returned to Breslau to study

medicine and received the M.D. degree in 1903. Both

his own inclinations and the influence of Carl Wer-

nicke, then professor of psychiatry in Breslau, led him

to a lasting preoccupation with aphasic disorders and

psychiatric disturbances.

Following someyears of postgraduate study in neu-

ropathology and clinical neurology, Goldstein joined

the staff of the neuropsychiatric department of the

University of Konigsberg. In 1914, on the eve of

World War I, he moved to the University of Frank-

furt. In 1916, he organized and became the director of

a hospital for the treatment and rehabilitation of brain-

injured military personnel, a position that he held

through the 1920s.

Goldstein was appointed professor of neurology

and director of the Neurological Institute of the Uni-

versity of Frankfurt in 1919. Another move in 1930

took him to Berlin as director of the neurological de-

partmentofa large general hospital with a professorial

appointmentin the university. After the rise to power

of the National Socialists in Germany, he was forced

to flee to Holland in 1934. Supported for a year by

the Rockefeller Foundation, he wrote his magnum

opus, Der Aufbau der Organismus (English translation: The

Organism, 1939). The volumeis a definitive statement

of his views on the methodological approaches and

conceptualizations required for the fruitful study of

human brain function and behavior. In 1935, at the

age of 57, he emigrated to the United States. Over the

following thirty years, he engagedinclinical practice,

held professorial appointments, and was active as a

teacher and researcher in New York and Boston.

SCIENTIFIC AND SCHOLARLY

CONTRIBUTIONS

Throughoutthe early years of his career, from 1906

to 1916, Goldstein was a prolific contributor to con-

ventional neurology, writing on topics in neuropathol-

ogy, APHASIA, comparative neurology, and localization

of function in the brain. During and directly after

World WarI, his thinking about the significance of the

symptomsof nervous disease and the behavioral con-

sequencesofbrain lesions underwenta radical change.

Amongthe factors contributing to this change in ap-

proach and conceptualization were his experiences in

the evaluation and care of brain-injured soldiers, his

association with psychologists of the Gestalt school,

and his own holistic philosophic predilections. Gold-

stein rejected the mechanistic approach to the nervous

system and its derangements that, by comparing spe-

cific symptoms and behavioral deficits with the ana-

tomic findings at postmortem examination, had sought

to elucidate the functions of different regions of the

brain and their connections. He could scarcely quarrel

with those clinical applications of the approach that

had had notable success in relating symptomsto focal

brain disease and that had established clinical neurol-

ogy as an “exact” medical specialty. He forcefully dis-

agreed with its basic assumptions of a connectionist

reflex physiology and of discrete areas of the brain

 

506



GOLDSTEIN, KURT (1878-1965)
 

with specific functional properties that, when diseased,

manifested themselves in specific symptoms.

Instead, Goldstein proposed a holistic theory of

brain function, a central tenet of which was that even

a limited lesion produces a changein total brain activ-

ity. The behavioral counterpart of this total change in

brain function was an impairment in what hecalled

the “abstract attitude.” This extremely broad concept

covered not only the capacity for abstract reasoning

(as its name suggested) but also a rather bewildering

variety of other behavioral characteristics including

initiative, foresight, self-awareness, behavioral flexibil-

ity, and the ability to analyze a complex situation into —

its components. Goldstein interpreted these diverse

behavioral deficits as expressions of a single basic ca-

pacity or Grundstorung. Largely rejected by neurolo-

gists, the concept was adopted for a time byclinical

psychologists in their efforts to understand the deviant

behavior of patients with brain disease, particularly

those with frontal lobe lesions. In due course, how-

ever, this single-principle approach was abandoned as

it became evident that the concept of the “abstract

attitude” was too comprehensive and multifaceted to

serve as a useful explanatory principle.

A morelasting contribution was Goldstein’s inter-

pretation of certain symptomsas being defensivere-

actions on the part of patients—to protect themselves

from confusion, feelings of failure, and loss of self-

esteem. Thus, under certain circumstances, patients

who show apathy, excessive rigidity, lack of concern,

or facetiousness may be exhibiting these behaviors to

cope with disabilities and to avoid the painful aware-

ness of their cognitive incompetence. Conventional

neurology generally viewed these deficits as simply

manifestations of focal brain disease; for example, lack

of concern and facetiousness were part of the “frontal

lobe syndrome.” In doing so, however, it had to ignore

the instability of these deficits and theoscillations be-

tween apathy and hyperexcitability or between face-

tiousness and obvious anxiety shownby thesepatients.

Goldstein’s views were more in accord with clinical

reality.

Another of Goldstein’s important contributions in-

volved methodology. Heinsisted that noting a perfor-

mancesimply as being intact or defective or scoring a

test response as right or wrong were not adequate de-

scriptions of a patient’s behavior. Qualitative analysis

of a patient’s performances was required if one were

to gain some understanding of the nature of the cog-

nitive processes underlying the performances—

whether or not they were marked “right” or “wrong.”

Thus, a successful performance mightstill reflect the

operation of disturbed cognitive processes that man-

aged, somehow, to achieve the required overt re-

sponse.

AN ASSESSMENT

Goldstein’s sharp attack on established approaches

and concepts, coupled with his personal egocentricity,

made him something of an outsider in mainstream

neurology. In addition, he seemed inconsistent from

time to time in his views on someissues, for example,

aphasic disorders. Yet his ideas foreshadowedand in-

fluenced the subsequent developmentofcertain trends

of thought in both clinical neurology and neuropsy-

chology.

As has been mentioned, Goldstein’s concept of the

abstract attitude was not widely accepted. Neverthe-

less, it did point out that focal brain lesions are likely

to affect overall cerebral functioning and thus alter a

wide spectrum of behavior. The current emphasis on

the functional significance of neural networks and the

decline of discrete areal localization is more in accord

with Goldstein’s approach than with the hypothesis of

“centers” that was dominantin his day. Additionally,

the emphasis on “executive functions” in contempo-

rary cognitive neuropsychology incorporates many of

his specifications of what constitutes the abstract

attitude. His interpretation of certain symptoms as

being, at least under some circumstances, protective

reactions—rather than direct behavioral expressions

of a focally diseased neural substrate—is now deeply

ingrained in neuropsychological thinking and practice.

Finally, in neuropsychological assessment, Goldstein’s

insistence on the necessity of analyzing the distinctive

characteristics of task performanceis clearly reflected

in the current emphasis on “process analysis.”
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ARTHUR BENTON

GROUP TESTS Theorigins of group tests of

intelligence or general ability go back to the Chinese

empire over 2,000 years ago. A rigorousseries of ex-

aminations covering a numberof broad fields helped

select administrators for the vast, complex domain

controlled by the emperor’s court. The intelligence

tests that are widely used in the United States, how-

ever, spring from a context closer in time and geog-

raphy.

In the early 1900s, the work of the French psy-

chologist Alfred BINET on the assessment of intelligence

of Paris schoolchildren was transported to the United

States, where it won an influential set of adherents.

Someof the most prominent educational psychologists

of the period helped prepare American versions of the

Binet intelligencetests.

Development of group testing of intelligence re-

ceived an enormous boost when the Army Alpha Test

was administered in the United States to 1.7 million

World War I recruits. The Army Alpha Test was a

paper-and-pencil test designed for groups of people

and for testing general intelligence. It contained gen-

eral knowledge, vocabulary, analogical reasoning, and

mathematical questions. The Army Alpha Test re-

flected a new national movementin the United States

to apply the principles of the emerging field of psy-

chology to important social problems.

The use of the examinations reflected a belief that

individuals differ in generalintellectual abilities. Those

persons with higher abilities would tend to be better

in a wide variety of activities. Tests for intelligence

identified people at the lower end of the ability range

who might be expected to have considerable difficulty

handling intellectual tasks. Test administrators also

could identify individuals with superior intelligence

and assign them to tasks requiring substantial capacity.

The Army Alphatest was welcomedas an efficient way

to collect information on large groups in relatively

short time. The useof intelligence tests in the military

setting had strong proponents, who characterized such

testing as a perfect application of “scientific manage-

ment” of people. They characterized the arguments

against the useofintelligence tests to obtain “objective

information” about intellectual competencies as back-

ward and antiscientific behavior.

In the United States, the early use of group tests of

intelligence in military, business, and educational set-

tings quickly led to the identification of issues that

continue to be important today. Among these issues

are the following:

1. What are appropriate uses forintelligence tests?

2. What does the word “intelligence” really mean?

3. What is appropriate content for an intelligence

test?

4. Are the tests fair for individuals from different

groups?

5. Do the tests have appropriate technical qualities?

USE OF INTELLIGENCE TESTS IN

SCHOOLS AND BUSINESSES

By the end of World WarI, the use of the Army

Alphatest was widely, although not universally, viewed

as a success, and it led to the diffusion of the group
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IQ test into schools and businesses. Arthur Otis, who

had made majorcontributions to the Army Alphatest,

used it as a model for the Otis Group Intelligence

Scale, which he offered for both school and business

use. Other paper-and-penciltests, designed for group

administration, developed within the emerging field of

commercial test publishing, which drew its profes-

sional staff, in part, from the people who hadserved

in the testing units of the World War I military ser-

vices. The developers of the group tests built on the

workassociated with the individually administered IQ
tests that were growing in popularity (see INDIVIDUAL

TESTS; STANFORD-BINET INTELLIGENCE TEST).

Someof the group tests that became popular in the

decade after World War I remain in use. Oneof the
usages of group tests of intelligence is in association
with tests of educational achievement. School districts
have administered either group or individual tests of
intelligence, such as the Stanford-Binet or the Wechs-
ler Intelligence Scales for Children, along with achieve-
ment tests such as the Stanford Achievement Test
Series, the Iowa Tests of Basic Skills, or the California
Achievement Tests to students throughout their ele-
mentary and secondary school years. Because the in-
telligence test scores and the educational achievement
scores were obtained for the same students, teachers
and other educational staff could compare _perfor-

mance on the two kindsoftests.

This practice led to characterizing some students as
“overachievers,” that is, students who scored higher
on the achievementtests than other students with the
same IQ scores. On the other hand, students who
scored lower on their achievement tests than other
students with similar IQ scores were viewed as “un-
derachievers.” In some instances the overachievers re-
ceived special praise for doing well in their subject-
related work despite their somewhat low IQ scores.
On other occasions, teachers worried that perhaps the
“overachieving” students were pushing themselves too
hard. The teachers encouraged the students to slow
down and not tax themselves unduly! Researchers
have not considered such interpretations of intelli-
gence test scores appropriate since the 1960s in part

because there is a high degree of similarity (i.e., high
statistical correlation) between IQ tests and tests of
language and mathematical achievement.

WHAT?’S IN A NAME?

Even though groups tests of intelligence remain

popular, the use of the term intelligence or mentalability

test has declined considerably. The tests have been re-

named to avoid what some psychologists call the sur-
plus meaning associated with the word intelligence. In the
1920s and 1930s, some proponentsofintelligencetests
thought of them as measuresofinnate ability. Individ-
uals and groups whoscored low on the tests suppos-
edly had not only less proficiency on specific skills but
also less underlying ability. Although testing psychol-
ogists and other experts generally abandoned this
point of view, the general public has persisted in the
belief that IQ tests by whatever name measure innate
abilities and resist influence from formal education and
other learning experiences. By that line of reasoning,
a person with low IQ test scores is unfortunate inas-
muchas no emphasis on study andcritical analysis has
muchvalue. Testing experts, however, do not hold this
discouraging view today.

Because the unwarranted interpretation that group
IQ tests measured innate ability stood in the way of
reasonableinferences (predictions) from scores on the
tests, the producers of such tests attempted to dis-
courage those interpretations by changing the names
of their group IQ tests. A clear example of this phe-
nomenonis the test currently called the Otis-Lennon
School Ability Test (OLSAT). Traceable directly to the
World War I Army Alpha Test, OLSAT had originally
been knownas the Otis Group Intelligence Scale. This
name was changed to the Otis-Lennon Mental Ability
Test and then to the Otis-Lennon School Ability Test.

Today, the major group tests of intelligence all
avoid the label intelligence. Thus OLSATis the test that
is normed and sold with both the Stanford Achieve-
ment Test Series and the Metropolitan Achievement
Tests. The Cognitive Abilities Test plays the samerole
for the Iowa Tests of Basic Skills as does the Test of
Cognitive Skills for the California Test of Basic Skills
and the California Achievement Tests.

Although the groupintelligencetests have dropped
the word intelligence, no such change has occurred for
the widely used individual intelligence tests. The lead-
ers in the field are the various Wechsler tests. The
Wechsler Intelligence Scale for Children and the
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Wechsler Adult Intelligence Scale are two major prod-

ucts which compete with the Stanford-Binet Intelli-

gence Scale. (See WECHSLER SCALES OF INTELLIGENCE.)

THE CONTENT OF GROUP

TESTS OF INTELLIGENCE

The content of widely used tests of intelligence

(also knownastests of cognitive ability or school ability) is

fairly consistent across the testing batteries produced

by different test publishers. The tests contain both ver-

bal (vocabulary, reasoning, general information) and

nonverbal(figural analogies and similar kinds of ques-

tions) componentsandyield bothtotal scores and sub-

scores. The questions included cover skills and content

that can be acquired in a variety of ways, including

independent reading and critical analysis, as opposed

to specific coursework.

The following excerpt from the publisher’s cata-

logue for the OLSAT describes the domain covered by

these group tests of intelligence:

OLSATis based on the premise that to learn new things,

students must be able to perceive accurately, to recog-

nize and recall what has been perceived, to think logi-

cally, to understand relationships, to abstract from a

set of particulars, and to apply generalizations to new

and different contexts. These processes are measured

through performance ontest items with pictorial, verbal,

figural, and quantitative content.

Each of the group tests marketed to schools is offered

with multiple levels; thus the nature of the questions

becomes more sophisticated for the students in the

upper-school years.

FAIRNESS OF GROUP TESTS

OF INTELLIGENCE

The issue of the fairness and appropriateness of

group tests of intelligence recurs persistently. An un-

fortunate but important event in the dialogue about

fairness occurred in the years after the World WarI

testing, when data on recruits from the Army Alpha

Test were used to support the argument that people

from different national backgrounds differed in innate

ability. Some prominent psychologists and others used

the conclusion from the 1920s about national differ-

ences in ability as a basis for trying to limit immigra-

tion from the countries in which people were

supposedly not as smart. Today this point of view has

no more adherents among testing experts than does

the society of scientists who believe that the earth is

flat, but in the period following World WarI, the per-

spective was fairly widespread. Faced with a nonsen-

sical conclusion—that the typical inhabitants of some

nations were simply smarter than people unlucky

enough to live somewhere else—many thoughtful

people wisely discredited the whole line of evidence

that led to these conclusions. Unfortunately they also

rejected the idea that intellectual abilities could be

measured withtests.

In fact, studies have shown that the degree of a

person’s exposure to the language and content ofa test

of intelligence is an important factor in determining

the meaningfulness and appropriateness of the results

of that test. This situation is quite clear when a group

to be tested in the United States contains some mem-

bers withlittle facility in English and only limited ex-

posure to mainstream American life. If a person cannot

understand the language used ina test, the test cannot

accurately represent the individual’s skills. Such a sit-

uation wasthe case for the individuals taking the Army

Alpha Test. Analyses of the performance of American

army recruits with different national ancestries showed

that the groups who had arrived in the United States

most recently scored lowest. This finding probably re-

sulted from their limited English proficiency and lack

of familiarity with American culture.

With respect to intelligence tests used in schools, °

the issue of fairness has been the subject of much con-

troversy, especially the use of tests in the selection of

students for special programs. Teachers often use in-

telligence tests to determine whether students require

special assistance. Findings of disparate impact on par-

ticular racial and ethnic groups haveled to judicial or

other limitations on both group and individually ad-

ministered tests of intelligence. A related controversy

has developed over the use of group tests of intelli-

gence to place students in various enrichment pro-

grams. School officials commonly rely on superior

performance ontests of “school ability” for placement

in a course or program for gifted and talented stu-

dents.
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In some instances, criticism of the use of group

tests ofintelligencerelies exclusively on evaluations of

the proportion of students from different groups who

are selected. In other cases, critics seek evidence that

the selections made on the basis of the tests are con-

sistent with other information about students (e.g.,

grades in school) and about their readiness or need for

special programs. With this latter approach, differ-

ences among groups comprise a question for further

investigation, but some differences are reasonable as

long as they are consistent with other information

about the students and groups involved.

TECHNICAL QUALITY OF GROUP

TESTS OF INTELLIGENCE

The primary issue in the evaluation of group tests
of intelligence or school ability is their usefulness in
attaining particular educational or social goals. To be
useful, a group intelligence test must demonstrate suf-
ficient reliability so that the possibility of obtaining
valuable information exists. If a test does not produce
consistentresults, it is simply of no use as a measure-
ment tool, and no other qualities that the test may

appear to haveare relevant.

If a test of intelligence has adequate consistency,

that is to Say, RELIABILITY, it is then appropriate to

study its potential contribution to decisions. The evi-

dence examined when weighing the usefulness ofa test

is known as validity evidence. A common example of

validity evidence is the comparison of the results on

intelligence tests with other information about the

same group of people. For example, if a school plans

to use anintelligence test to select students for a spe-

cial enrichment program that will expose them to

challenging reading andcritical analysis of experiments

or complex arguments, those responsible for the pro-

gram can look to see whether students who score high

on the test also do well in the program ofstudy. If no

such relationship exists, then use of the test to select

students is highly questionable.

Whethera test of intelligence is valuable for a par-

ticular use is a determination that may need to be
madeseveral times, if several purposesare to be served
or if a group consists of persons with diverse back-
grounds. Suppose that a significant number of nonna-
tive speakers of English make up part of the testing

group. Results for a general population of test takers

may not apply to them, and special validity evaluation

studies with groups of nonnative speakers may be in

order. Information on test VALIDITY accumulates over

time. Researchers should ask questions about validity,

however, even before the first operational use ofa test.

Whenonly one opportunity exists to be in a particular

program,the students cannot average outtheir results.

They are either chosen or not chosen. The fact that

the test may be revised in the future does not help the

individual whois not selected.

When evaluating tests of intelligence, professionals

typically apply a set of guidelines knownas the Stan-

dardsfor Educational and Psychological Testing. These rules
describe what test makers must do to ensure the tech-
nical quality of tests. Test publishers typically also fol-
low the guidelines in the Code of Fair Testing Practices in

Education, a plain language version of the standards that
focuses on preserving the rights of test takers. The
code indicates to students and others what they may
expect from test makers.

CHANGESIN THE FIELD OF GROUP

INTELLIGENCE TESTING

The 1980s and 1990s have been a time of substan-

tial theoretical and research work that has the poten-

tial to alter dramatically the nature of these tests.

Work on multiple intelligences, for example, is di-

rected toward broadening our conception of the abil-

ities that we define as intelligence (see MULTIPLE

INTELLIGENCES, THEORY OF). Similarly, direct efforts to
understand what strategies people employ to engage

in intelligent behavior are leading to educationalinter-

ventions that mayraise the intellectual level ofall par-

ticipants. The goal of this work is to recognize that
improvements in abilities increase effectiveness in
school, work, and other aspects of life. Just because
some abilities come under the label intelligence is no

reason not to work to improvetheseabilities.

(See also: QUICK MEASURES OF INTELLIGENCE.)
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JOHN FREMER

GUILFORD, J. P. (1897-1988)
Guilford was born March7, 1897, on a farm near Mar-

Joy Paul

quette, Nebraska. He attended high school in Aurora

and graduated as valedictorian. Duringhis final year of

high school he took “normal training,” through which

he was introduced to psychology. Considered too

young to teach, he spent a year at home, but taught

the next two years.

Guilford entered the University of Nebraska in

1917. After a brief stint in the Signal Corps during

World WarI, he reentered the university in the fall of

1919. His mentor and sponsor was WinifredF. Hyde.

Guilford was director of the psychology clinic for two

vears, during which time he developed firm convic-

tions regarding the reality of individual differences

among people. His first publication (1925, with Hyde)

was based on the use of tests in the classification of

chemistry students. After more teaching, including a

newcourse in abnormal psychology for which he pre-

pared by reading intensively, he finished his A.M.at

Nebraska in 1924; through the efforts of Hyde and

others, he was offered an assistantship at Cornell to

study under E. B. Titchener.

At Cornell, Guilford became aware of “points of

view,” for which Titchener was well known,in addi-

tion, Kurt Koffka was a visiting professor, and Harry

Helson, with whom Guilford began a long-lasting

friendship, was a newly arrived instructor. A major

influence was a course in psychophysics under Karl

Dallenbach. Guilford changed his minor from physi-

ology to mathematics, with a second minor in educa-

tion.

By the time he finished his dissertation, Guilford

had publishedfive articles. During the 1927-1928 ac-

ademic year, Hyde announced her resignation from

her post at Nebraska, and Guilford was invited to

teach there as an associate professor. Guilford’s first

major text, Psychometric Methods, was published in 1936.

This established him as an authority in the field, es-

pecially as he had integrated psychophysics, psycho-

metrics, and measurement, and included a chapter on

FACTOR ANALYSIS.

While at Nebraska (1928-1940) he published six

books and fifty-five articles; of the latter, his wife,

Ruth, was his coauthor on six. His development of

tests, primarily in the area of personality, grew during

this period. In his Autobiography (1967), he notes that

his wife helped him in his early research, when his first

efforts were rejected by a well-known publisher, she

created Sheridan Supply Company to meet the need.

She oversaw the publication and distribution of most

of his tests for the rest of his professional career, aided

in the later years at Sheridan Psychological Services by

their daughter, Joan.
After teaching for two summersessions at the Uni-

versity of Southern California, he accepted an offer of

a professorship in 1940. At Southern California, Guil-

ford’s second year was interrupted by John Flanagan’s

call to join him in the Army’s classification program,

reviving an earlier interest he had hadin the utility of

aptitude measures. Beginning as a major as director of

Psychological Research Unit # 3 at Santa Ana Army

Air Base, he led research in selection andclassification

of aircrew trainees. Many existing tests were modified

and many more were developed under his guidance;

these were analyzed by factor analysis, in the first

large-scale application of that technique (Guilford &

Lacey, 1947). After several subsequent postings, Guil-

ford was separated from military service with the rank

of colonel early in 1946; he had returned to teaching

the previous November. Fundamental Statistics in Psy-

chology and Education had been published in 1942.
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THE STRUCTURE-OF-INTELLECT
(SOI) MODEL

Problemsin the definition of intelligence, left un-

solved at war’s end, were addressed in a research pro-
gram funded mostly by the Office of Naval Research,

with additional support from the National Science
Foundation and the U.S. Office of Education. The se-
ries of monographs, Reports from the Psychological Labo-

ratory, began with a study of reasoning (Guilfordetal.,
1950) and continued until Number 43, issued in 1969.
Creativity was the second project undertaken (Guil-
ford et al., 1951). |

Guilford’s commitment to scientific strategy was
emphasized by the practice of publishing one report
detailing the hypotheses and description of tests for a
study, followed a year later by the sequel reporting the
administration of tests and analysis of results. Prepub-
lishing the hypotheses and putative tests precluded re-
visions of the test battery; only if a test proved
disastrously unreliable was it omitted from the an-
nounced battery, an event that turned out to be ex-
tremely rare. Also, the labor-intensive procedures for
computing correlations, extracting factors, and rotat-

ing them madealternative analyses unfeasible.

The SOI model of intelligence evolved during the
early 1950s. As Guilford (1956) presented it, the
model specified that each ability had three compo-
nents: the psychological operation, the content of the
material dealt with, and the product configuration.
Among the operations were memory (later divided
into retention and recoding), cognition, evaluation,
and divergent and convergent productive thinking.
The contents initially presented were semantic, sym-

bolic, and figural (later divided into visual and audi-
tory), with behavioral soon added. The configurations,
or forms of products, were considered to be units,
classes, relations, systems, transformations, and impli-
cations. All in all, the consideration of all possible
combinations of such descriptionsas “cognition of se-
mantic relations” led to the expectation of 5 X 4 X
6 = 120 separate abilities. Each person, theoretically,
had some of each, and some had more than others.
(See also STRUCTURE-OF-INTELLECT MODEL.)

Research tended to follow generally held concepts
of cognitive psychology—evaluation, judgment, plan-
ning, fluency, flexibility, and problem solving—always

building on previous findings regarding factors that

should be considered in defining additional constructs.

Thefirst report based on aptitudes derived specifically

from the SOI model was concerned with the distinc-

tion between the operations of cognition and conver-

gent production in symbolic content (Guilford etal.,

1961).
Subsequent factor-analytic studies followed the

SOI-based_ strategy, investigating systematic subdivi-

sions, for example, divergent production, semantic

evaluation, and figural transformation. Measures of
knownconstructs thoughttofacilitate performance on
the tasks for new constructs were generally included
in the battery with ostensible measures of the new
(Merrifield, 1964). In the space of the extracted fac-
tors, rotations based on previous information were
madeto establish the locations of “marker vectors” for
the known constructs. Remaining factors, with the
“known”partialed out, were to be rotated to orthog-
onal simple structure as evidence of the hypothesized
new constructs. Thus the canon of parsimony was ob-
served.

CRITICISM OF MODEL AND METHODS

When computerized procedures became available

someyears later, the Guilford reports provided ready

opportunity for others to experiment with new data-

analytic techniques; somecritics challenged the psy-

chological inferences from the model on the basis of

their findings, even though their data-analytic assump-

tions were not always metby the designs Guilford had

formulated and the data he and his colleagues had ana-

lyzed someyearsearlier.

Carroll (1993) presents reanalyses purporting to

show factorial solutions of greater clarity and consis-

tency than those presented by Guilford and his stu-

dents; but his technique of triadic analysis is not

sufficiently sensitive to the extensive use of accumu-

lated information regarding the various measures used.
Specifically, the Guilford batteries for analysis were
never designed for hierarchical analysis; in that con-
text, the appearance of second- and third-order factors
arises from construction errors in the measures, per-
haps because insufficient attention was paid to setting
the minimal level of competency in the facilitating
skills. As in simpler statistics, one should not expect a
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technique to produce useful results from data wherein

its assumptions are not met.

SOI APPLICATIONS TO EDUCATION

In Japan, the SOI model had cometo the attention

of Takeya Fushimi of the Research Institute of Edu-

cation for Brilliant Children. By 1970, Fushimihadini-

tiated an extensive program of training for children

younger than 12, based on the processes and contents

of the SOI model, and incorporating a developmental

componentrelevant to ages 2 through 12. Instructors

for the various aptitudes were specially trained, and

the children “stimulated” by aptitude-related exercises

twice each week.

The International Society for Intelligence Education

was formed in 1977 with Guilfordasits first president.

He continued in that capacity until his death a decade

later. His student Mary Meeker played a majorrole in

these developments; through her SOI Institute, she

initiated application of assessment and training along

SOI lines in the United States. In 1988, the ISIE pub-

lished An Odyssey of the SOI Model, containing Guilford’s

autobiography (1967) and other papers ofinterest, in-

cluding an extensive bibliography compiled by Ruth B.

Guilford.
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GUTTMAN, LOUIS E. (1916-1987) Louis

E. Guttman, founder andscientific director of the Is-

rael Institute of Applied Social Research and professor

of social and psychological assessment at the Hebrew

University of Jerusalem, was ranked amongthesixty-

two outstandingsocial scientists of the twentieth cen-

tury (Deutsch, Platt, & Senghaas, 1971). Among his

major contributions to social research are the integra-

tion of theoretical formulations and the definition of

concepts with the design of the observations and anal-

ysis of the data. Guttman contributed to the whole

system and to each individual aspect separately.
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The third of five children, Louis Guttman was born

in Brooklyn, New York, in 1916. His parents were

Jewish immigrants from the Ukraine in the Russian

Empire. His family moved to Minneapolis, Minnesota,

where Guttman received all of his three degrees—

B.A., M.A., and Ph.D.—in sociology. These degrees

__ were awardedby the University of Minnesota in 1936,

1939, and 1942, respectively. Psychology attracted

Guttman as well, and his coursework in it was equiv-

alent to a majorin this field. Graduate study made him

realize the importance of mathematics in statistics, so

he returned to the study of mathematics. This enabled

him, while still a graduate student, to clarify and

formalize intuitive—and often mathematically erro-

neous—techniques of data analysis that were be-

ginning to pervade sociology and psychology. Some of

this was later published in his “Outline of Statistical

Prediction” (Guttman, 1941). Here lay the foundation

of Guttman’s later work on scale analysis, reliability

theory, factor analysis, facet theory, and the develop-

ment of new methods in nonmetric data analysis.

Guttman wasintroducedto factor analysis during a

predoctoral fellowship at the University of Chicago,

where he met and came to admire L. L. THURSTONE.

It is said that Guttman became upset because of Thur-

stone’s inadequate way of dealing with the estimation

of communalities and so developed his own theorems

about communalities,. which are still part of factor

analysis theory. Guttman’s doctoral thesis, originally

proposed as a study ofsocial status, madeoriginal con-

tributions to matrix algebra in general and specifically

to the matrix algebra of factor analysis.

In 1941, Guttman, then an associate professor in

the department of sociology. at Cornell University,

joined the newly formed Research Branch of the ULS.

War Department as an expert consultant to the sec-

retary of war. The purposeof the Research Branch was

to provide the Army command with facts about the

attitudes of enlisted men on variety of questions from

job satisfaction to demobilization plans after the war.

The staff of the Research Branch was made up largely

of a group of dynamic young men and women, most

under the age of 30 and just starting their careers in

social research. Louis Guttman wasone ofthat group.

Their work resulted in the famous four volumes that

have come to be known as The American Soldier, edited

by Samuel Stouffer. One of the major contributions of

the Research Branch was Guttman’s development of

scale analysis, or the Guttman scale. A scale may be de-

fined as “a system of groupingorclassifying in a series

of steps or degrees according to a specified standard

of relative size, amount, importance, perfection, etc.”

A perfect Guttman scale exists when knowing any in-

dividual subject’s score on a test as a whole enables

one to reproduce each of that subject’s individual an-

swers. Guttman-type scales and their structures have

been muchused,particularly by sociologists, and have

contributed immensely to the theory and use of mul-

tivariate tests (tests that are used to assess several in-

dependent variables and therefore contain a large

number ofitems).

Originally, Guttman’s technique involved the Scal-

ogram Board, a device that he developed at the Research

Branch. The Scalogram Board was a wooden device,

consisting of movable woodenstrips with holes for

small balls. It allowed the shifting of the rank order of

both respondents and of question categories. It was

developed long before the existence of modern com-

puters and was used for manyyearsin sociological and

psychologicalstudies.

A central theme in Guttman’s work was that mea-

surement is not merely the assignment of numbers but

the construction of structural theory. His involvement

with factor analysis and other multivariate (multiple-

factor) problems led him to nonmetricstructuralideas,

such as the simplex, circumplex, and radex (see RADEX

THEORY), and to the developmentoffacets for defini-

tional structures. It became clear that these develop-

ments could not be useful for large-scale multivariate

- data sets without good nonmetric computing routines.

Guttman first devised gadgets that worked in a crude

fashion in a three-dimensional space, and then devel-

oped coordinate systems that were moresophisticated.

Breakthroughs in computer design and programming

made possible the creation and analysis of large cor-

relation matrices, and resulted in a series of highly ef-

ficient nonmetric programs, pioneered by Jim Lingoes

at the University of Michigan and resulting in the

Guttman-Lingoes Nonmetric Program series (Gutt-

man, 1968; Lingoes, 1973).

Throughouthis life, Guttman emphasized the need

for social theory and research to serve the public. In

1947, just a year before the establishment of the state

of Israel, Guttman moved to what was then Palestine
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on a Social Science Research Council fellowship.

There, he applied the experience gained in World War

II to establish a research unit for what became the

Israel Defense Forces. Guttman headed the Psycholog-

ical Research Unit, which conducted studies among

soldiers and civilians of morale, food rationing, radio

listening, and anticipated problems of demobilization.

In 1956, this unit became the Israel Institute of Ap-

plied Social Research, which after his death wasre-

named the Louis GuttmanIsrael Institute of Applied

Social Research.

The aim of the institute is to advise and counsel

governmentoffices as well as other public institutions

in matters relating to research in the fields of social

psychology, sociology, and related disciplines and to

provide vital information on topics related to Israeli

society. These include the Continuing Survey of Social

Indicators; research onsocial policy, immigration, drug

and alcohol abuse, human development and behavior

genetics, mass media, economic behavior, education,

values, and culture; and—ofparticular significance—

application of Guttman’s contributions to methodol-

ogy and theory construction.

Guttman’s contributions to the field ofintelligence

are evident in his posthumous seminal article entitled

“Two Structural Laws for Intelligence Tests,” which

appeared in the journal Intelligence in 1991 (Guttman

& Levy, 1991). In it, Guttman presents his definitional

system, developed over the previous twenty-five years

and stated first in Gratch, 1973, p. 37. Guttman ob-

served—as had many psychologists before him—that

correlations between any combination of pairs of men-

tal tests almostalways are found to be positive. On the

basis of this set of observations, Guttman proposed a

definition that specified the range and the domain for

items for intelligence tests: “Any item belongs to the

universeofintelligence test items if and only if its do-

main asks about an objective rule, and its range is or-

dered from very right to very wrong with respect to

that rule” (Gratch, 1973, p. 37, Guttman & Levy,

1991).
This was followed by Guttman’s “First Law of In-

99telligence Tests,” whichstates: “If any two items are

selected from the universe of intelligence test items,

and if the population observed is not selected artifi-

cially, then the population regressions between those

two items will be monotone and with positive or zero

sign” (Gratch, 1973, Guttman & Levy, 1991).

Althougha bit too complicated for the nonspecialist

to follow, the two statements above provide the formal

definition ofintelligence testing and the rationale for

the phenomenonofpositive correlations in accordance

with this definition. Examples supporting the first law

can be found in the literature, including Guttman’s

ownwritings (1965, 1967a, 1967b, 1970, 1991).

Guttman’s “Second Law ofIntelligence Tests” con-

cerns the relative sizes of the correlation coefficients

amongintelligence test items and specifies a two-facet

design based on the distinction between kind of content

and degree of complexity of ability tests. From his insight

into the interrelationships among different tests, fur-

ther basic contributions by Guttman followed: the

structural theories of the simplex, circumplex, and radex

(SEE Radex Theory). The radex structure (developed in

1954) formed a basic elementin his theoretical view

of the structureofintelligence, abilities, and attitudes.

The radex theory and the resulting geometric struc-

tures were madepossible byfacet theory andfacet design

and by the development of appropriate computer

techniques for data analysis, particularly Smallest Space

Analysis (SSA) (Guttman, 1968; Lingoes, 1973) of cor-

relation matrices.

Guttman’s contributions have received worldwide

recognition. His awards and honorsinclude the Roth-

schild Prize for Social Science (1963), the Outstanding

Achievement Award from the University of Minnesota

(1974), the Israel Prize in the Social Sciences (1978),

the Educational Testing Service Award for Distin-

guished Service to Measurement(1984), and the (post-

humous) Helen Dinerman Award from the World

Association of Public Opinion Research (1988). Gutt-

man was an elected memberof the Israel Academy of

Sciences and Humanities and the American Academy

of Arts and Sciences, thefirst nonresident president of

the Psychometric Society, and a member of a number

of international organizations.
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HALSTEAD, WARD CAMPBELL (1908-

1969) Ward Campbell Halstead was born on De-

cember 31, 1908, in Sciotoville, Ohio, to parents of

Scotch-English descent. He attended Miami University

in Miami, Ohio, from 1925 to 1927 and Ohio Univer-

sity, from which in 1930 he received a B.A. At Ohio

State University he received an M.A. in 1931. He then

attended Northwestern University, where in 1935 he

received his Ph.D. in psychology. Halstead’s doctoral

dissertation was concerned with the effects of cere-

bellar lesions on postrotational nystagmus in pigeons.

Although he used animals for some of his experimental

studies throughout his career, Halstead’s stronger in-

terest was in the area of human rather than animal

brain-behaviorrelationships.

To pursue studies of the behavioral effects of brain

lesions in humanbeings, Halstead moved to the Uni-

versity of Chicago, where he spent his entire profes-

sional career. Halstead’s first appointment at the

University of Chicago was as a National Research

Council Fellow (1935-1936). He went on to become

an instructor in experimental psychology in the De-

partment of Medicine (1936-1939); an assistant pro-

fessor in the Departments of Psychology and Medicine

and associate member of the Otho SA Sprague Me-

morial Institute (1939-1943); an associate professor in

the Departments of Psychology and Medicine (1943-

1946); and a professor in the Departments of Psy-

chology and Medicine (1946-1969).

At the University of Chicago, Halstead established

a professional relationship with two neurological sur-

geons, Percival Bailey and Paul Bucy. These physicians

agreed to provide Halstead with descriptions of brain

lesions in patients on whom they had operated and to

assist in making these patients available to Halstead for

psychological evaluation. With this arrangement, Hal-

stead established in 1935 what probably was thefirst

full-time laboratory in the world for the study of hu-

man brain-behavior relationships. Since little relevant

work had been doneto evaluate intellectual and cog-

nitive functions in persons with brain lesions as com-

pared with control subjects, Halstead began by

performing naturalistic observations of these patients

in their everydayliving settings. Although he concep-

tualized intelligence as being much broader than the

types of abilities routinely measured with the intelli-

gence tests of that era, throughout his entire career he

viewed the brain as the organ of intelligence. In fact,

Halstead felt that intelligent behavior was an expected

manifestation of normal brain functions, as expressed

by appropriate adaptive abilities, in both human beings

and subhuman species. This conceptualization led to

the development of his theory of “biological” intelli-

gence, which wasrelated to but also differed in a num-

ber of respects from concepts that had developed from

neurological observations, and from concepts that

stemmed from clinical observations.

Halstead described these various approaches to in-
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telligence in his 1947 book, Brain and Intelligence. Al-

though Halstead and many other investigators had

published results of evaluations of persons with cere-

bral lesions, his concept of biological intelligence can

be considered the first formal theory based upon

comparisons of persons with known and carefully

described brain lesions as contrasted with normal

subjects. Halstead’s theory conceptualized intelligence

as composedof four factors: (1) the Central Integrative

Field factor, which represented differences in the res-

idue of the accumulated background and experience

of the individual; (2) the Abstraction factor, which was

the basic, or core, ability on which intelligent behavior

depended and which wasrepresented in individuals by

their differences in the capacities associated with ab-

straction, reasoning, and the ability to observe cues

that permitted rational categorization; (3) a Powerfac-

tor, which was the energizing source of intellectual

functions and presumably related principally to differ-

ences across individuals in the neurochemical and met-

abolic aspects of brain functions; and (4) a Directional

factor, which represented differential input to the

brain from the environment through the various sen-

ses, followed by output from the brain in terms of

directed and organized responses.

In a numberofrespects, Halstead’s concept of bio-

logical intelligence was similar to theories proposed as

early as the late 1800s,as well as to the mid-twentieth-

century theory proposed by the Russian physician

Aleksandr Luria. Shortly after Halstead published his

theory of biological intelligence, a contemporary Ca-

nadian psychologist, Donald HEBB, described his own

theory of intelligence, which also was based on phys-

iological concepts of brain functioning. Since the time

of these three contributors, however, there have been

few attempts to relate intelligence to theoretical con-

cepts of brain functions. Halstead felt that his second

most important contribution, beyond describing his

theory of biological intelligence and the development

of tests sensitive to brain damage, was his theoretical

description, developed with Katz, of the biochemical

nature of memory. Although this brain-based theory

of memory has been cited by manyresearchers, it has

not survived as a contribution to current concepts and

approaches to memory.

Retrospectively, Halstead’s major contribution

stemmed from his close collaboration with neurosur-

geons, who described their patients’ brain lesions in

sufficient detail to serve as a basis for correlation of

those lesions with behavioral measurements, as well as

his developmentof standardized testing procedures for

evaluating intellectual and cognitive functions that re-

flected those biological conditions of the brain. These

tests of biological intelligence that Halstead developed

broadened the professional community’s awareness of

the range ofintellectual and cognitive abilities depen-

dent on the brain and served as procedures both for

measurement and for evaluation of biological intelli-

gence in the individual human subject. In turn, with

other scientists’ additions to the test battery, the pro-

cedures became applicable for use in clinical settings.

The Halstead-Reitan Neuropsychological Test Battery,

as it is now known,is reported to be the most widely

used battery of neuropsychological tests in the United

States and probably in the world. These contributions

have been the basis for identifying Ward Halstead as

the father of the discipline now knownasclinical neu-

ropsychology.

Halsteadalso had stronginterest in the neuropsy-

chological correlates of aging, and his work in this area

led to a numberofstudies by his students. Certain of

the tests developed by Halstead, especially those con-

cerned with abstraction and reasoning, have shown

that some cognitive abilities decline significantly with

normal aging.

Halstead died of amyotrophic lateral sclerosis on

March 25, 1969, at the age of 60.
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RALPH M. REITAN.

HEALTH AND INTELLIGENCE Contrary

to a commonstereotype,it is not true that intelligent

people are sickly bookwormsorfrail nerds who can

barely bench-press a pencil. In mostcases, higher in-

telligence is associated with better health, but the re-

lation depends on manyvariables. It is not intelligence

itself that is causing better health. And in somecir-

cumstances, there is no association at all between in-

telligence and health.

The relation between intelligence and health is a

function of three kinds of forces. First, there are the

ways in whichhealth affects intelligence. For example,

manyillnesses impair mental function. Second, there

are the routes by which intelligence may affect health,

such as by allowing a person to understand doctors’

recommendations. Finally, there are the many under-

lying forces that influence both intelligence and health;

generally speaking, these are factors that simultane-

‘ously impair both physical and mental functioning.

HEALTH EFFECTS ON INTELLIGENCE

Since the brain is a biological organ that commu-

nicates in various ways with the rest of the body,it is

not surprising that the brain is impaired by manydis-

eases. In some of these diseases, like encephalitis or

syphilis, there is a direct infection of the brain.A sig-

nificant newcomerin this area is HIV-infection, which

can spread into the brain, producing subtle or more

pronounced neurological problems; this may occur

well before full-blown AIDS is diagnosed. In fact,

sometimes neurologists are the first to diagnose a per-

son’s HIV infection or syphilis or other infection.

Otherdiseases affect the supply of oxygen or other

vital substances to the brain, thus impairing intelli-

gence. For example, cardiovascular disease gradually

may choke off the blood supply to parts of the brain.

Or, a stroke—caused bya clogged artery in the head

or neck——can cut off blood supply in a matter of min-

utes. These are significant problems since cardiovas-

cular disease is by far the greatest cause of premature

mortality in developed countries. Less frequently, a

stroke is caused by a ruptured blood vessel in the

brain, killing surrounding brain cells. Interestingly, if

the stroke is small and limited, very particular and

circumscribed effects on intelligence may emerge. For

example, a patient may be unable to recognize faces,

but may otherwise remain quite intelligent. Or a pa-

tient may have trouble with nouns butnot with other

parts of speech.

Generally speaking, the more involved the brain is

in the illness, the greater is the mental impairment.In

the elderly (above age 65), the vast majority of cases

of mental impairment are caused by Alzheimer’s dis-

ease, an illness in which brain cells degenerate anddie,

producing distinctive tangle of cells that can be seen

only upon autopsy. Its cause is unknown. A cancerous

tumorcan also cause tremendous damageas it spreads

through the brain. Often, the cancer has metastasized

from elsewhere in the body.

Head trauma—beinginjured in the head—isa sig-

nificant cause of mental impairmentin younger people

as well as in the elderly. Sometimes the head injury

also causes retrograde amnesia, so the person does not

have any memoryofthe injury. Any sudden changein

mental alertness, even in a young person, needs im-

' mediate medical attention.

Suffocation can cause brain damage in a matter of

minutes. Common causes include choking, inhalation

of vomit, drowning, and strangulation. Oxygen-depri-

vation brain damage can also result from a variety of

lung diseases.

Anxiety and depression can interfere significantly

with various aspects ofintelligence, including attention

and memory. Anxiety and depression are complicated

psychological and psychobiological reaction patterns,

often involving both environmental stress and neuro-

chemical disruptions in the brain. Common symptoms

of depression are feelings of hopelessness,sleep distur- _

bances, thoughts of death, fatigue, concentration dif-

ficulties, persistent sadness, and eating disorders. Since

a sizable portion of the population faces depression at

some point in their lives, the effects on society are

quite significant. In addition, if anxiety or depression

leads to alcohol or drug abuse, further profoundef-

fects on both physical and mental functioning will re-

sult.
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Moregenerally, just about any of the manyillnesses

that affect the body’s general metabolism can interfere

with mental function. Commonly, these are disorders

of the blood sugar level, or thyroid disease, or inter-

ference with oxygen supply (hypoxia), or failures to

clear a bodily waste product—dueto kidney orliver

disease. Electrolyte imbalances (imbalanced ratios of

salt ions) due to such conditions as diarrhea can also

affect mental state. Often, these various diseases are

slow to develop and so may cause a gradual decline in

intelligence. If the brain has not been extensively dam-

aged, intelligence may return to normal as the bodily

condition is corrected.

On the other hand, there are some devastating dis-

eases in which intelligence is fully retained. Strokes

that damage only sensory or motor portions of the

brain, or developmental conditions such as certain

forms of cerebral palsy may leave a highly intelligent

brain functioning within a paralyzed body. Similarly, a

disease like ALS (amyotrophic lateral sclerosis, or Lou

Gehrig’s disease) involves a progressive deterioration

of the nerves that control voluntary motor function,

but leaves intelligence intact.

There is reason to suspect that prolonged surgery

under general anesthesia can have subtle effects on

brain functioning. For example, after their husbands

undergo extensive coronary-bypass surgery, wives

sometimes comment that they note subtle changes in

mental functioning. Perhaps because there are rarely

major, obvious impacts on intelligence, this puzzling

phenomenonis insufficiently studied. It is not known

whether such effects are due to the anesthesia tech-

niques or to temporarylife-support systems or to drug

effects or to the stress of major surgery. Brain swelling

may be involved.

A very important but often overlooked influence of

illness on intelligence involves the effects of drugs

prescribed as part of the medical treatment. A large

numberof widely used medications affect mental func-

tioning to a greater or lesser degree. For example,

commonly prescribed drugs to treat anxiety such as

benzodiazepines like Valium and Xanax can produce

confusion or interfere with memory. There are too

many such drugs tolist here, but almost everyone has

encountered a warning to “be careful about driving or

operating machinery while taking this medication.”

Even over-the-counter cold remedies, consumed by

millions of people, can have such effects. These effects

are often intensified by alcohol consumption. Unfor-

tunately, physicians rarely ask whether a medication is

affecting a patient’s mental functioning unless a major

problem is obvious.

The question also arises as to whethercertain drugs

can improve intelligence. Certainly stimulant drugs

like caffeine can improve mental alertness for short

periods. But that is hardly an intelligence-enhancing

effect. Theoretically speaking, drugs that enhance the

efficiency with which brain cells communicate with

each other could improve certain aspects of intelli-

gence, but such effects are unproven.

EFFECTS OF INTELLIGENCE

ON HEALTH

Are there things that smarter people do that pro-

tect or promote their health? Surprisingly, there is no

solid evidence that intelligent people stay healthier or

live longer than people of averageintelligence, once we

take into accountsocial, cultural, and economic forces.

For example, young men living in poor inner cities

have high rates of cigarette smoking and substance

abuse, and they have significantly shortened lifespans

due to homicide and AIDS. But thereis little evidence

that intelligence has much ofan eftect here; it is over-

whelmed by socioeconomic forces. In other words, so-

cial and economic factors account for such relations.

Once we take socioeconomic status into account, in-

telligence haslittle if any additional effect on health.

Similarly, there is no clear evidence that highly in-

telligent people take better care of themselves than do

people of averageintelligence. (At the extremes of low

intelligence, of course, people do not take adequate

care of themselves.) Intelligent people are better able

to understand a doctor’s orders, but are not more

likely to follow them, since many other considerations

are involved. For example, intelligent people may for-

get to take their medication,just like people of average

intelligence. Intelligent people may worry more about

their illness, or doubt their doctor’s wisdom. Or, they

may find it just as difficult to quit smoking, increase

their exercise, or change their diets (assuming they do

not have a socioeconomic advantage).
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Of course, people of below-average or immature

intelligence may incur threats to their health if they

are in situations which they cannot manage. For ex-

ample, children cannot be expected to follow many

doctor-prescribed regimens or ensure a proper diet for

themselves. In the developed countries, however, pub-

lic health and safety measures are so well mandated,

and food supplies are so plentiful, that health effects

due to low or immatureintelligence alone are not a

significant problem.

Contrary to some stereotypes, highly intelligent

peopleare notespecially likely to avoid sports or phys-

ical exercise. Generally speaking, most health-promot-

ing activities that can be done by a well-off person of

highintelligence can be (and are) done by a well-off

person of average intelligence, and vice versa.

Forces Influencing Both Intelligence and

Health. Although there are few direct health ben-

efits of intelligence, especially as compared to the

many intelligence-damaging effects ofill health, there

are indeed manybiological and environmentalinflu-

ences that affect both intelligence and health. These

create an association betweenintelligence and health.

It is a spurious correlation in the sense that efforts to

improveintelligence will have few or no necessary ef-

fects on health.

One of the strongest yet most puzzling influences

on health is socioeconomic status. It is well established

that people of higher income and educationare health-

ier and live longer. Part of the reason for this relation

is that poor and less-educated people have less access

to medical care, struggle with inferior nutrition and

housing, and are more likely to use unhealthy sub-

stances such as cigarettes. Yet even above the poverty

level, where nutrition and health care are adequate,

higher socioeconomic status is still associated with

better health.

Therefore, to the extent that intelligence is related

to better education and income,it will also be associ-

ated with health. College-educated people generally

have better health and longevity than high school

drop-outs, and of course college graduates are gener-

ally of higher intelligence. But again, social and eco-

nomic status seem key. For example, consider those

cases—commonuntil recently—in which college-ed-

ucated affluent men take uneducated wives. The wives’

new socioeconomic status, not their intelligence, be-

comesthe primary influence on their future health.

Biological Factors.

logical defects can impair both intelligence and health.

For example, DOWN SYNDROME and Angelman syn-

drome, which result from chromosomal defects, gen-

Genetic and neonatal bio-

erally produce mental retardation and a shortenedlife

span. Many other genetically caused cases of low

intelligence similarly have health effects. Other simul-

taneous effects on intelligence and health may come

from birth traumas and many other factors that

impede normal development.

Environmental Factors. Many environmental

factors affect both intelligence and health. Any toxic

substance that kills brain cells can also kills cells in

other organs. One example is heavy metal. Perhaps

most striking here is the case of lead, which poisons

the nervous system, thereby affecting hearing, coor-

dination, and muscle strength, as well as damaging the

kidneys and other organs.

Although there is no doubt that lead poisoning can

impair intelligence, there is controversy aboutthe lev-

els of lead that are dangerous. There is some evidence

that even small increases in the level of lead in the

blood are associated with decreases in children’s IQ,

but it is difficult to rule out other factors (such as

poverty) that tend to be associated with lead exposure.

The issue is an important one because although lead

has been removed from gasoline and from food and

beverage cans in the developed countries, many thou-

sands of children are exposed to lead-based paint or

to soil that has been contaminated with old leaded-

paint dust. (Lead paint was outlawed in the United

States in 1980 butstill exists in most housing built

before that date.) Some scientists have advocated

screening the blood-leadlevels in all at-risk children.

Mercury is an extremely dangerous heavy metal,

known to produce severe mental and physical effects.

The phrase “madas a hatter” arose because hat makers

suffered brain damage as they used mercury to make

felt hats. Food contamination with mercury nowadays

is quite rare, but sometimes occurs in seafood. Dental

workersare at somerisk, but there is no evidence that

ordinary people are being poisoned by their dental

amalgams. Manganese is another heavy metal believed

to have serious mental and physical health effects. Poi-
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sonings have been found in manganese miners, in glass
and ceramic workers, and in Pacific islanders who live
around manganese-contaminated volcanic soil; but
here again, precise effects on intelligence have not yet
been determined.

Any substances that deprive the body of oxygen or
replace the oxygen in the blood can also, of course,
have devastating effects. Such-substances include gases
like carbon monoxide andchlorine. Faulty space heat-
ers (improperly used indoors) are a dangerous source
of carbon monoxide, and possibly serious levels are
found in the air of polluted cities. Children living in
areas of heavy smog such as southern California have
been shownto grow up with diminished lung capacity
and a higher incidence of respiratory diseases. But ef-
fects of air pollution, if any, on intelligence have not
been determined. Finally, it is worth noting that many
insecticides are known to have neurological effects—

that is partly why theyare lethal to pests.

Malnutrition in childhood has been thought to im-

pair both intellectual and physical development. Al-

though this is obviously true in extreme cases, it is

difficult to knowif this is a widespread cause of prob-

lems, because malnourished children generally face

manyothersocial and environmental problemsas well.

The cause of mental and physical health problems

might not be the malnutrition per se but rather lack

of parental care, lack of play and education, absence

of medical care, or a polluted environment. Fortu-

nately, children who face malnutrition in early child-

hood can often be greatly helped by compensatory

intervention programs at the preschool or kindergar-

ten stage.

Aging. Therisk of death and chronic disease like

cardiovascular disease rises dramatically in old age.

Manypeople assume that thereis also a necessary fall

in mental functioning.Is there a concurrent decline in

intelligence? Longitudinal studies suggest that many

people remain intellectually vigorous well into their

80s. If kept active, the aging brain can keep many of

the skills it had in years past, but many people stop

“exercising” their brains after they retire from work.

In other words, although the best health habits cannot

extend life much beyond age 85, many aged people

can retain excellent mental functioning until theydie.

The cells of the brain communicate through chem-

ical substances called neurotransmitters, such as sero-

tonin and dopamine. In many people, significant
numbers of brain cells die with age, and the produc-
tion of neurotransmitters also declines significantly.
Some specific skills such as recalling names seem to
decline with age, even when general health remains
good. But mostold people can retain most aspects of
their intelligence. Active use of the brain may build up
new neural connections even while others are disap-
pearing.

It should never be assumed that mental decline in
an old person is natural and incurable. The problem
may be something as simple as a vitamin deficiency.
Other common causes of mental impairment in the
elderly are depression, hearing loss, alcohol abuse,
head injury, and malnutrition, all of which often can
be successfully treated. On the other hand, manydis-
eases associated with aging have significant effects
throughout the body, including on the brain, and are
irreversible.

There is some evidence that physical exercise is as-
sociated with high levels of mental functioning in the
elderly. Such a finding makes sense because physical
exercise is also associated with lower levels of depres-
sion, less drowsiness, better circulation of oxygen, and
better nutrition. Vigorous sports activity does not

seem necessary. Daily walking probably provides most

of the achievable benefit.

Finally, since the aged are morelikely to be taking

drugs for various medical problems, the resulting men-

tal impairments may be seen (erroneously) as a natural

part of aging, rather than as a drug side-effect, even

by the scientific community. Physicians should reeval-

uate the drug regimen of any aged person suffering

sudden mental decline. (See also AGING AND INTELLI-

GENCE.)

CONCLUSION

Manybiological and environmental factors impair

both brain function and general bodily function, thus

producing an association between intelligence and

health. This is not, however, a necessary relation—

there are many people of high intelligence in poor

health, and conversely, many people with impairments

of higher brain function wholive robustly for many

years. Furthermore, there are many paths by which

disease and poorhealth canlead to declines in intelli-
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gence. Unfortunately, the reverse is not so true, as

there are few ways that intelligence seems to lead di-

rectly to better health.

(See also: NUTRITION.)
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HOWARDS. FRIEDMAN

HEBB, DONALD O. (1904-1985) Donald

Olding Hebb was one of the most important theorists

in the first century of psychology. His thinking pro-

foundly affected the understanding of perception, cog-

nition, neuropsychology, and. intelligence. In the

domain ofintelligence, in particular, he madea lasting

mark, beginning the now-extensive research on envi-

ronmental enrichment. His influence was even more

sweeping, however. As testament, we need only look

to such disciplines as neuroscience and cognitive sci-

ence, where the cell assembly and Hebbian learning

are universally known. Furthermore, as of the early

1990s Hebb wasstill the only non-American ever to

have been president of the American Psychological As-

sociation (in 1960).

Hebb was born in Chester, Nova Scotia, Canada,in

1904, the son of two physicians. His three siblings also

chose to become physicians, but Hebb’s career path

was to be more idiosyncratic. He graduated from Dal-

housie University in Halifax in 1925 with the goal of

becoming a writer, but a variety of jobs diverted him.

He then gained admission to the graduate program at

McGill University in 1928 to pursue his writerly in-

terest in Freud. Hestudied part-time, supporting him-

self by teaching and soon becoming principal of an

elementary school in Montreal.

Between 1928 and 1934, Hebb completed a mas-

ter’s thesis on the spinal reflex and then undertook

empirical work onthesalivary reflex with an Ivan Pav-

lov student, Leonid Andreyev. This experience led

Hebb to emphasize experimental evidence and to focus

on the mind-brain relation. Had it not been for two

events, he might have continued teaching and studying

in Montreal. A diseased hip forced him to convalesce

for a year, leaving him with a permanentlimp,andhis

wife died in a car accident. Hebb then went to Chicago

to work with Karl Lashley, whose emphasis on under-

standing the nervous system permanently shaped

Hebb’s theoretical approach. Following Lashley to

Harvard, Hebb conductedhis dissertation on early vis-

ual experience in rats, work that led him to argue

strongly for the importance of innate neural organi-

zation. His doctorate was granted in 1936.

In 1937, having married again, Hebb returned to

Montreal as a postdoctoral student with Wilder Pen-

field at the new Montreal Neurological Institute,

where he studied the effects of brain surgery on intel-

lectual function. His interest in intelligence emerged

here. Hebb was especially excited by his finding that

extensive damageto the frontal lobes did not produce

intellectual loss as measured by standard intelligence

tests. This was contrary to prevailing theoretical ideas

(e.g., Lashley’s “mass action”) and increased his desire

to bring brain and behavior together. Helater said that

this experience had set the main course ofall his sub-

sequent work.
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Twoyears later, Hebb becameanassistant professor

at Queen’s University in Kingston, Ontario, where he

became increasingly intrigued by the role of experi-

ence in intellectual development. But in 1942 Lashley

lured him away to work on the problem of personality

and emotion in chimpanzees at the Yerkes primate

laboratory in Florida (see Robert YERKES). Hebb’s now-

developing theory was greatly affected by his fascina-

tion with chimpanzee behavior and by his work on the

relation between emotion and thought.

In 1947, Hebb returned to McGill as professor and

chair, remaining in Montreal for the twenty-five years

until his retirement. His most influential work, The

Organization of Behavior, was published in 1949. This

remarkable book proposed a general neuropsycholog-

ical theory, a theory that he saw as “a form of con-

nectionism” (p. xix). His most influential idea was

introduced here: “Any frequently repeated, particular

stimulation will lead to the slow development ofa ‘cell

assembly,’ a diffuse structure ... capable of acting

briefly as a closed system, delivering facilitation to

other such systems. ... A series of such events consti-

tutes a ‘phase sequence’—the thought process” (p.

xix). |

From the beginning, Hebb saw “intelligence” as

having two different meanings. Intelligence A was “an

innate potential, the capacity for development”(p. 294),

whereasIntelligence B represented “an average level of

performance or comprehension by the partly grown or ma-

ture person” (p. 294). Again in his words: “There are

then two determinants ofintellectual growth: a com-

pletely necessary innate potential (Intelligence A), and a

completely necessary stimulating environment” (p. 302),

with Intelligence B more directly inferred from behav-

ior. Hefelt that much misunderstandingofintelligence

stemmed from others not making (or not heeding) this

distinction.

Hebbsaw intelligence as bounded by both heredity

and environmentand limited by the lower of the two.

He viewed standard intelligence tests as valuable for

estimating Intelligence B but felt they could not ac-

curately reflect Intelligence A because of their strong

cultural loading. Nevertheless, even thirty years after

the publication of The Organization of Behavior, he main-

tained that “the intelligence test is a tool of the great-

est potential importance” (Hebb, 1980, p. 75). His

perspective was muchlike Alfred BINET’s, emphasizing

the diagnostic use of tests to locate children at edu-

cational risk and to determine how best to remedy

their deficiencies.

Probably Hebb’s greatest contribution to the study

of intelligence grew out of a small pilot study. He took

home somerats and raised them aspets,assisted by

his two young daughters. He then compared their

maze-learning performanceto that of rats kept in lab-

oratory cages, using the Hebb-Williams (1946) maze.

The difference was striking: The home-raised rats

were consistently the top performers. Hebb (1949, pp.

298-299) concluded that “the richer experience of the

pet group made them better able to profit by new

experiences at maturity.” From this pioneering work

emerged a new approach to the role of early experi-

ence in intelligence. In reviewing this research, M.C.

Diamond (1988, p. 3) credits Hebb with the initiating

hypothesis underlying the vast enrichmentliterature.

D. O. Hebb attempted to link mental abilities to

their underlying neurological substrate. In his neuro-

psychological theory, intelligence required the initial

laying down ofcell assembles followed by the devel-

opmentoffacilitation among the assemblies. How suc-

cessfully this was accomplished determined the level

of intelligence of the organism, whether human or

nonhuman. Hebb never dodged the difficult problems,

such as the nature-nurture question or the issue of

race differences in IQ, but his analysis was always in-

formedbytherealization that intelligence was accom-

plished by a biological system.

In 1972, Hebbretired, returning to his family farm

in Nova Scotia, where he could enjoy sailing. He had

accepted a position at Dalhousie University and re-

mained an active departmental memberthere. His last

major work was a monograph in 1980, a more philo-

sophical look at the psychological issues that had dom-

inated his thinking throughout his career. He had

studied—andin turn influenced—most of the major

domains within psychology, and he left a legacy of

ideas that are still influential in the study of intelli-

gence and beyond.
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HEBB’S THEORY OF INTELLIGENCE

Central to D. O. HEBB’s theory of intelligence (1949)

is his fundamental conceptofcell assemblies. Cell assem-

blies were described as collections of individual neu-

rons, initially autonomous, that become connected to

one anotheras a result of repeated simultaneousacti-

vation. When excited through sensory stimulation, the

cell assembly produces a perception, when triggered

by another cell assembly, it produces imagery, ide-

ation, or a mediating process. Whencell assemblies are

simultaneously excited, they can become intercon-

nected to produceincreasingly complex systemsofas-

semblies, which Hebb called phase sequences. It is

through the creation of more and morecell assemblies

and systems of assemblies—which are analogous to

both the neural structures described by manypresent-

day neuroscientists and the neural networks modeled

by connectionists—that higher-order thought and in-

telligent behavior emerge.

After reviewing the literature on changesin intel-

ligence that accompanied aging and brain lesions,

Hebb identified two generalclasses of abilities, which

R. B. CATTELL (1971) would later refer to as crystallized

andfluid intelligence (see FLUID AND CRYSTALLIZED INTEL-

LIGENCE, THEORY OF). The first class was said to be

reflected in the proficiency with which an individual

could employ his or her existing stock of information

and established ways of perceiving, thinking, and solv-

ing problems. Aging and brain lesions appeared to have

little effect on performanceontests, such as the Stan-

ford-Binet, that surveyed primarily this first class of

abilities. The second class encompassed abilities to

solve problems, usually nonverbal, that required the

individual to go beyond his or her existing inventory

of intellectual tools, or that necessitated a reorganiza-

tion of them. This second class of abilities, unlike the

first, appeared greatly affected by aging and lesions.

Hebb surmised that the requisite neural tissue neces-

sary for establishing new cell assemblies and new in-

terconnections among them was greater than that

required to exercise them once they were ensconced.

This subsequently led Hebb to differentiate between

two uses of the wordintelligence.

Hebb contended that many of the historical dis-

putes concerning the nature and measurement of in-

telligence were the outcomeof inadequate conceptual

distinctions. He saw in use two meanings of the word

intelligence—Intelligence A and Intelligence B—that he

regarded as being related to two levels of reality. He

defined Intelligence A as a fully “innate potential”or a

“capacity for development” (1949, p. 294). By this he

meant the inherited structure of the brain and its

neural metabolism, which he saw assetting theceiling

on the developmentof cell assemblies and their pos-

sible interconnectedness. He defined Intelligence B as

the “average level of performance or comprehension”

(1949, p. 294) attained by an individualat a given level

of his or her development, revealing the actual, rather

than the potential, level of cell assembly development

and interconnectedness. Further, he contended that,

although neither Intelligence A nor Intelligence B

could be observeddirectly, Intelligence B couldat least

be estimated reliably by standard tests. Hebb (1980)

equated Intelligences A and B with the genetic con-

cepts ofgenotype and phenotype. Genotypicintelligence was

said to be the hypothetical biological limits set on cell

assembly development by an individual’s DNA,inde-

pendent of environment; phenotypic intelligence was the

actual extent of development.

Although with respect to Intelligence A, Hebb was

a hereditarian, in terms of Intelligence B, he was an

archetypal interactionist. Consonant with his under-

standing of the genotype-phenotype distinction, Hebb

regardedIntelligence B as the outcomeofan interplay

between genotype and the environments through

which the individual passed during development, par-

 

527



HERITABILITY
 

ticularly in infancy. Moreover, he concluded not only

that an individual’s degree of Intelligence B was influ-

enced by the environmentbutalso that what came to

be considered “intelligent,” in the “B” sense, wasitself

defined by the environment. Thatis, the varieties of

cell assemblies and the connections among them that

will be dictated by tasks and valued by others were

deemed by Hebb to be culture bound. In discussing

the measurementof Intelligence B, he stated that

Intelligence in sense B . . . is quite measurable, withrel-

atively short steps of inference by tests which in effect

sample a cultural product, to determine the extent to

which the person being tested has mastered the ideas,

modes of thought and of solving problems, ways of per-

ceiving, andthe store of information characteristic of the

society for which the test is standardized [1980, p. 74].

Because only Intelligence A was viewed as indepen-

dent of time and place, and because it could not be

measured, the idea of a culture-fair test was consid-

ered an oxymoron. By this, Hebb did not mean that

genotypic intelligence had little influence on an indi-

vidual’s phenotypic intelligence. On the contrary, he

argued that both Intelligence A and the environment

were crucial: regardless of the particular environment,

Intelligence A set the upper limit on an individual’s

Intelligence B.

With respect to the nature—nurture controversy,

Hebb (1980) thought that there were twofallacies that

needed to be avoided: the psychologist’s fallacy, and

the biologist’s fallacy. Researching and writing during

the heyday of behaviorism, he defined the psycholo-

gist’s fallacy as the bias to suppose that “all behavioral

problems are problemsof learning, and to forget—or

deny—thesignificance of heredity and constitution”

(1980, p. 70). Like many psychologists, Hebb assumed

that, given that there is a biological instantiation for

all psychological phenomena, differences in genotype

must necessarily be at least partly responsible for phe-

notypic variability. The biologist’s fallacy, which he

said was shared by many psychologists, “is to ask

whether a given character is inherited or acquired”

(1980, p. 72). Not only was this question viewed as

nonsensical by Hebb, but so were the related questions

of “How much dependson heredity?” and “How im-

portant is the environment?” For Hebb, attempting to

apportion relative importance—either qualitatively or

quantitatively—wasillogical. First, it was futile, be-

cause Intelligence A could not be measured. Second,

declaring that one factor was more important than the

other was like “saying that the area of[a] field depends

more on its length than on its width” (1980, p. 72).

As he was fond of remarking, both heredity and en-

vironment should be regarded as 100 percentvital.

Finally, unlike most other psychologists of his era,

Hebb saw that heritability studies were of limited

value in our quest to understand how genes interact

with environments to produce particular intellectual

abilities (1980, p. 77). In his view, because a heritabil-

ity index is contingent upon therelative variability of

the two factors, the most it could ever disclose was

that someindividuals have inherited better brains than

have others. As it is more commonly understood to-

day, no heritability index of intelligence can indicate

the degree of malleability regarding phenotypic intel-

ligence, which he considered theoretically and practi-

cally the more meaningful puzzle. Ultimately, Hebb’s

emphasis on the developmental interplay between he-

redity and environment represented his greatest con-

tribution to our understandingofintelligence.
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tury, Francis GALTON launchedresearch on the herit-

In the late nineteenth cen-

ability of humantraits with this inquiry:

I had long tried to gain some insight into the relative

it occurred to me

that the after-history of those twins who had been

powers of Nature and Nurture ...

closely alike as children, and were afterwards parted, or

had been originally unlike and afterwards reared to-
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gether, would supply much of what was wanted. So I

enquired in all directions for appropriate cases, and at

length obtained a fair supply, on which anarticle in

Frazer’s Magazine, Nov. 1875, was written [Galton, 1974,

p. 294].

The legitimacy of heritability estimates, especially of

“intelligence,” has been debated ever since from many

different points of view. This article will restrict itself

to thestatistical aspects of heritability estimates. After

setting the stage with a brief review of the needed

statistical concepts, the basic definitions and assump-

tions of the “standard biometrical” model, which un-

derlies most traditional heritability estimates, will be

introduced, and some of the more popular estimates

will be critically evaluated. Specific methods of esti-

mation (e.g., least-squares or more elaborate maxi-

mum-likelihood methods) will not be covered. They

are not germaneto the overriding question of whether

the postulated covariance model makes sense concep-

tually and,if it does, whether it actually fits the data.

If the answer to one of these questions is no, then no

amountof algorithmic ingenuity can remedy this de-

fect.

After a brief review of some elementary concepts

of analysis of variance and the notion ofintraclass cor-

relation, a systematic exposition will be given of the

expected mean squares that the standard biometrical

model implies for various twin types. They will then

be used to define a numberof derived indices, includ-

ing reliability and various conventional heritability es-

timates. Finally, some limitations of inferences derived

from heritability estimates will be noted.

COVARIANCE STRUCTURES AND
MEAN SQUARES

The standard biometrical modelis essentially a vari-

ant of a model discussed by R. A. Fisher (1918). The

additive version of Fisher’s variance component model

involved three types of variables: an additive genetic

variable, a dominance deviations variable, and a vari-

able accounting for environmental influences. The

term additive means that all gene—environment in-

teractions are assumed to be zero. The standard bio-

metrical model used in twin research adds a fourth

variable to account explicitly for measurementerror,

which is harder to control in psychology than in bi-

ology, where the dependent variable may be number

of eggs or body weight. Thus, the standard biometrical

modelstipulates four types of random variables, which

will be denoted by the letters, a, d, e, and z:

: an additive genetic variable with variance var (a)

a
8

: an additional genetic variable accounting for domi-

nance deviations from the additive effects with vari-

ance var (d)

e: an environmental influence with variance var(e)

z: a measurementerror variable with variance var (z).

Let y stand for the observed test score and subscript

k indicate a specific twin within a family (i.e., write y,

for the score of one twin and y, for the score of the

other twin), and let pp denote the population mean of

the variable y. Then the most comprehensive version

of the standard biometrical model, Fisher’s dominance

model, can be expressed thus:

a7 ha=a tate t2zk = 1,2 (1.1)

where the subscripts refer to the two twins. On drop-

ping the dominance deviation d,, one obtains the sim-

pler, more popular additive model as a special case:

ya 7 BM=a te + 4,k = 1,2. (1.2)

Since this model has fewer parameters than the dom-

inance model, it requires less data. To save space, we

write var(x) for the variance of a variable x, and cor

(x,y) for the correlation between two variables, x and

y. With these abbreviations, the covariance restrictions

of the model can bestated thus:

var(a,) = var(a), var(d,) = var(d),

var(e,) = var(e), var(z,) = var(z),

cor(a,,a,) = 1/2, cor(d,,d,) = 1/4,

(1.3)

while all other variables are assumed to be pairwise

uncorrelated (e.g., a, with d,, a, with e,, and d, with

z,). In particular, the two environments,e,, e,, of twins

raised apart are assumed to be uncorrelated. Although

it is, strictly speaking, the covariancerestrictions (1.3)

that render the models testable, they will here be sim-

ply referred to as model (1.1), and model (1.2).

The fact that models (1.1) and (1.2) include no

terms for gene—environmentinteractions has engen-

dered considerable controversy in the past (e.g.,
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Hirsch, 1981; Wahlsten, 1990). Like most other sim-

plifying assumptions, such as the strong independence

assumptionsin (1.3), this omission is primarily moti-

vated by concerns for mathematical tractability. The

empirical plausibility has to be evaluated separately in

each case. This important caveat will reappear in the

last section.

Although, in principle, one can write out variance

component models for any type of family relationship,

most studies have employed identical (monozygotic)

and fraternal (dizygotic) twins, and the bulk of such

research has dealt with twins raised together, though

occasionally twins raised apart have also been studied.

Since, altogether, four types of twins are dealt with,

monozygotic and dizygotic twins raised together and

raised apart, the standard biometrical model implies

four different structures, as set out in Table 1.

To illustrate this concretely, consider monozygotic

twins raised apart (MZAs). Since they are monozygotic

(identical), they share the additive genetic component

a and the dominance deviationsd. Since they are raised

apart, the standard model assumes they wereraised in

two entirely uncorrelated environments, e, and e). In

contrast, dyzygotic twins raised together (DZTs) share

the same environment, e, but are each characterized

by a twin-specific additive genetic component,a, ver-

sus a), whichcorrelate .50 according to genetic theory,

and a twin-specific dominance deviation variable, d,

and d,, which correlate .25. The intuitive idea behind

these expectations is that each child samples randomly

one-half of his genes from each parent, so that the

genes sampled by one sibling will randomly overlap

with those of anothersibling of the same parents.

The resulting structural equations, together with

the stated covariance and independence assumptions,

TABLE1

can be used to predict the variances of the observed

measure y and the degree of similarity of the scoresy,

and y, of two twins on the same measure, which is

measured by “intraclass correlations.” The basic tool

for deriving these parameters is the familiar two-way

“random effects” analysis variance (ANOVA) model

covered in most elementary statistics courses. As a re-

fresher, the needed terms and concepts are numeri-

cally illustrated in Table 2.

Part I of Table 2 summarizes the computations in-

volved in a two-way ANOVA.In Section (a), a 3-by-2

array of 6 raw scoresis given on the left along with

the row and column sums. The overall mean is 8. On

subtracting it from each of the 6 raw scores, one ar-

rives at the 3-by-2 matrix of deviation scores given in

the middle of Section (a). The 6-by-2 double-entry

table to its right will be discussed later. In Section (b),

the deviation scores are decomposedinto three pieces:

a row effect (which, since the grand mean is zero, is

given simply by the row mean), a columneffect (given

by the column means), and the remainder, the “inter-

action effect.” On squaring and summingtheseeffects

for each of the three submatrices, one arrives at three

sums of squares: a sum of squares of the row effects,

SSR = 52; a sum of squares for the columneffects,

SSC = 24; and a sum of squares of the interactions,

SS(R X C) = 4. The sum of these three sums of

squares equals the sum of squares of the original de-

viation scores, the total sum of squares, SST = 80.

With each sum of squares, an integer, its “degrees

of freedom” (df), is associated. If N is the number of

rows (N = 3 in the example), then the original devia-

tion scores around the grand mean have 2N—1 de-

grees of freedom, the matrix of row effects has N — 1

df and the matrix of column effects has 1 df. Finally,

Variable structures postulated for different twin types under

the dominance model (1.1)
 

 

 

Environment

Reared Together Reared Apart

Genetic Makeup (e; =e, =e) (e, Fe)

MZs (a, = a, = a) y=~atdterty,, y =~atdte tz,

DZs (a, # a) y =a td tet z, y=—~atdtetz,
 

 



TABLE 2

Numerical example of mean Squares andintraclass correlations
 

I. General N X 2 Analysis of Variance

(a) Raw Scores, Deviation Scores, Double-Entry Table:

 

   

Raw $ Double

GW COTES Deviation Scores Entry

a b atb a b a+b a-—b~ means p q

6 2 8 —2 —6 —8 4 —4 —2 —6

12 6 18 4 —2 2 6 1 4 —2

12 10 22 4 2 6 2 3 4 2

Sums 30.—s 18 48 6 —6 0 12 0 —6 —2

—2 4

Means 10 6 2 -2 2 4

Grand mean 8 Means 0 0

Sums of squares (SSQ) 104 56 80 80

Sum of products 24

(b) General Analysis of Variance Structure of Deviation Scores:

Total = Rows + Columns + Rows xX Cols

—?2 —6 —4 —4 2 —2 0 0

4 —?2 = 1 1 + 2 —?2 + 1 — |

4 2 3 3 2 —?2 — | 1

Sums of squares (SSQ):

SSQ 80 = 52 + 24 + 4

In general SST = SSR + SSC + SS(R X C)

Degrees of freedom (df):

df 5 = 2 + 1 + 2

In general 2N—-1 = N-1 + 1 + N-1

II. Applications to Twin Data: Between and Within Sums of Squares

If, in applications to twin data, the rowsrefer to families (pairs of twins), then SSR

becomes the between sum of squares, and SST — SSR = SSC + SS(R X C) becomes

the within sum of squares:

Total = Between + Within

SSQ 80 = 52 + 28

In general SST = SSB + SSW

df 5 = 2 + 3

In general 2N— 1 = N-1 + N

Mean squares:

Meansquares 80/5 52/2 28/3

In general MST MSB MSW

(c) Intraclass Correlations:

Double-entrytable: 1,’ = cov/var = (24/5)(80/5) = .3

Sums of squares: 1, = (SSB — SSWY(SSB + SSW) = (52 — 28/(52 + 28) = 3

Meansquares: r,) = (MSB — MSWY(MSB + MSW)

: = (52/2 — 28/3)(52/2 + 28/3) = .472.
 

NOTE: (a) The discrepancy between r, and 1,’ diminishes quickly with increasing sample

size N. The sums of squares of the columns marked a + b anda — b of the deviation

score matrix (104 and 56) give twice the between and within sumsof squares.
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the matrix of interactions has (N—1)1 = N—1 df.

On dividing each sum of squares by its associated de-

grees of freedom, one arrives at mean squares, which

can be interpreted as variance estimates.

In Part II of Table 2 this general N X 2 ANOVA

model is interpreted in the context of twin data. Let

rowsrepresent families. Then the row sum of squares

(SSR = 52 in the example)is interpreted as a sum of

squares between families (or twin pairs), denoted SSB.

The difference SST — SSB, which equals SSC + SS (R

x C), are then the within-family variations, denoted

SSW. The degrees of freedom also add, so that SSW has

2 + 1 = 3 df in the example. On dividing SSB and

SSW by their respective df, one arrives at the mean

squares between (MSB = 52/2) and mean squares

within (MSW = 28/3).

On inspecting the columns labeled a + b and

a — b, one finds that SSB and SSW can be obtained,

more simply, by squaring and summing the row sums

and row differences of the original deviation score ma-

trix. This observation is useful for deriving the ex-

pected values of the mean squares associated with the

various twin types set out in Table 3 for the general

dominance model (1.1). On setting var (d) = 0, one

obtains the mean squares under the more restrictive

additive model (1.2).

The between and within mean squares add up to ,

2var(y) (= 2[var(a) + var(d) + var(e) + var(z)]) for |

all four twin types (MZT, MZA, DZT, DZA), so that,

in effect, the total variance, var(y), is simply redistrib-

TABLE 3

uted in different proportions over the two types of

mean squares under the standard model(1.1).

DERIVED INDICES

Reliability. Here we disregard the conceptual

difficulties that Charles sPEARMAN’s indeterminate fac-

tor model bequeathed on classical true-score theory,

or CIT (e.g., Steiger & Schonemann, 1976; Wilson,

1928) and, following standard practice, simply adopt

the conventional definition of “reliability” (r,,) as the

ratio of systematic over total variance:

ry, : = [var(y) — var(z)]/var(y)
(1.4)

1 — var(z)/var(y).

To illustrate this for the MZTs, from Table 3a onefinds

that their systematic variance is given by (MSB —

MSW)/2 (where MSB and MSW stand for mean squares

between and within, respectively). Hence, in this case,

under both models:

ry, : = (MSB — MSW)/2var(y)

= (MSB — MSW)(MSB + MSW).

Some authors (e.g., Plomin & Bergeman, 1991) in-

terpret the within-twin measurement error variable

z, in minor variants of the standard model (1.1) as

“nonshared environment.” Since the standard biomet-

rical model does not include any other exclusively

within-twin variable, such an interpretation leads

to two equally unpalatable choices: Either one must |

Expected mean squares under the dominance model (1. 1)
 

Twins Raised Together
 

Within PairsBetween Pairs
 

MZTs 2var(a) + 2var(d) + 2var(e) + var(z) var(z)

DZTs 1.5 var(a) + 1.25var(d) + 2var(e) + var(z) Svar(a) + .75var(d) + var(z)

Twins Raised Apart
 

Within PairsBetween Pairs
 

MZAs 2var(a) + 2var(d) + var(e) + var(z)

DZAs 1.5 var(a) + 1.25var(d) + var(e) + var(z)

var(e) + var(z)

S5var(a) + .75var(d) + var(e) + var(z)
 

NOTE: Setting var(d)=0 gives the mean squares under model(1.2).
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assumethat the dependent variable is perfectly reliable

or one finds that the nonshared-environment variance

and the measurement-error variance are inextricably

confounded. Neither alternative seems especially at-

tractive. While in theory it is of course possible

to postulate two different within-twin variables, one

representing measurement error and the other repre-

senting nonshared environment, and to render both

variances estimable by imposing strong enough co-

variance conditions, this does not seem to have been

done, and it may not be easy to do in practice.

Intraclass Correlations. The mean squares in

Table 3 are all that is needed to define heritability es-

timates, and they are indispensable for stringenttests

of models (1.1) and (1.2). Traditionally, heritability in-

dices have been stated in terms of less-informative

similarity indices called “intraclass correlations.” For

pairs, ‘they can be interpreted simply as regular prod-

uct-moment correlations computed over arrays in

which each twin pair has been entered twice, with a
given twin once on theleft and once on the right

(“double-entry table”), so as to remove the ambiguity

as to. which variable a twin should beassigned.

Thisis illustrated with the 6-by-2 double-entry ma-

trix in Table 2(a). The first three rowsofthis table are

the same as in the deviation-score matrix. The last

three rows are obtained by interchanging the first and

second element in each row.As a result (and in con-

trast to the 3-by-2 deviation-score matrix), columnsp

and q both sum to zero, so that each columncontains

deviation scores. Hence, the variances of both columns

p and q are simply the sum of squares divided by

2N—1 (= 5 in the example), and the covariance is

given by the sum of products (24) divided by 5. Since

both variances are equal, the correlationis rt, = co-

variance/variance = (24/5)(80/5) = .3.

TABLE 4

Intraclass correlations are measures of similarity |

within classes, in the presentcase, pairs of twins. They

can also be computed, without any need for double-

entry tables, from the mean squares of the 3-by-2 ma-

trix of deviation scores (Harris, 1913):

r' := (SSB — SSWV(SSB + SSW),

where SSB and SSW denote the between and within

sums of squares, respectively. This is illustrated nu-

merically in Part (c) of Table 2. The numerical value

obtained from the sums of squares, .3, is the same as

that obtained from the double-entry table.

For sometime, it has been standard practice to de-

fine intraclass correlations in terms of means squares

instead:

r, := (MSB — MSWY(MSB + MSW). (1.5)

In this case, the value becomes r, = .472. To dis-

tinguish this coefficient from r, obtained from the

double-entry table (or, equivalently, from the sums-of-

squares formula), the prime will be dropped. Although,

in this small numerical example, both coefficients are

different, their values will be very close for more

realistic sample sizes.

Since r, has become standard, it will be used from

now on. For notational convenience, r will be retained

for the population parameter, and the subscript / will

be replaced with an indicator of the specific twin type.

Thus, ryzr stands for the “intraclass correlation of

monozygotic twins raised together.” On substituting

the appropriate mean squares from Table 3 in (1.5),

one obtains the correlations in Table 4. On dropping

var(d), one obtains the correlations under the more

restrictive additive model (1.2). For example, Table 4

showsthat, in terms of intraclass correlations, the re-

Intraclass correlations under the dominance model(1.1)
 

Reared Together Reared Apart
 

MZs [var(a) + var(d) + var(e))/var(y)

DZs [.5 var(a) + .25var(d) + var(e)Vvar(y)

[var(a) + var(d))var(y)

[.5var(a) + .25var(d))/var(y)
 

NOTE: Setting var(d)=0 gives the intraclass correlations under(1.2).
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liability r,. is given by ryz- under both models (1.1)

and (1.2).

Heritability Indices. Since, by definition, a

heritability index is supposedto indicate the proportion

of genetic variancein the total systematic variance, the

two models (1.1) and (1.2) give rise to two different

heritability indices in common use:

broad heritability
(1.6)

hy := [var(a) + var(d)]/var(a) + var(d) + var(e)]

for the more comprehensive dominance model (1.1),

and

narrow heritability

(1.7)
hy := var(ay[var(a) + var (e)]

for the morerestrictive additive model (1.2).

Some authors use var(y) in the denominator. Since,

by Spearman-Brown,reliability varies with test length,

such a definition rendersheritability a function of the

arbitrary test length.

Conventional Heritability Estimates. Over

the years, numerous computational formulas have

been advanced for estimating heritability from intra-

class correlations. The underlying statistical rationale

is usually obscure, if it is not lacking entirely. A case

in point is Holzinger’s h*, one of the oldest (e.g., New-

man, Freeman, & Holzinger, 1937) and, until quite re-

cently, one of the most widely used “heritability

estimates”:

hb? : = (yp — MpzrV(1_ = rpzz)
(1.8)

= var(a)/[var(a) + 2var(z)].

This index is meaningless because, as can be seen,it

contains no environmental variance, var(e), at all. Ho-

telling (in Newman, Freeman, & Holzinger, 1937), ac-

tually proceeded from thestrictly additive model (1.2),

but then made a mistake in his derivations of h?. As a

result, if one equates K. Holzinger’s coefficient (1.8)

with narrow heritability (1.7), one arrives at the ab-

surd conclusion that dizygotic twins share no genes

(Schonemann, 1989). Similarly, A. R. JENSEN’s (1967)

coefficient,

JAR = Aryzr — tpzt) = zr by = ty Ay, (1-9)

is problematic, since this coefficient varies with the

length of the test which is arbitrary. If (1.6) is cor-

rected for attenuation by dividing by r,, = ryzy under

the additive model (1.2), then one arrives at Nichols’s
index,

AR = Aryzr — tpzr)/twzr

= var(a)/[var(a) + var(e)] (1.10)

=: hy,

which indeed coincides with narrow heritability, hy, if

(and only if) the strictly additive model (1.2) fits the

data. On the other hand, under the dominance model

(1.1), HR overestimatesh,:

HR := 2rMzr ~ Mpzr/tuzr

[var(a) + 1.5var(d)]/[var(a) + var(d) + var(e)]

[var(a) + var(d)]/[var(a) + var(d) + var(e)]

=: h,.

WV

From Table 3 one finds that under the dominance

model (1.1) broad heritability is given, instead, by the

ratio

[var(a) + var(d)]/[var(a)

+ var(d) + var(e)|

=: hy.

Iyza/Tuzr =

(1.11)

PROBLEMS

Even the more comprehensive model (1.1) is, at

best, only a rough approximation to reality. In partic-

ular, the omission of a gene—environmentinteraction

variable and the assumption that twins raised apart are

raised in completely uncorrelated environments have

often been chided as patently implausible.

Regardless of how oneassesses the intuitive plau-

sibility of some of these simplifying assumptions,it is

clear that if they are violated by the data, then the

whole model becomesinvalid and, with it, all herita-

bility estimates derived from it. As D. Wahlsten (1990)

noted, the underlying assumptions have rarely been

tested with any stringency, if only because the conven-

tional statistical tests lack powerto detect violationsif

the sample sizes are small, as they often are in twin

research. For global measures of fit, these difficulties

compound,since global tests tend to conceal, rather

than reveal, violations ofcritical assumptions. This was

graphically demonstrated in two reanalyses of previ-

ously published datasets.

On reanalyzing the J. Shields (1962) MZT/MZA

data, P. H. Schonemann (1990) found that twocritical

conditions implied by model (1.2) were violated in

 

534



HERITABILITY
 

seven out of eight cases, while a third was violated in

eight out of eight cases. Many least-squares estimates

of variances were negative, a telltale sign of trouble

that aniterative fitting algorithm, designed to keep all

estimates in the admissible range, would have masked.

Onrefitting a purely environmental model, all variance

estimates became nonnegative and the overall fit im-

proved by a factor of 2. Similarly, P. H. Schonemann

and R. D. Schonemann found numerousviolations of

model (1.2) in the T. Osborne (1980) MZT/DZTdata.

In particular, manyheritability estimates computedac-

cording to Nichols’s HR formula(1.10) exceeded unity,

but Holzinger’s nonsensical h? values appeared. innoc-

uous. Again, as with the Shields data, many variance

estimates were negative under the additive model

(1.2). On refitting these data with a qualitatively dif-

ferent, purely environmental model, most variance

estimates became nonnegative, and the overall fit im-

proved by a factor of 14.

A lesson to be learned from these reanalysesis that

global tests of fit should be eschewed and, wherever

possible, replaced with a series of narrower tests

focused on specific conditions that the underlying

models imply. For this to be possible, the model must

first be spelled out in complete detail, includingall its

simplifying covariance assumptions. Such a more pru-

dent research strategy does not seem to have won

wide acceptanceyet.

Moregenerally, the above findings urge caution in

interpreting unreasonably high heritability estimates of

mentaltraits, especially of IQ, because statistical and

conceptual errors that invalidate empirical inferences

based on twin research went undetected for many

years and, because in fair comparisons with alterna-

tive, purely environmental models, with the same

number of parameters as models (1.1) and (1.2), the

fit improved quantitatively and qualitatively, thereby

invalidating previously reported heritability estimates

derived from variants of the standard biometric model.

Finally, one should always keep in mind that purely

descriptive models, even if they do fit, are never con-

clusive, because one can neverrule out the possibility

that an entirely different model than the one used may

fit the same data muchbetter.

(See also: GENETICS, BEHAVIOR; TWIN STUDIES OF INTEL-

LIGENCE.)
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PETER H. SCHONEMANN

HIERARCHICAL THEORIES OF INTEL-

LIGENCE

intelligence emphasize one general ability (e.g., Hum-

phreys, 1985; Jensen, 1987; & Spearman, 1927), while

other theories emphasize several specialized abilities

(e.g., Gardner, 1983; Guilford, 1967; Thurstone, 1938).

The conflict between these types of theories is resolved

Some theories about the structure of

in hierarchical theories, which involve both general

and specialized abilities.

Two major categories of hierarchical theories may

be distinguished. In one of these a hierarchy of dimen-

sions of increasing generality is constructed, and in the

other category the hierarchy is based onlevels of func-

tions.

HIERARCHICAL MODELS BASED ON

GENERALITY OF DIMENSIONS

Factor analysis is a Statistical technique through

which performance on different tasks may be analyzed

in terms of a limited number of underlying dimen-

sions, or factors, of ability. However, there may be

relations among the factors that may be explained by

another set of underlying abilities. Thus, a hierarchical

model may beconstructed through factoranalysis. It

may, for example, be hypothesized that a single factor

is sufficient to accountfor the intercorrelations among

the factors. Such a factor is called a “second-order”

factor. If a single factor cannot account for the corre-

lations among thefactors, one or more additional sec-

ond-order factors may be introduced. Should there be

several second-order factors, these may be correlated,

and to accountfor these correlations a third-order fac-

tor may be introduced, and so on. Thus, with this

approach a hierarchy of factors is built up, starting

from below with a large numberof narrow first-order

factors and ending up at the top of the hierarchy with

one, or a few, broad higher-order factors.

The most influential and well-known hierarchical

modelis the theory offluid and crystallized ability de-

veloped by RaymondB. CaTTELL and John Horn. The

theory wasfirst formulated by Cattell (1943), who ar-

guedthat there is not one general factor of intelligence

but two, which helabeled fluid and crystallized intel-

ligence. Systematic empirical research was not re-

ported until considerably later (e.g., Cattell, 1963;

Horn, 1968; Horn & Cattell, 1966), however, when

several broad, second-orderabilities were identified in

factor-analytic studies. The two dimensions of most

central importance are fluid intelligence (Gf) and crys-

tallized intelligence (Gc), and the whole theory is often

referred to as Gf-Gc theory (see FLUID AND CRYSTAL-

LIZED INTELLIGENCE). The Gc dimension is thought to

reflect individual differences associated with system-

atic influences of acculturation; below this broad

ability, verbal-conceptual abilities and abilities repre-

senting knowledge in different domains are subsumed.

The Gf dimension is thought to reflect effects of bio-

logical and neurological factors and factors suchas in-

cidental learning. This broad dimension subsumes

inductive and deductive reasoning abilities.

Several additional second-order factors have also

been identified (e.g., Horn & Cattell, 1966; Horn &

Stankov, 1982). Amongthese are general visualization

(Gv), which subsumesabilities involved in tasks re-

quiring manipulation and transformation of figural in-

formation; general speediness (Gs); general fluency
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(Gr), identified as indicating retrieval from long-term

storage; and short-term apprehension and_ retrieval

(Gsm), also known as short-term memory.

On the basis of a reanalysis of virtually all correla-

tion matrices collected in research on cognitive abili-

ties up to 1990, John Carroll (1993) presented a

hierarchical model of three degrees of generality that

is referred to as the “Three-Stratum Model.” At the

highest level there is a single factor of general intelli-

gence (q, also referred to as G), and at the next highest

level some ten broad factors are identified. At the low-

est level the model includesat least some sixty narrow

factors. The broad factors in the Three-Stratum Model

largely correspondto factors described in previous re-

search (see, e.g., Horn, 1965), so Carroll’s model

largely coincides with previous results, except, of

course, that it is more comprehensive than any pre-

vious factor-analytic account.

The first factor-analytic model was developed by

Charles SPEARMAN (1904) in England. This model em-

phasized a single, general ability. Through contribu-

tions by Cyril BuRT (1940) and others, however, a

technique of FACTOR ANALYSIS was developedthat first

extracts the general factor and then extracts factors

(called group factors) that successively get more and

more narrow. This analytical technique thus produces

results that easily fit a hierarchical structure, and in

the British research, hierarchical models have played

an importantrole at least since the 1940s.

Philip E. VERNON (1950) presented an integration

of results achieved in several studies in the form of a

model. At the top of his hierarchical model is a g fac-

tor. The model also includes two major group factors:

the verbal-numerical-educational (v:ed) factor, and

the practical-mechanical-spatial-physical (k:m) factor.

Given a sufficient number of tests, these major group

factors may be subdivided into several minor group

factors. Thus, the v:ed factor subdivides into different

scholastic factors such as v (verbal) and n (number)

group factors. The k:m factor may be subdivided into

minor group factors such as perceptual, spatial, and

mechanical abilities. In contrast to the American re-

search, however, in the British researchrelatively little

emphasis has been placed on the minor groupfactors.

The American and British hierarchical models seem

quite different, and it has, among other things, been

observed that the important Gf dimension does not

have any counterpart in the British models. However,

comparisons between the models using a modern form

of factor analysis that allows specific hypotheses to be

tested indicate that the differences may be more

apparent than real (e.g., Gustafsson, 1984, 1988;

Undheim, 1981). It has thus been found that the

correlation between the second-order Gf factor and

the third-order g factor is so close to unity that these

factors must be considered identical. Thus, a reason

whythere is no Gf factor among the major group fac-

tors in the Vernon model may be that the g factor

accountsforall the variance attributed to Gf

HIERARCHICAL MODELS BASED ON

LEVELS OF FUNCTIONS

The models considered so far attempt to identify

ability dimensions of different degrees of generality

and to clarify the relations among the dimensions.

They do not necessarily involve any explicit psycho-

logical theory to accountfor the hierarchical arrange-

ment ofabilities. There are theories, however, that do

specify a psychological basis for the hierarchical ar-

rangementofabilities.

Burt (1949) contributed a hierarchical theory of the

organization of the human mind based upon a model

of levels of functions. He took a starting point in the-

ories of a hierarchically organized mind based on evo-

lutionary ideas. According to such theories, mental

processes may be regarded as consisting of systems

within systems, each processbeingclassifiable accord-

ing to degree of complexity into one of four levels.

Processes at the lowest level are assumed to consist of

simple sensations or movements. The next level in-

cludes processes of perception and coordinated move-

ment. The third level is referred to as the associative

level and involves memory and habit formation. The

fourth and highest level involves the apprehension or

application ofrelations.

Burt used this model to organize the findings of a

comprehensive summaryof factor-analytic results, and

at each of the levels he reported evidence of group

factors, which in somecasesalso split into subfactors.

He interpreted the results as supportive of the hier-

archical approach, even thoughthe hierarchical struc-
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ture as such could not be evaluated with these studies.

The alternative hierarchical model proposed by Ver-

non (1950) came, however, to gain more popularity

than the Burt model.

Another model with a classification of factors into

a hierarchical scheme based upon levels of functions

has been contributed by Horn (e.g., 1985, 1986, 1989).

This model may be regarded as an extension of Burt’s

model, and it is, of course, supported by a much wider

base of empirical findings than was available to Burt.

The model organizes the abilities within an informa-

tion-processing hierarchy with levels of sensory recep-

tion, association-processing, perceptual organization,

and relation eduction.

The perceptual organization level, which provides

input to the Gf-Gc processes, includes Gv and a factor

of general auditory (Ga) competence,reflecting capac-

ities for dealing with the complexities of sound. This

level also includes the Gs dimension. The level of as-

sociation processing includes two dimensions repre-

senting memory capacities. One of these, short-term

acquisition and retrieval (SAR), reflects the capacity to

store and retrieve information over such short periods

of time as a minute or two, and the other, tertiary

storage and retrieval (TSR), identifies an ability to re-

trieve information stored a considerable time before

the measurement. At the lowest level—that of sensory

reception—one factor represents the acuity of visual

sensory detectors (vSD), and another represents the

acuity of auditory sensory detectors (aSD).

Another development of the Gf-Gc theory, which

partly relies on neuropsychological concepts, has been

presented by Cattell (1987). The so-called triadic the-

ory includesabilities of three different kinds. “General

capacities” (e.g., Gf, Gs, and Gr) represent limits to

brain action as a whole. Another class of abilities is

referred to as “provincial powers.” These correspond

to sensory area factors, such as visualization, auditory

structuring ability, and motor and kinesthetic abilities.

The third class of abilities is referred to as “agencies,”

which are narrow abilities to perform in differentareas

of cultural content. According to the triadic theory,

the three kinds of abilities combine in joint action in

observed behavior (Cattell, 1987, p. 366).

Both Horn’s and Cattell’s hierarchical theories are

complex and complete theoretical systems, which are

not easily subjected to empiricaltests. Such theoretical

systems are best evaluated against criteria of fruitful-

ness, however, and it remains to be seen how success-

ful these and other hierarchical theories are as guides

of further research.

CONCLUSION

Hierarchical theories have been available for a long

time, but they gained increased popularity during the

1980s and early 1990s (Lohman, 1989). One reason

for this is that more complete and useful models and

theories had becomeavailable. Development wasstill

continuing in the early 1990s.

Even though the question of whether a dimension

of general cognitive ability should be recognized re-

mains somewhat controversial (e.g., Horn, 1989),

many theorists now agreethat at least three categories

of ability dimensions should be recognized: general

cognitive ability, broad abilities, and narrow abilities.

Muchfurther research is needed, however, to clarify

the nature of these ability dimensions, their relation-

ships, and their psychological interpretation. One

particularly interesting and urgent task for further re-

search is to achieve a better integration between the

descriptive, factor-analytic, hierarchical models, on the

one hand, and the process-oriented hierarchical theo-

ries, on the other.
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JAN-ERIC GUSTAFSSON

HISPANICS Hispanics are thelargest linguistic

minority group in the United States. This racial/ethnic

group includes persons of Mexican origin (Chicanos or

Mexican Americans), Puerto Ricans, Cubans, and per-

sons of Central or South American origin. By one es-

timate the Hispanic population will reach 30 million

in the United States by the year 2010 (Cervantes &

Acosta, 1992). Because of the diversity of the Hispanic

ethnic group, Hispanic Americans do not comprise a

single and cohesive cultural group.

Current demographic indicators reflect the prob-

lems faced by Hispanic Americans in the United

States. L. Baruth and M. Manning (1992) cite infor-

mation from the 1990 United States census indicating

that Hispanic Americans have the highest school drop-

out rates of any ethnic group.In addition, a substantial

proportion (39%) of Hispanic Americans under the

age of 16 lived below the poverty level in 1989. D.

McShaneandV. Cook (1985) also report that Hispanic

children show extremely high rates of particular med-

ical problems such as middle ear disease. Thus, the

concerns confronting the subgroups comprising this

racial/ethnic segment of the U.S. population are con-

siderable.

HISPANIC INTELLIGENCE AS

MEASURED BY STANDARDIZED

INSTRUMENTS

Numerous studies have addressed the intelligence

of Hispanic Americans. Consistent throughout the ma-

jority of studies is the finding that Hispanics tend to

score lower than whites on many IQ measures. Various

factors may contribute to this lower-than-average IQ

including numberof years in U.S. schools, socioeco-

nomic status, environment, and language dominance

(English or Spanish).

One of the most comprehensive research projects

was conducted by Thomas Sowell (1978) for the Ur-

ban Institute. Sowell examined approximately 70,000

IQ records of students form various ethnic groups

 

539



HISPANICS
 

across the United States that had been recorded over

a period of fifty years. The overall goal was to deter-

mine if there were historical patterns of mentaltest

scores. According to Sowell’s report, the average (me-

dian) IQs of Mexican Americans ranged from 83 to 87

between 1940 and 1970; Puerto Rican median IQs

ranged from 79 to 84 during the sameperiod. Findings

also indicated that the average IQ for Puerto Ricans

increased depending upon the numberof years spent

in the ULS. schools. Thus, students with one to two

years of ULS. schooling had an average IQ of 72. Stu-

dents with nine to ten years of ULS. schooling had an

average IQ of 93. These results indicate that currently

the IQs of Hispanic Americans tend to be below the

average IQ of whites as obtained on standardized tests

and that this difference may decrease as a function of

more time in the United States and exposure to the

American school system.

In their reviews and in agreement with Sowell

(1978), D. McShane and V. Cook (1985) and R. Val-

encia (1979) also report that Hispanic children tend to

score lower than their Caucasian counterparts on stan-

dardized IQ measures. As with white children, the

sociocultural background of these Hispanic children

appears to have a different impact on IQ scores; that

is, Hispanic children of middle socioeconomic status

and from urban environments tend to score higher

than those Hispanic children from poorer and more

rural backgrounds. These authors also note that be-

cause of their relatively lower scores, Hispanic chil-

dren may be at risk to be identified as mentally

retarded.

K. Gerken (1978) has pointed out that researchers

cannot assumethat the low scores obtained by Mexi-

can-American children are indicative of less highly de-

veloped intellectual ability. She notes that many

important variables such as linguistic background are

often not addressed in studies. Gerken specifically ex-

amined the role of language in IQ by comparing scores

obtained by these groups of children: bilingual, Span-

ish-dominant, and English-dominant Mexican-Ameri-

can children. The measures used included: (1) a

nonverbal scale of ability that utilized nonverbal ex-

aminer directions (Leiter International Performance

Scale; Leiter, 1969); (2) a nonverbal scale with English

verbal directions (Wechsler Preschool and Primary

Scale of Intelligence [WPPSI] Performance Scale;

_ Wechsler, 1967); and (3) a verbal scale with English

verbal directions (WPPSI Verbal Scale; Wechsler,

1967). The Spanish-dominant children obtained an

overall IQ of 62 on the WPPSIVerbal Scale, 88 on the

‘WPPSI Performance Scale, and 90 on the Leiter. Bi-

lingual children obtained an overall IQ of 84 on the

WPPSI Verbal Scale, 104 on the WPPSI Performance

Scale, and 109 on the Leiter. English-dominant chil-

dren obtained an overall IQ of 104 on the WPPSI Ver-

bal Scale, 109 on the WPPSI PerformanceScale, and

109 on the Leiter. Results indicate that Mexican-

American children scored higher on the nonverbal

scale with nonverbal directions and the nonverbal scale

with verbal directions in comparison with the verbal

scale with verbal directions. In addition, the dominant

language of these children also related to IQ as Span-

ish-dominant children obtained the lowest IQ scores,

particularly on the tests with English verbal directions.

Support for this finding is also noted in a review of

the literature by R. Valencia, R. Henderson, and R.

Rankin (1981). They report that performance on in-

telligence measures for Mexican-American children is

closely linked to their language status. In general,

Mexican-American children with English as their na-

tive language had higher scores on intelligence mea-

sures in comparison with their Spanish-dominant

peers.

Gerken (1978) reports that although some re-

searchers have used nonverbal measures of ability in

the hope ofeliminating the role of language, nonverbal

tests may measure different abilities than those as-

sessed by verbal tests. Also, nonverbal tests often in-

clude a verbal component such as verbal instructions.

Gerken also acknowledges that nonverbal tests do not

correlate well with school achievement. Therefore, ob-

taining higher scores on these measures maybeoflittle

practical importance from an educational point of

view.

USAGE OF STANDARDIZED MEASURES
WITH HISPANICS

Concerns regarding the usage of cognitive measures

with various racial/ethnic groups, including Hispanic,

has been reported frequently in the literature. The
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usage of standardized IQ measures in special educa-

tional placementdecisions (e.g., the determination that

a child is mentally retarded or is learning disabled) of

minority children has been especially controversial. In

particular, researchers often cite issues pertaining to

the reliability and validity of IQ tests across racial/eth-

nic groups. RELIABILITY refers to the record of thetest

in measuringintelligence in a reproducible and consis-

tent fashion. Would an individual examined more than

once with the same test achieve essentially the same

score during each administration? VALIDITY refers to

the extent to which a test measures the construct (in-

telligence) that it purports to assess. These concepts

are of particular relevance with respect to usage of

variousintellectual instruments with Hispanics.

In general, researchers have found that intelligence

tests like the Wechsler scales yield consistent and re-

liable scores for Hispanic groups (Dean, 1977; Mc-

Shane & Cook, 1985). Studies also indicate that

standardized instruments assess the same dimensions

of intelligence for Caucasian and Mexican-American

children (Geary & Whitworth, 1988; Gutkin & Rey-

nolds, 1980). Although the structure of cognitive abil-

ities (comprising overall intelligence) does not appear

to differ between racial/ethnic groups,the levelof abil-

ities (higher or lower IQ scores) may vary (Geary &

Whitworth, 1988). Differences exist between the overall

IQ scores obtained for Hispanics and other groups. For

example, Hispanic children generally score lower than

Caucasians on IQ tests but higher overall than black

children (McShane & Cook, 1985). Some argue that

these discrepancies are indicative of test bias.

Attempts have been madeto address the “bias” is-

sue through adjustment of scores obtained on intelli-

gence measures based onsocial, cultural, and linguistic

variables. One such attempt was the development of

the SYSTEM OF MULTICULTURAL PLURALISTIC ASSESSMENT

(SOMPA; Mercer, 1979). The SOMPAyields an Esti-

mated Learning Potential (ELP) based upona compar-

ison of an individual’s scores with other people of the

same sociocultural background. Although controlling

for cultural variables related to the measurement of

intelligence, the ELP does not appear to predict or

correlate with academic achievement for minority

children as accurately as other standardized IQ scores

(Figueroa & Sassenrath, 1989).

PATTERNS OF INTELLECTUAL

ABILITIES FOR HISPANIC AMERICANS

Drawing definitive conclusions on the ability pat-

terns of Hispanic children has been difficult given the

numberoffactors that may have an impact on ability

patterns. For example, McShane and Cook (1985) re-

viewed over seventy empirical studies on the perfor-

mance of Hispanics on the WECHSLER SCALES OF

INTELLIGENCE, the most widely used individualized in-

telligence tests in the United States. These authors re-

port that factors such as age, socioeconomic status,

sex, sociocultural background, and urban-ruralresi-

dence significantly influenced the IQ scores obtained

by the Hispanic racial/ethnic subgroups studied.

Higher visual-spatial abilities in comparison with ver-

bal abilities are frequently cited for Hispanics as noted

in the following discussion.

The extensive literature review conducted by

McShane and Cook (1985) reported that Hispanic

Americans may demonstrate strengths in visual-spatial

abilities as measured by performance subtests in com-

parison with verbal abilities measured by the verbal

subtests. This findingis fairly consistent across the age

span when assessed by the Wechsler scales. The dis-

crepancy between the higher visual-spatial abilities |

(i.e., nonverbal) relative to verbal abilities is approxi-

mately 20 points on the Wechsler Preschool and Pri-

mary Scale of Intelligence (WPPSI,; Wechsler, 1967)

and, comparably, 10 to 15 points on the Wechsler

Intelligence Scale for Children—Revised (WISC-R;

Wechsler, 1974).

In common with the studies cited earlier, the re-

sults of a study by L. Laosa (1984) indicate that Mex-

ican children (aged 2 years, 6 months) score lowerin

ability than their Caucasian peers on tasks involving

verbal, quantitative, and short-term memory. Theabil-

ities tapped by these tests are often linked to success

in school. Thus, Mexican students not surprisingly

generally perform in school at achievement levels

lower than Caucasians. Using these results, Laosa sug-

gests that Mexicans appear to be disadvantaged in

measuredabilities that may be required for successin

school.

R. Taylor and S. Richards (1991) compared the

abilities on subtests of the Wechsler scales of black,
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Hispanic, and Caucasian children when overall IQ was

held constant (i.e., all groups were equated on IQ).

These authors found that Hispanic children performed

better on nonverbal than verbal abilities. Specifically,

they scored highest on the Picture Completion, Block

Design, and Object Assembly subtests of the Wechsler

scale (see ETHNICITY, RACE, AND MEASURED INTELLI-

GENCE for a description of these measures). These

three subtests are believed to assess visual-spatial abil-

ities.

D. Saccuzzo, N. Johnson, and G. Russell (1992),

however, report that the discrepancy between verbal

and these nonverbal, visual-spatial abilities noted in

previous literature does not hold true for gifted His-

panic children. In their comparative study of gifted

Caucasian, Filipino, and Hispanic children using the

Wechsler Intelligence Scale for Children—Revised,

gifted Hispanic children obtained higher verbal than

performance scores. The difference, however, was

small (Verbal 130, Performance 128) and of no prac-

tical significance for the Hispanic group. Parentheti-

cally, although gifted African-American and Caucasian

children also obtained higher verbal than performance

scores (African-American: Verbal 130, Performance

123; Caucasian: Verbal 135, Performance 130), the Fil-

ipino group did not (Verbal 126, Performance 128).

Regarding the Hispanic group, Saccuzzo, Johnson, and

Russell (1992) note that their findings with gifted chil-

dren are different from those obtained from children

with average and below-average IQs. Specifically, the

latter found that as the IQ for Hispanic children in-

creases, the discrepancy between verbal and pertfor-

manceabilities decreases.

HYPOTHESES RELATING DIFFERENCES

IN INTELLIGENCE TO FIELD

DEPENDENCE/FIELD INDEPENDENCE

Explanations regarding IQ differences have focused

on issues pertaining to cognitive style, particularly field

dependence and field independence. As a cognitive

style, field dependence refers to tendencies to attend

more to cues in the environment, andfield independence

pertainsto a focus on internalized cues (Witkin, 1974).

Manyresearchers have noted that overall, Hispanic

children tend to be more field dependent when com-

pared to their Caucasian peers who are more field

independent (Kagan & Zahn, 1975; Ramirez & Price-

Williams, 1974; Sanders, Scholz & Kagan, 1976). The

relationship between field dependence/field indepen-

dence and various test scores may vary, however, for

Hispanic children based upon acculturation issues and

environmental setting (Knight etal., 1978).

In relation to measuresofintelligence, field-depen-

dent children tend to score lower overall than field-

independent children (Ramirez & Castaneda, 1974).

This situation is consistent with findings that Hispanics

generally score lower on IQ tests in comparison with

their Caucasian peers who are morefield independent.

M. Ramirez and A. Castaneda explain this finding as a

consequence of field-independent individuals’ relatively

higher scores on tests assessing analytical abilities.

Thus, the higher scores obtained by field-independent

individuals may derive from their relative strengths in

analytic abilities. An understanding of field depen-

dence/field independencein relation to culturalfactors

and hemispheric differencesis helpful in examining the

intelligence of the Hispanic racial/ethnic group.

Cultural Factors and Field Dependence/Field

Cultural factors affect the devel-

opment of cognitive style and performance on IQ

Independence.

measures. Differences in traditional versus dualistic

communities and generational membership(i.e., gen-

eration in the United States) have been specifically re-

ported in the literature. Traditional communities are

those that are rural and tend to have closer ties with

Mexico (Ramirez & Castaneda, 1974). Mexicans are

usually the majority of the population in traditional

communities that are located near the United States—

Mexico border in South Texas, New Mexico, and Cal-

ifornia. Dualistic communities tend to be located in

more metropolitan areas. Researchers have indicated

that more than families in dualistic communities, tra-

ditional communities appear to emphasize conformity

to authority, adherence to conventional practices, and

a priority to family and community over individual

needs (Buriel, 1975; Ramirez & Castaneda, 1974; Laosa

& DeAvila, 1979). Mexicans growing up in dualistic

communities generally experience greater pressure

to integrate the values of the mainstream American

culture, although evidence exists for dualistic com-

munities experiencing pressure to uphold traditional

Mexican valuesas well.
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As one might expect from these characteristics,

those Hispanics who were exposed to a dualistic

environment tended to have a relatively field-inde-

pendent cognitive style, whereas children in the

traditional communities tended to be more field de-

pendent. In addition, over time, both types of com-

munities demonstrated a progressive increase in field

independence (Laosa & DeAvila, 1979).

Changes in the relationship between cognitivestyle

within the traditional communityare also noted in ex-

amination of the “intergenerational cognitive styles” of

Mexican-American children (Buriel, 1975). Findings

indicate that there are generational differences in cog-

nitive style. In one study, first- and third-generation

Mexican-American children demonstrated greater field

dependence than second-generation children who

scored closer to the Caucasian norm ofgreater field

independence. Thestudy also indicated that third-gen-

eration subjects demonstrated the highestlevel offield

dependence.

HEMISPHERIC DIFFERENCES AND

FIELD DEPENDENCE/FIELD

INDEPENDENCE

Ramirez and Castaneda (1974) relate field depen-

dence/field independence to differences in the pro-

cessing of information in the two hemispheres of the

brain. This relationship is somewhat oversimplified

given the earlier discussion of these constructs and the

impact of community and generation.

Characteristics of the field sensitive (feld-dependent)

cognitive style are analogousto those identified with the

functioning of the right cerebral hemisphere, whereas

characteristics of the field-independent cognitive style

are similar to those identified as functions of the left

hemisphere [p. 74].

The left hemisphere is linked to verbal abilities, and

the right hemisphere is linked to visual-spatial abili-

ties. Thus, findings of higher visual-spatial abilities

(i.e., higher scores on the performance subtests of the

Wechsler scale) in comparison with verbal abilities

indicate that Hispanics may have strengths in right-

hemisphere abilities. Studies have indicated that His-

panic children obtain high right-hemisphere scores

(Mitchell, 1987-1988). This hemispheric difference

may decrease as the overall intelligence of the individ-

ual increases as in the case of gifted students.

LIMITATIONS OF RESEARCH

Studies examining the intelligence scores obtained

by Hispanic groupsare oftencriticized in light of sev-

eral limitations that affect findings. Valencia (1979)

notes in his review that the research on Mexican in-

telligence in the second half of the twentieth century

has failed to control for the following concerns: socio-

economic status of the participants, language and test

translation issues, and cultural loading (the cultural

content of IQ tests linked to Caucasian middle-class

culture). The following discussion highlights limita-

tions related to these issues.

SocioeconomicStatus. A majorfindingin the

literature has been that, for each racial/ethnic group

studied, a relationship exists between socioeconomic

status and overall IQ. When higher and lower socio-

economic groups are compared, differencesin the level

(higher or lower scores) of abilities often occur, but

the overall pattern (profile of abilities across subtests)

remains similar (Lesser, Fifer, & Clark, 1965). Thus,

Hispanics with higher socioeconomic status tend to

score higher onintelligence tests than Hispanics with

lower socioeconomic status (McShane & Cook, 1985).

This finding is consistent throughout much of the His-

panic literature and is consistent with the findings in

numerous studies of Caucasian and Asian individuals.

The

relationship between language and intellectual perfor-

Language and Test Translation Issues.

mance is unclear (Valencia & Rankin, 1985). For ex-

ample, Olmedo (1981) found that tests written in

Spanish are often mistakenly used with people who

speak significantly different Spanish dialects. Difficul-

ties in assessing the abilities of bilingual children also

occur. For example, as discussed above Mexican-

American children whoare bilingual may demonstrate

different patterns of abilities given the nature of “bi-

linguality” (Matluck & Mace, 1973, p. 371).

There are also problems in test translation. R. Sa-

muda (1975) reports that translating tests into Spanish

does not solve problems because the test content in

the English version is culture-bound to the American

culture. Thus, items restated in different languages

may not overlap in meaning. In addition, when an En-

 

543



HISPANICS
 

glish word is translated into Spanish, the Spanish word

often has moresyllables than the English word. Thus,

these longer items (with more syllables) may reduce

recall on measures of memory for Spanish speakers

(Olmedo, 1981).

Valencia, Henderson, and Rankin (1981) further

emphasize the importance of language in the assess-

mentofintelligence. They state that the “single most

powerful predictor of mental performance wasa lan-

guage/schooling factor consisting of the language spo-

ken in the home, the language in which the test was

administered, the level of educational attainment of

the motherand father, and the country where the par-

ents were educated” (p. 528). The most “competent

children” in the study came from homes in which the

dominant spoken language was English. In addition,

these children were tested in English and their parents

had attained higher levels of education in the United

States rather than in Mexico. Valencia and associates

suggest that parents who have been educated in the

United States are more likely to communicate to their

children the culture of the school environment than

parents educated in Mexico. Many ofthe skills rein-

forced in the school environment are those that are

tapped bytests of intelligence.

Cultural Loading. Because ofthe differences in

the average IQs evidenced in the comparison between

the Hispanic racial/ethnic group and their Caucasian

peers, some researchers have suggested that cultural

loading may have an impacton intelligence test scores.

R. Figueroa (1983) indicates that cultural bias may be

a function of cultural loading, that is, the degree to

which the cultural background of the children being

tested approximates the backgroundofchildren in the

samples on which the intelligence test was developed

and normed. The more discrepant a child’s culture is

from the culture of the children upon which the test

is based, the more culturally loaded a test may be and

the more bias may be operating to lower IQ scores

artificially.

CONCLUSIONS

In general, most studies have indicated that His-

panic Americans tend to have lower mean IQ scores

than do Caucasians. The diversity of the subgroups

that comprise this racial/ethnicclassification, language

factors, cognitive style, socioeconomic status, cultural

loading, and generational differences each make diff-

cult the interpretation of the overall intelligence and

ability patterns of Hispanic Americans. Therefore, the

results of studies published to date must be interpreted

with caution because of the potential role these as yet

not well controlled variables potentially play in the

measured intelligence of groups of Hispanic Ameri-

cans.

(See also: ETHNICITY, RACE, AND MEASURED INTELLI-

GENCE.)
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HOLLINGWORTH, LETA S. (1886-1939)

The educational and adolescent psychologist Leta Anna

Stetter Hollingworth was born May 25, 1886, “in a

dugout on the White River,five or six miles from the

site of what is now Chadron, Nebraska...” (H. L.

Hollingworth, 1943, p. 2) in the even-now-rural
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northwestern part of that state. Her mother, born

Margaret Elinor Danley in Illinois in 1862, was “the

daughter of ... a migrant farmer and his wife” (p. 2).

Her father, John G. Stetter, born in Virginia about

1855, came from a “family ... of German-speaking

stock” (p. 10). He held a variety of positions and ini-

tiated several enterprises. “Always garrulous and

friendly, free with his resources to those for whom he

had no responsibility, taking in fact all responsibility

lightly, he became during his early and long residence

on the frontier a well-known character in that corner

of the state, and his name always provokeda tolerant

smile of recognition. He was in fact always a boy, and

never cameto feel the burden of the world, as did his

daughter, after him” (p. 11.) From such humble, seem-

ingly improbable origins arose one of the great women

of the first half of the twentieth century, working in

the nation’s largest city.

She received her B.A. degree in 1906, graduating

Phi Beta Kappa and summa cum laude from the Uni-

versity of Nebraska, Lincoln. In 1913 she received an

M.A. degree and Master’s Diploma in Education from

Teachers College, Columbia University, where she

also earned her doctorate in 1916. The University

of Nebraska awarded her an honorary LL.D. degree

in 1938.

Leta Hollingworth began as a scientific feminist,

one of the earliest and most experimentally rigorous.

She strove to destroy such myths as the notion that

womenare incapacitated mentally and physically dur-

ing their menstrual cycles and that the variability be-

tween men and womenandthegreaterability of men

in most intellectual areas is so great that few women

can aspire to achieve as well as the ablest men.Atfirst,

also, she was interested in low-IQ children. Then, in

1916 she tested an 8-year-old boy with Lewis M.Ter-

man’s (1916) newly published Stanford-Binet Intelli-

gence Scale, finding his IQ to be at least 187. From

shortly thereafter, her research, development, service,

and publications mainly concerned high-IQ boys and

girls. She was on the faculty of Teachers College of

Columbia University in New York City from 1916,

starting as an instructor and rising to full professor,

until her untimely death from stomach cancer in 1939

at age 53. In those relatively few years she revolution-

ized thinking about educationalfacilitation of the men-

tally gifted.

Also, she pioneeredin administering to such youths

difficult cognitive and physical tests designed for older

students. She showed that, especially on the former,

extremely high-IQ children could often equal or sur-

pass Columbia University graduate students or Yale

Law School entrants. This validation of above-age,

above-grade-level testing is the foundation for the ex-

tensive present use with bright 12-year-olds through-

out the United States of such difficult college-

admission examinations as the Scholastic Aptitude Test

(Stanley, 1990).

While Lewis M. TERMAN,far from New York City,

was studying high-IQ youths as they grew up, Hol-

lingworth was concentrating on helping them find the

educational opportunities she was convinced they

greatly needed and richly deserved. She expended

much time and energy on creating special classes for

them in New York City public schools. Concurrently,

she experimented with various aspects of “children

whotest at or above 135 I.Q. (Stanford-Binet)”: size

and strength, musical sensitivity, tapping rate, neuro-

muscular capacity, and the intelligence quotients of

their siblings (Hollingworth, 1990, pp. 160-161).

A numberof Hollingworth’s articles about intel-

ligence and exceptionally intelligent children were pub-

lished in magazines intendedfor the intelligent layperson.

She was both scientific researcher and expositor, always

eager to point out the advantages and responsibilities

that great mentalability confers on its possessors, their

parents and teachers, and society itself.

She was a prolific writer: nine books, eighty-two

articles, many reviews, summaries, memoranda, and

reports, and more than a thousandletters a year. Her

best-known worksare Gifted Children (1926) and Chil-

dren above 180 I.Q. Stanford-Binet (1942). The latter was

completed and published after her death by her hus-

band, Harry L. Hollingworth, himself an outstanding

psychologist. A year later, he published a loving but

objective and factual biography of her, containing a

complete record of her publications and of publica-

tions about her (Hollingworth, 1990, pp. 159-168).

The biography, long out of print, was updated and

republished in 1990.

Leta Hollingworth was one of the leading psychol-

ogists of her time and among the few womenin those

days who becamefull professors at major universities.

She worked largely without grants, adequate office
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space, or muchsecretarial help. Her work, virtually

forgotten after her death, has been revived recently as

a stellar exemplar of what professional women can do.

She was the cofounder of the worldwide gifted-child

movement, contemporary with Lewis M. Terman but

working largely independently of him. Many of her

insights into the meaning of high IQs and of the po-

tentialities of extremely bright boys and girls are as

valid today as when she produced her path-breaking

Gifted Children in 1926. Although Terman provided a

principal tool (his 1916 intelligence scale) needed to

identify high-IQ youths, Hollingworth developed pro-

cedures for nurturing them educationally. Especially,

she studied the academic concomitants and possibili-

ties of high intelligence.
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HUMPHREYS, LLOYD G. (1913- ) Lloyd

Girton Humphreys was born in Lorane, Oregon, to a

working-class family. He earned a B.S. from the Uni-

versity of Oregon (1935), followed by an M.A. from

Indiana University (1936), and a Ph.D. in psychology

from Stanford University (1938), under the direction

of E. R. Hilgard. His early research started in the do-

main of individual differences; his first publication

(Buxton & Humphreys, 1935) was titled “The Effect

of Practice upon Intercorrelations of MotorSkills.” For

his doctoral and some subsequent research, however,

Humphreys madesubstantial contributions to the ba-

sic experimental learning literature regarding the na-

ture of partial reinforcement (e.g., Humphreys, 1939).

Although Humphreys briefly held faculty appoint-

ments at Northwestern University, the University of

Washington, and Stanford University, a substantial

part of his research career has been devoted to military

testing—from 1942 to 1945, as a memberof the Army

Air Forces Aviation Psychology Research Program dur-

ing World WarII (e.g., Humphreys, 1947), and from

1951 to 1957, as research director, Personnel Labora-

tory, Air Force Personnel & Training Research Center.

In 1957, he joined the faculty at the University of Il-

linois at Urbana-Champaignas a professor of psychol-

ogy. He remainedin this position until his retirement

in 1984. He continued to write on intelligence and

related topics in his position as emeritus professor of

psychology and education at the University ofIllinois.

Humphreys wasthe president of the Psychometric So-

ciety, president of two divisions (5 and 19) of the

American Psychological Association, and served as ed-

itor of two journals: Psychological Bulletin and American

Journal of Psychology.

INTELLIGENCE THEORY

The initial formulation of Humphreys’s theory of

intelligence is contained in his 1961 Presidential Ad-

dress to Division 5 (Evaluation and Measurement) of

the American Psychological Association (Humphreys,

1962). In this address, Humphreys outlined a facet-

based approach to humanabilities that leads to a hi-

erarchical structure of intelligence, with a broad,

“general factor,” and less broad subsidiary factors. Al-

though the ultimate conceptualization of a hierarchy

of factors does not differ fundamentally from other

such hierarchical theories, the foundation for Hum-

phreys’s hierarchy is different—it incorporates the

construct of test homogeneity with respect to facet-

based analysis. That is, Humphreys demonstrated that
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test construction, factor analysis, and ability theory are

intertwined—ignoring one part of the equation jeop-

ardizes the veracity of conclusions that can be made

about the other parts of the equation. One primary

implication of Humphreys’s facet-based analysis was

that the distinctions among intelligence, aptitude, and

achievement tests are inherently problematic, partly

because of the arbitrary dependence on test homoge-

neity for suchclassifications (e.g., Humphreys, 1974).

More recent formulations of Humphreys’s theory

of intelligence have focused on the nature and impor-

tance of the factor of generalintelligence (e.g., Hum-

phreys, 1979, 1985). His conceptualization of general

intelligence owes muchto early association theorists,

such as G. Thomson, E. L. Thorndike, R. Tryon, but

also to G. A. Ferguson’s theory of learning andintel-

ligence. The concept has been stated as follows: “In-

telligence is the resultant of the processes of acquiring,

storing in memory,retrieving, combining, comparing,

and using in new contexts information and conceptual

skills” (Humphreys, 1979, p. 115).

INTELLIGENCE AND RESEARCH

METHODOLOGY

Humphreys’s contributions to research methodsare

many andvaried. Several of these contributions have

provento be integral to the interpretation of data from

intelligence and ability investigations. Few modernin-

telligence theorists have been able to avoid the scru-

tiny of Humphreys’s incisive methodologicalcriticisms

and reanalyses. Overthe years, Humphreys has count-

ered the methods and conclusions of, for example,

R. B. CATTELL (“Critique of Cattell’s “Theory of fluid

and crystallized intelligence: A critical experiment’ ”;

Humphreys, 1967); A. R. JENSEN (“Jensen’s theory

of intelligence”; Humphreys & Dachler, 1969); J. R.

Kirby and J. P. Das (“Doing research the hard way:

Substituting analysis of variance for a problem in

correlational analysis”; Humphreys, 1978); and R. J.

Sternberg (“Inadequate data in, attractive theory out;

Humphreys, 1982). Humphreys also demonstrated

that so-called Piagetian tests of intelligence share sub-

stantial variance with traditional intelligence quotient

(IQ) tests (Humphreys & Parsons, 1979).

The Simplex. Oneof the core areas for Hum-

phreys’s attention has been the investigation of the

“simplex” structure of some types of correlational

data. (Although the simplex pattern has a quantitative

specification, the critical concept is that for any vari-

able measured on multiple occasions[e.g., IQ], corre-

lations between closely spaced testing periods are

higher than for testing periods more distantly spaced.

As a generalrule, as the numberof intervening testing

periods increases, the correlations between initial and

final level decrease.) As Humphreys notedin his pres-

idential address to the Psychometric Society in 1959

(Humphreys, 1960), the simplex is a fundamental

property of manytypes of longitudinal data—notjust

IQ measures, but also learning data and nonpsycho-

logical phenomena, such as the weather and height. A

fundamental finding by Humphreys wasthatit is psy-

chologically indefensible to subject simplex-patterned

data to some methods of commonfactor analysis. Such

analyses yield misleading findingsof so-called early and

late factors.

In the ensuing decades, Humphreys and his stu-

dents devoted substantial study to the ubiquitous sim-

plex-like patterning of multi-occasion correlation

matrices. The research occurred in the context of

intellectual development (e.g., Humphreys, Davy, &

Park, 1985; Humphreys, Park, & Parsons, 1979) and

the context of predicting academic grades during col-

lege (Humphreys, 1968).

Factor Analysis. In addition to the simplex,

Humphreysandhis colleagues have contributed to the

methodsfor factor analysis, a backbone for investiga-

tion ofintellectual abilities. Most notable, perhaps, is

the development of a parallel analysis procedure (in

collaboration with R. Montanelli), which allows for an

objective, statistically based criterion for determining

the numberoffactors underlying a matrix of correla-

tions (Humphreys & Montanelli, 1975; Montanelli &

Humphreys, 1976).

INTELLIGENCE AND PUBLIC POLICY

Never one to shy away from discourse on volatile

issues, Humphreys was at the vanguard of psycholo-

gists willing to discuss implications of intelligence re-

search on sex, race, ethnic group, and socioeconomic

status differences. Humphreys contributed to the dis-

cussion of the heritability of intelligence (e.g., Hum-

phreys, 1971), as well as to the definition and
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assessment of bias in ability testing (Cleary et al.,

1975). He documented a wide array of differences in

academic achievement of different ethnic and racial

groups, and presenteda series of recommendations for

remediation (Humphreys, 1988). Other issues related

to public policy and intelligence were also discussed

(e.g., Humphreys, 1989). While so many contempo-

rary psychologists were content to offer only heated

discussion, Humphreys’s critical evaluation of group

differences in intellectual abilities, similar to his eval-

uation of research methodsin other domains, provided

truly thoughtful and objective discussion of theissues.
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HUNT, JOSEPH MCVICKER (1906-1991)

The American psychologist Joseph McVicker Hunt

was born March 19, 1906, and raised on a farm in

Scottsbluff, Nebraska, the son of R. Sanford and Carrie

Pearl (McVicker) Hunt. He attended local public

schools and the University of Nebraska in Lincoln,

graduating in 1929. He remained there to study with

J. P. GUILFORD, completing his M.A. in 1930, but then

moved to Cornell University to work with Madison

Bentley, finishing his Ph.D. in 1933. Hunt’s early in-

terests centered on personality, psychopathology, and

the neurological as well as experiential underpinnings

of personality disorders. To expandhis training in this

area, he did postdoctoral work at the New York Psy-

chiatric Institute and at Worcester State Hospital in

Massachusetts. Although Hunt’s interest in personality

functioning continued throughout his life, his best-

knownpublication on this topic is the two volumes of

Personality and Behavior Disorders, which he edited in

1944, and which became a standard reference text in

the emerging field of clinical psychology for many

years. In recognition of his achievements in this area,

Huntreceived in 1976 the Distinguished Contribution

Award from the Division of Clinical Psychology of the

American Psychological Association.

Hunt’s first regular academic position was at Brown

University, where he started research withrats on the

effects of early rearing environments in order to ex-

amine psychoanalytic insights into the development of

personality characteristics. During this time, the Yale

group around Clark Hull became an important refer-

ence group for him, and he oriented his thinking to-

ward the predominant behavioristic psychology.

Hunt’s interestin intelligence grew out of his con-

cern with the effects of early experience. Having rec-

ognized the extremely important influence of early

experience on personality development, he also began

to question the prevailing view of predetermined in-

tellectual ability. After moving to the University of

Illinois in 1951 and starting to examine the effects

of child-rearing practices from a broad historical per-

spective, Hunt became impressed with the evidence

for plasticity in intellectual development. This led

him to question the assumptions that intelligence,

particularly as measured by IQ tests, is genetically

predetermined, impervious to the environmental cir-

cumstances during development, and unchanging in

character. These efforts resulted in the publication of

his most influential book, Intelligence and Experience

(1961).
This book crystallized a major shift in thinking

about the nature ofintelligence andits determinants.

Huntintegrated a great deal of varied evidence to sup-

port a conception ofintelligence in terms of central

processes that undergo qualitative transformations dur-

ing development and are quite open to the effects of

experience. In this work, he brought together the

theorizing of D. O. HEBB and of Jean PIAGET to present

a view of intelligence as an information-processing

system, subject to environmental influences during

developmentat the level of neuroanatomical and neu-

rological structuring as well as at the psychological

level of motivation and attainment. Hunt suggested

that a discrepancy between expectation and environ-

mental demandsserves as the major motivating force

for intellectual effort, describing it as motivation in-

herent in information processing and action,or intrin-

sic motivation. He raised the possibility that the limit

of humanintellectual potential might be much greater

than is typically attained, because the conditions of

optimal discrepancyat different levels of development

are not known.

This book became a focus for efforts to improve

the intellectual functioning and educational achieve-

ments of children from poverty and general under-

privilege and contributed to the vision embodied in

Project Head Start. Hunt became an important figure

in attempts to expand opportunities for early educa-

tion of such children. He chaired the Presidential Task

Force on Child Development, which produced the re-

port “A Bill of Rights for Children” in 1967 and rec-

ommended Follow Through classrooms as well as

neighborhood Parent and Child Centers in order

to mobilize the broader support needed to foster

children’s educational achievement. Many of Hunt’s

writings dealing with early education and intellectual

functioning were gathered into The Challenge of Incom-

petence and Poverty (1969).

Hunt believed in the relevance of research evidence

for understanding humanfunctioning, so he started an

ambitious research program to determine the ingre-

dients of stimulating and development-fostering envi-

ronments during infancy. He found collaborators in

Greece and Iran to help him evaluate the intellectual
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development of infants being reared in orphanages

where only minimal attention was being given to the

infants’ psychological needs. In order to examine the

effects of introducing different kinds of environmental

stimulation on development, Hunt thought that a new

kind of assessment instrument was needed. The re-

sulting scales (constructed in collaboration with Ina C.

Uzgiris, 1975) were groundedin the Piagetian concep-

tion of qualitative transformation anddifferentiation of

intelligence with development. They differ from stan-

dard intelligence tests in that individual performance

is compared to sequential developmental landmarks

rather than to norms achieved by chronological age

groups.

On the basis of subsequent research, Hunt became

convinced that a large part of the relevant environ-

mental effects on intelligence are mediated by social

facilitation of interest, curiosity, and trust in one’s

competence. Thus, indirectly, he was broughtfull cir-

cle to his original interest in personality characteristics,

but now his interest was about their relevance to in-

tellectual functioning. Hunt received in 1979 the Gold

Medal of the American Psychological Foundation for

his lifelong achievements.

Hunt’s major contribution to the understanding of

intelligence was his freeing of psychology from the

assumptions of fixed and predetermined intellectual

levels, largely impervious to postnatal experience.

Without moving purely to a mentalistic plane, Hunt

offered an alternative conception of intelligence as an

information-processing system, grounded in the de-

velopment of neural structures, responsive to stimu-

lation available during the early years of development,

and undergoing qualitative transformations in the

years of growth in childhood. In the case of humans,

he saw that the environments are very muchself-

selected or self-created, and, therefore, posited the

importance of intrinsic motivation for intellectual de-

velopment. This led him to urge research for optimal

educational programs that would foster intrinsic mo-

tivation, self-confidence, curiosity, venturesomeness, a

broadening of experience and the construction of in-

tellectual competencies to deal with a wider range of

problems and a general increase in problem-solving

ability.

(See also: NATURE, NURTURE, AND DEVELOPMENT.)

BIBLIOGRAPHY

HAyYwoob, H. C. (1992). Joseph McVicker Hunt (1906-

1991). American Psychologist, 47(8), 1050-1051. Obituary.

Hunt,J. McVv.(1944). Personality and the behavior disorders (2

vols.). New York: Ronald Press.

Hunt,J. McV. (1961). Intelligence and experience. New York:

Ronald Press.

Hunt, J. McV. (1965). Intrinsic motivation and its role in

psychological development. In D. Levine (Ed.), Nebraska

symposium on motivation (Vol. 13, pp. 189-282). Lincoln:

University of Nebraska Press.

Hunt,J. McV. (1969). The challenge of incompetence and pov-

erty: Papers on therole ofearly education. Urbana: University

ofIllinois Press.

Hunt, J. McV. (1971). Intrinsic motivation: Information

and circumstance. In H. M. Schroder & P. Suedfeld

(Eds.), Personality theory and information processing (pp. 85—

130). New York: Ronald Press.

Hunt,J. McV. (1971). Intrinsic motivation and psycholog-

ical development. In H. M. Schroder & P. Suedfeld

(Eds.), Personality theory and information processing (pp. 131—

177). New York: Ronald Press.

Hunt,J. McV. (1974). A professional odyssey. In T. S. Kra-

wiec (Ed.), The psychologists (Vol. 2, pp. 135-202). New

York: Oxford University Press.

Hunt, J. McV. (1979). Early psychological development and ex-

perience. Worcester, MA: Clark University Press.

Uzairis, I. C. (1979). Hunt, J. McVicker. In D. L.Sills (Ed.),
International encyclopedia of the social sciences (Vol. 18, pp.

330-333). New York: Free Press.

Uzairis,I. on & Hunt,J. McV. (1975). Assessmentin infancy.

Urbana: University of Illinois Press.

INA C. UzairIs

HYPERACTIVITY The term hyperactivity is

commonly used to describe the behavior of troubled

children. Despite the popularity of this label, a lot of

confusion, conflict, and misunderstanding exists about

it. Teachers, doctors, psychologists, and parents often

use the term, but much controversy about its exact

definition, measurement, and cause persists. Many

questions remain, although some have been answered.

Does it mean something is wrong with the brain?Is it

the parents’ fault? What can be done to treat it?

Should it really be treated? Won’t eating the right
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foods make it go away? Isn’t it usually outgrown

anyway?

Hyperactivity has been used to meanseveral things-

in the recent history of psychiatry and psychology, and

this has been the cause of a good dealof the confusion.

Whenusedto describe a symptom,the term refers to

a quantity and speed of physical movementthatis sub-

stantially greater than that of most people of the pa-

tient’s age. Any number of problems, illnesses, and

disorders can cause the symptom of hyperactivity. The

term can also be used as the nameofa specific psy-

chiatric or psychological disorder, which is currently

known as ATTENTION DEFICIT HYPERACTIVITY DISORDER

(ADHD). Patients displaying this disorder are charac-

terized by a combination of symptomsthat include

problems with inattention, impulsivity, and hyperac-

tivity. People who display the symptom of hyperactiv-

ity alone do not necessarily have the disorder itself,

and people with this disorder do not necessarily dis-

play the symptom of hyperactivity.

HYPERACTIVITY AS SYMPTOM

There is no universally accepted way to define pre-

cisely how muchactivity constitutes hyperactivity. The

diagnostic criteria for this symptom in the American

Psychiatric Association’s Diagnostic and Statistical Manual

ofMental Disorders (DSM) merely state that the behavior

is “considerably more frequent than that of most peo-

ple of the same mental age.” Thus, the behavior must

be assessed in comparison with others and cannot be

evaluated concretely without a good bit of experience.

What might appear to be excessive overactivity to a

young, first-time parent may be regarded as normal to

parents of several children, who have learned to ex-

pect a range of activity levels from their children. Hy-

peractivity as a symptom tends to vary in appearance,

depending on a numberoffactors, including the situ-

ation the child is in, the age of the child, the amount

of stimulation or distraction in the environment, and

the child’s familiarity with the setting.

To evaluate properly the possibility that a child is

displaying the symptom of hyperactivity, both age and

situational factors need to be taken into consideration.

Activity levels that are normal and expected for an

average 3-year-old would be considered very symp-

tomatic if observed in a 10-year-old. The hyperactivity

symptom also manifests itself differently in respect to

age. For those children who display hyperactivity as

early as infancy, a history of irritability, colic, and

sleeplessness is reported. Parents frequently report

that during the toddler stage their child never really

learned to walk but seemed to learn to run first, as if

wound up and driven by a motor. They describe a

“whirling dervish” sort of child who was constantly

moving, getting into things, climbing, and jumping.

Such behavior puts these children at considerably

greater risk of accident and injury, with trips to doc-

tors and emergency rooms something of a common

occurrence.

As the child enters preschool and early elementary

school, the symptom of hyperactivity becomes more

apparentas teachers, well used to the normal range of

childhood activity, note that these children have con-

siderably more trouble settling down to quiet and sed-

entary activities than their classmates. Such children

cannot seem to stay in their seats, often talk out of

turn, and are easily frustrated. Normal attempts to

help them to regulate better their activity levels meet

with little success, resulting in frustration for adults

and children alike. At this age and onward into early

school years, movements that appear to have no good

purpose are often observed as the child constantly

fidgets, squirms, twists, taps, and wriggles hands, feet,

and fingers. This quality of fidgetiness often continues

into adolescence and beyond, though more noticeable

overactivity and “hyperness” are often outgrown.

Situational factors also appear to have an influence

on the hyperactivity symptom. In fact, some research-

ers believe that it is not the amount of overactivity

that is the problem but, rather, that the overactivity

occurs in inappropriate settings or situations (Cope-

land & Walraich, 1987). Some children appear appro-

priate and normalin somesettings and hyperactive in

others. For example, on the playground, a child with

hyperactivity is not much different from others, since

high amountsof activity are quite normal there. Some-

times differences between home and school behavior

are observed. As a rule, these behaviors are most ob-

vious in situations that call for quiet, seated, focused

attention. They are more likely to emerge when the

individual is bored or uninterested in what is going on

and least likely to appear when the childis absorbed,

interested, and stimulated to attend. Not surprisingly,
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classroom,library, and lecture type settings seem to

elicit these behaviors. In new or novel situations, such

as initial visits to a new doctoror first meetings with

a new teacher, hyperactive behaviors are often absent

or minimal. Children who can sit for hours mastering

a new, exciting video game may be unable to focus on

a schoolroom activity for more than a few minutes.

To assess and measure the amount of hyperactivity

an individual displays, clinicians have developed a

number of measurement tools. Such tools are an im-

portant means of turning observations of behavior

based on impressions into more objective, measurable

descriptions. Just as a thermometer measures the tem-

perature of a room and turns that into a number, so

these tools help to quantify activity levels and other

behavior. Two basic types of tools used to measurethis

behavior are rating scales and movement-monitoring

devices.

Rating scales have been developed for teachers and

parents to use when observing a child’s behavior. A

numberof characteristics, such as restlessness or fail-

ure to finish tasks, are rated on a zero (none) to four

(very much) basis, and the total score is the sum of

each ofthe ratings on each characteristic. With proper

treatment, these total scores tend to drop rapidly, in-

dicating a reduction in the symptom.

Electromechanical movement-monitoring devices,

which actually measure the amount of physical move-

ment a person makes, are sometimesused to study the

problem. Usually attached to a child’s wrist or ankle,

these watchlike electronic devices record the number

of movements made during a set period of time. De-

vices such as these revealed that hyperactive children

are no moreactive than other children on the play-

ground but much moreactive than othersin the class-

room. These tools are important for several purposes,

including measuring the effect possible treatments for

hyperactivity and comparing the level of hyperactivity

children may display in different settings.

CAUSES OF HYPERACTIVITY

Once it has been determined that someoneis dis-

playing the hyperactivity symptom, the next step to-

ward treatment is to seek the symptom’s root cause.

Any numberof medical, neurological, and psycholog-

ical disorders can cause hyperactivity. The list of prob-

lems that can cause this symptom is a relatively long

one, though many of the potential causes are quite

rare. It is important to consider other potential causes

when hyperactivity is observed so that a treatment

that addresses the root cause can be provided. Several

types of psychiatric, psychological, neurological, and

environmental problemscan result in, or be associated

with, hyperactivity. They include depression, anxiety

disorders, learning disabilities, mental retardation, au-

tistic disorder, chaotic social environments, Tourette’s

syndrome,seizure disorders, lead poisoning, and cer-

tain medications. Sorting through these root causes is

not a simple matter and requires a good deal of train-

ing and experience. Many doctors and school counse-

lors routinely consult with specialists in psychiatry,

neurology, clinical psychology, and special education

to determine whatlies behind the symptom and decide

on the correct treatment.

Several authors have proposed that dietary factors,

including food allergies, sugar hypersensitivity, and

food additives, are a common root causeof hyperac-

tivity. Very elaborate and often expensive nutrition

systems that seek to eliminate these food components

have been developed to treat the problem, and whole

families have emptied out their cupboards and altered

their nutritional habits in an effort to help a hyperac-

tive family member. While a certain numberof fami-

lies who have tried these diets have reported them to

be helpful, attempts to determinescientifically if such

approachesreally work have not been promising.

To test whether or not a new approachis actually

helpful, researchers must carefully construct a series

of experiments. In this process, an essential step is to

compare the outcome of people receiving the treat-

ment with a group receiving a seemingly very similar

type of treatment, called a placebo treatment. A pla-

cebo is medicine or treatmentthatis inert, or without

power, onethat lacks the crucial active agent but oth-

erwise is very similar to the “real” treatment. It is not

uncommon for 10-25 percent of patients to improve

in response to placebos. This responseis thought to be

due to the psychological effects of wanting to improve

and the “power of suggestion.” It is well documented

that people may respond to all sorts of ineffective

treatments as long as they believe that the treatment

has the powerto cure them. To prove that a particular

treatment is actually effective, rates of improvement
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from the actual treatment mustbesignificantly greater

than those observed as a result of placebo treatment

alone. Research of this nature has failed to demon-

strate that these dietary approaches are any moreef-

fective than placebo treatment. That is, about as many

children improve when put on a placebo diet as when

put on a diet that limits food additives, refined sugar,

or food colorings. While a certain few children may in

fact be sensitive to such substances, this is clearly a

rare root cause of hyperactivity (Goldstein & Gold-

stein, 1990).

HYPERACTIVITY AS DISORDER

Manyofthe children and adolescents who display

the symptom of hyperactivity also have significant

problems with inattention and impulsivity. They tend

to be easily distracted, seem notto listen to others,

and often appear to act without thinking throughtheir

actions. They have difficulty completing schoolworkin

an organized way, frequently move quickly from one

thing to another, finishing nothing. This disorder has

been called many things, including “minimal brain syn-
> 66drome,” “minimal brain dysfunction,” “hyperkinesis,”

“hyperkinetic syndrome of childhood,” “attention-

deficit disorder,” and “hyperactive syndrome.” The

current DSM term for this disorder is, as noted, atten-

tion deficit hyperactivity disorder.

Progress in medicine, psychiatry, and psychology

often comesas a result of identifying subtypes within

a diagnostic group, that is, a group whose members

uniquely share certain symptomsandlack others. This

subtyping allows the developmentofspecialized treat-

ments that are more effective for one subtype of a

disorder than another. A numberof attempts to iden-

tify unique subtypes within ADHD in the past have

failed to yield such diagnostic specificity. Modern re-

search has been focused on the importance of the hy-

peractivity symptom in ADHD.In one study, ADHD

children with hyperactivity (ADHD + H) had consid-

erably more problems with self-control, impulsivity,

and aggression than did ADHD children who lacked

prominent hyperactivity (ADHD —H). ADHD+H

children also had more problems getting along with

their peers, were more often suspended from school,

and tended more toward delinquent and antisocial ac-

tivities than did those without hyperactivity. The

ADHD —H children were described as equally inat-

tentive but significantly more confused, daydreamy,

listless, apathetic, and lost in thought than their

ADHD +H peers (Barkley, DuPaul, & McMurray,

1990). Earlier studies had found that ADHD + chil-

dren havesignificantly more trouble getting along with

other children than ADHD — H youngsters, with more

ADHD +H voted “least liked” child in the classroom

(Carlson et al., 1987). The tendency in ADHD +H

children to interrupt other children’s games and con-

versations, their failure to wait their turn during play,

their problems responding to social cues, and their

tendency to be overly loud and aggressive lead to such

peer rejection.

While evidence continues to accumulate that

ADHD +H and ADHD —H mayrepresent separate

but overlapping disorders, there is not yet muchevi-

dence that this has strong implications for treatment.

Some researchers have suggested that ADHD +H

children are morelikely to respond to stimulant med-

ications than ADHD —H children, but firm conclu-

sions in this area can not yet be drawn (Cantwell &

Baker, 1992).

INTELLIGENCE AND OTHER

CORRELATES OF HYPERACTIVITY

Whether hyperactivity occurs as an isolated symp-

tom or as part of a more pervasive ADHD disorder,

this problem has profoundeffects on the child and the

family. For any given child, it is impossible to say to

what degree personality characteristics and behavior

are the result of inborn temperamentor of experiences

in life. At the same time, it is impossible to say just

how muchofthe family conflict and academic failure

can be prevented or avoided if the problem is appro-

priately treated. Nonetheless, it is clear that these

symptoms and resulting difficulties are related and

have a clear impact on the family, the child’s self-

esteem, and ultimately on society.

Ordinarily, by the time a hyperactive child reaches

the age of 6 or 7, he or she will have repeatedly ex-

perienced a good deal of exasperation, irritation, and

rejection from parents, teachers, siblings, playmates,

and others. The world is seen by such a child as a

negative, punishing, rejecting place, and this world-

view has a tremendous effect on the child’s sense of
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self-worth and opinion of others. Such children come

to expect criticism and feel helpless to please others.

A rejected child is more likely to feel frustrated and

to act aggressively. Thus, a vicious cycle of failure,

frustration, rejection, and anger is formed. Early

schooling requires a great deal of boring repetition,

practice, and patience. A child who consistently fails

to succeed in such an environmentbecause of inatten-

tion, impulsivity, or hyperactivity falls further and fur-

ther behind and hasterrible difficulties mastering the

basics of reading, spelling, and arithmetic. Many of

these children regard themselves as stupid and are

treated as a “retard” by their classmates, despite their

normal IQs. They understandably see others as mean,

demanding, and unhelpful. Reaching junior high only

amplifies these problems, as the adolescent moves

from classroom to classroom, from teacher to teacher,

and begins to get more homework requiring planning,

self-direction, and organization. Even if hyperactivity

diminishes as the child matures, it is very difficult, if

not impossible, to catch up academically and to undo

the effects on self-esteem and relationships with oth-

ers. Many such children simply give up and,totally

soured by the school experience, drop out.

Similar effects are seen in the family. The hyper-

active child’s problems add greatly to the tensions of

normal family life. These children seem impossible to

control and do not seem to listen or be affected by

attempts to discipline. Such children are disappointing

to their parents, who feel inept, angry, guilty, and

helpless. Attempts to control their behavior through

discipline may become harsh, inconsistent, and ex-

treme. Other children in the family may be viewed as

“good” and the hyperactive child as “bad,” contribut-

ing further to tensions, resentment, and conflicts

within the family and to the child’s sense of worth-

lessness. By the time adolescence is reached, even if

the child’s hyperactivity diminishes, the foundation of

conflict within the family has been established, and

tends to worsen as the normal rebelliousness of the

teenage years emerge. Many such young people simply

give up and run away.

It was long thought that these problems were usu-

ally outgrown as part of the normal process of matu-

ration, but a great deal of evidence now shows

problems extending into the late teen years and be-

yond. For example, R. G. Klein and S. Mannuzza

(1991) reviewed the long-term outcomeof hyperactiv-

ity in childhood. Their review included studies of pa-

tients diagnosed in childhood as hyperactive who were

reassessed in adolescence and adulthood. It revealed

that a substantial subgroup who remain hyperactive

develop antisocial personality disorders and serious

drug-abuse patterns, both of which are related closely

to the emergence of criminal behavior, arrests, and in-

carceration. At present, no direct meansof identifying

which subgroup of hyperactive children will become

antisocial adults is available. Many clinicians believe

that treating hyperactivity in a multimodal fashion,

with a combination of medications, psychotherapy,

family therapy, and academic assistance, can prevent

this spiral into antisocial behavior, but research sup-

porting this belief is still sparse. It is clear that such

treatment improves concentration, decreases impulsiv-

ity and hyperactivity, improvespeerrelationships, and

thus holds the hope of reducing negative effects of

hyperactivity on school and family life. Whether or

not such treatment impacts the long-term outcome

remains unclear, and research along these lines is on-

going.

THE OUTLOOK

Hyperactivity and related problemsseriously affect

6-9 percent of children at some point in their lives.

Research investigating its causes, typical course, mea-

surement, and treatment continues. Despite hundreds

of scientific studies, there is still a great deal we do

not know about this surprisingly common malady.

New andhighly sophisticated technical methods of in-

vestigation in neurology, including techniques for

scanning and monitoring the brain’s electrical and

chemical functioning, will likely allow further under-

standing of the nature of the symptom itself and may

lead to even better treatment strategies. Improved

methodsfor formally assessing the mental and psycho-

logical causes andeffects of hyperactivity are also being

developed by clinical neuropsychologists and educa-

tors. Incomplete but growing evidence suggests that

hyperactivity may well be a significant root cause of

many forms of alcohol and substance abuse, delin-

quency, educational failure, child abuse, spousal abuse,

depression, violence, criminality, and personality dis-

orders. Future investigation of the relationships be-
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tween hyperactivity and each of these serious social

problems will surely shed new light on many of these

issues, with the exciting prospect that some of them

can be prevented from emerging with propertreat-

ment. Scientific understanding of hyperactivity is in-

creasing rapidly and with it grows the hope thatits

many negative effects can be avoided.

(See also: LEARNING DISABILITY.)
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ILLITERACY

read and write in order to function in society. Esti-

Illiteracy refers to the inability to

mates of the number of Americans whoare illiterate

vary widely, from 27 million to 72 million people, de-

pending on the standard one uses to define the ability

to read and write well enough to function in society.

A numberof factors are related to the incidence of

illiteracy, including amount of education, extent of

language knowledge, methods used to teach reading

and writing, level of intelligence, and presence of

learning disabilities. Treatments designed to combatil-

literacy vary as a function of program goals and clien-

tele served. For individuals who are out of school,

approaches include volunteer and competency-based

programs, workplace programs, and family programs.

For those in school, approaches include remedial and

preventive programs.

HOW MANY AMERICANS

ARE ILLITERATE?

Over the years, the level of reading and writing

ability deemed necessary to function in American so-

ciety, along with the ways in which those levels were

measured, changed (see Cook, 1977; Sticht, 1988).

There have also been considerable changes in the num-

ber of adults classified as functionally illiterate.

During the 1940s, the Census Bureau began to col-

lect data on the number of years of schooling com-

pleted. Having completed less than five years of

education became the standard used to define func-

tionalilliteracy. Based on that standard, nearly 14 per-

cent (10 million) of adults over 25 years of age were

functionally illiterate in 1940. By 1960, about 8 per-

cent (8 million people) were reported to be the same.

By then, analysts had begun to argue that less than an

eighth-grade level of education put individuals at risk

for functioning in society. Using that standard, the

numberof functionally illiterate adults rose to 22 mil-

lion. More recently, a high school levelof education

has been used as a measure of what is required for

success in a technologically complex society. Accord-

ing to 1980 census figures, more than 50 million

out-of-school American adults lacked a high school

diploma.

Results from the National Assessment of Educa-

tional Progress (Kirsch & Jungeblut, 1986; NAEP,

1985) are yet another way toillustrate how standards

affect estimatesofilliteracy. According to these data,

less than 1 percent of American adults aged 21 to 25

years of age were unable to sign their name. About 5

percent could not locate factual information in a short

newspaper article. Approximately 25 percent were un-
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able to write a letter explaining that a mistake has been

madein billing charge. About 40 percent could not

answer a question based on a graph. More than 60

percent could not understand the main idea of an ed-

itorial from The New York Times. More than 90 percent

were unable to describe the difference between two

types of employee fringe benefits after having read

about each.

ILLITERACY AS A CONTINUUM

The easiest way to think about the problem ofillit-

eracy and those who experience it may be to think of

a continuum, one based on the knowledge and skills

that people have, along with the kindsofliteracy tasks

they are and are not able to do (Chall, 1987).

At one end of the continuum would be those who

are unable to read or write at all, or those who can

read only the simplest of signs, labels, and instruc-

tions—not enough for informed citizenship or most

jobs. About 27 million adults would be consideredil-

literate according to this standard. Many people in this

group have long histories of difficulties in school. In-

cluded in this group as well are individuals with lim-

ited facility with the English language, most of whom

are alsoilliterate in their native language.

In the middle of the continuum are individuals who

have not yet learned to use their reading and writing

skills as tools for learning. This group reads some-

where between the fourth- and eighth-grade levels,

andis able to deal with tasks such as applications, sim-

ple instructions, and short newspaperarticles. Their

knowledge of words and meanings is fairly limited,

however, and they experience problems with tasks

that require coordination of two or more pieces of

information, usually because of lack of fluency in read-

ing and writing. Using this as our standard, 18 million

more American adults would beclassified asilliterate.

Toward the other end of the continuum are indi-

viduals who need help because they lack the knowl-

edge and skills necessary to compete in today’s job

market. Many of these individuals have completed

high school, butstill lack the linguistic and conceptual

knowledge and skills needed to read and write texts

at advancedlevels (Hirsch, 1987). If we use this as our

standard, 27 million more American adults would be

classified asilliterate.

See Chall (1983) for additional information on the

features of this continuum, and the reports from the

National Assessment of Educational Progress (e.g.,

Kirsch & Jungeblut, 1986; NAEP, 1985) for additional

information on proficiencylevels.

CAUSES AND CORRELATES OF

ILLITERACY

Why do so many Americans fail to acquire the

reading and writing proficiency required for their

needs? The mostcritical factor is education. Although

some children and adults appear to learn to read and

write without instruction, the vast majority acquire

literacy skills because they have been taught and have

had the necessary practice. The best evidence for this

is the international study of fifteen countries directed

by Robert L. Thorndike in 1973. Countries that pro-

vided more education had higher reading levels, and

within each country, those who attended school longer

had higher reading achievement. Number of years of

schooling was found to be positively related to the

literacy performances of the young adults in the Na-

tional Assessment study as well (Kirsch & Jungeblut,

1986).
Insufhcient knowledge of the English language is

another factor underlying the reading and writing dif-

ficulties of American children and adults. Technically,

difficulty in reading and writing a second language is

not considered a problem ofliteracy but of second-

language learning. However, many who needto learn

spoken and written English havelimited schooling and

literacy skills in their first language. According to 1987

U.S. Department of Education figures, English as a

second language (ESL) students made up about one-

third of the population of adult basic education stu-

dents.

Methods of teaching are also related to the inci-

dence ofilliteracy. For more than seventy years the

research on methods ofteaching beginning reading has

found that direct and systematic instruction including

letter-sound correspondences produces better results

than a method that focuses mainly on the meaning of

the text (Adams, 1990; Chall, 1967). Moreover, special

help given early to those who havedifficulty results in

higher reading achievement (Pinnell, 1989; Slavin,

1991),
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Anotherstrong correlate of literacy developmentis

verbalintelligence. In fact, the correlation of scores on

a test of reading comprehension and a paper-and-

pencil intelligence test is as high as that between two

comprehension tests (Thorndike, 1973-1974). It is im-

portant to note,in this regard, that reading and verbal

intelligence are not as highly related at the beginning

stages of reading development as they are at later

stages. Chall (1967, 1983) reports that the best pre-

dictor of early reading achievement(up to gradethree)

is facility with the phonemic and print aspects of

reading. Beginning with the fourth grade, verbal in-

telligence—and, in particular, knowledge of word

meanings—takes on greater importance. Thorndike

(1973-1974) found the same. Once decoding is mas-

tered, knowledge of word meanings is the best predic-

tor of reading comprehension. This is so because

materials written at the fourth-grade level and higher

include more unfamiliar, abstract, and literary words.

Also, children whoare good beginning readers tend to

read more, thereby spurring further growth in their

vocabulary knowledge and comprehension (see Stan-

ovich, 1986), and ultimately, their verbal IQ.

Extremedifficulty in learning to read and write oc-

curs also amongchildren and adults who have normal

or higher intelligence, good language, and adequate

schooling. An estimated 10 to 15 percent of the pop-

ulation have such difficulty (Carroll & Chall, 1975)}—

called, at different times, learning disability, specific

language disability, reading disability, and dyslexia. In

such cases, the problem is usually with the phonolog-

ical and print aspects ofreading, although these early

difficulties often bring a delay in the more advanced

aspects of reading and writing. Estimates of the num-

ber of adults at the lowest literacy levels who are

learning disabled run as high as 75 percent (Keefe &

Meyer, 1988).

WHATIS BEING DONE?

Programs to deal with the problem ofilliteracy are

quite varied in termsof their approaches andgoals and

the clientele they are designed toserve.

Volunteer programs often employ one-on-oneinstruc-

tional techniques, and include efforts at the national

level (like Laubach Literacy International and Literacy

Volunteers of America) as well as at the local church

and community level. These programs tend to serve

the adults with the most limited reading and writing

skills, despite the fact that even the best funded among

them is able to offer only about ten hours oftraining

to their volunteers (Chall, Heron, & Hilferty, 1986).It

has been estimated that only about 3 percent of the

adults whoneed help end up being reached through

these efforts (Mikulecky, 1990), and little research has

been conducted on the effectiveness of the methods

that these programsuse.

Competency-based programs serve students at higher

literacy levels than the volunteer programs, often with

the goal of helping them obtain a GED or High School

Equivalency Diploma. Instruction in competency-

based programs can occur on an individual basis or in

groups. The curriculum is usually divided into units,

and students work only on those units on which they

have yet to demonstrate mastery. Overall, these pro-

grams appear to reach about 50 percent of those who

do not complete high school, although only about 40

percent of those who study for the GED receive it

(Kirsch & Jungeblut, 1986).

Concern aboutilliterate workers has led many cor-

porations to initiate workplace literacy programs (Sticht,

1988). A recent estimate is that employers provide

training each year for 15 million adults (Mikulecky,

1990). Research showsthat specific literacy skills can

be developed successfully in particular job-related

contexts (Sticht, 1988).

Family literacy programs have their basis in the strong

positive relationship that exists between parents’ ed-

ucational levels and the achievement of their children

(Colemanetal., 1966). Among the 300 or so programs

that exist nationwide,all share the goal of improving

the literacy of parents and children by bringing them

together for learning activities. At present, little re-

search has been conducted on the effectiveness of this

approach. The Parent and Child Education (PACE)

program in Kentucky does report promising results,

however (Heberle, 1990).

Policymakers warn that more than one-third of

American children have “the deck stacked against

them” before they even enter school (Hodgkinson,

1991). As such, school-based solutions to the problem of

illiteracy, although hardly new, remain a top priority.

Research shows that today’s disadvantaged child who

reads below grade level and who fails a gradeis likely
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to be tomorrow’s high school dropout(Slavin, 1991).

Whendisadvantaged children are provided with good

literacy instruction, however, they learn to read and

write as well as their more advantaged peers (Chall,

Jacobs, & Baldwin, 1990). Moreover, adolescents who

lag far behind in reading and writing development can

be helped to close that gap while they are still in

school (Curtis, 1993).

A school-based reading improvement program at

Boys Town that uses individualized diagnosis and

groupinstruction (8 students to 1 teacher) has resulted

in gains of one year for each semester of instruction.

Courses in the program are tailored to students’ di-

agnostic profiles, stressing word recognition and de-

coding,fluency, knowledge of word meanings, reading

comprehension and studyskills, and so forth, depend-

ing on students’ strengths and needs (Father Flanagan’s

Boys’ Home, 1993).

Similar gains of one year per semester (20 hours of

instruction) have been found by the Harvard Adult

Reading Center, where adult students are given indi-

vidual diagnoses andinstruction based ontheir reading

patterns (Chall, 1991).

Practices that reviewers of research have found to

be effective for promoting literacy improvement in-

clude attending a school with extensive remedial pro-

grams, taking an extra readingclass during the school

day, and attending summer school (Braddock & Mc-

Partland, 1993). Less effective practices include be-

fore- or after-school coaching, mentoring programs,

and peer tutoring—perhaps because these kinds of

programsare notfocuseddirectly on reading and writ-

ing needs.

CONCLUSIONS

Although arguments persist about the actual num-

ber of Americans whoareilliterate, few would dis-

agree with the conclusion that the status of literacy in

this country is far from what it needs to be, particu-

larly given the growing complexity of everyday life

(Chall, 1987). National assessments have begun to pro-

vide reliable data on strengths and needs in reading

and writing, for both children and adults. A number

of different approaches for promoting literacy are

being tried. The next step will need to be more re-

search effort directed toward establishing which pro-

grams work for which groups, for what goals, and at

whatcost.

(See also: LANGUAGE AND INTELLIGENCE.)
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IMAGERY

tion or re-creation of people, objects, and events that

Imagery refers to the mental depic-

are not actually present. By closing one’s eyes and gen-

erating the appropriate image, for example, one can

imagine the face and voice of a best friend, how ap-

pliances are arranged in a kitchen, or the manner in

which an elephant runs. The experience of imagining

something is similar in many respects to that of ac-

tually perceiving something, and, in some cases, the

image can be exceptionally clear and vivid.

Imagery canalso be used to envision things that are

merely hypothetical. For example, a person can imag-

ine a creature consisting of the head of a chicken and

the bodyof a lion, and even explore how that creature

might behave—although nothing of the sort actually

exists. Imagery can thus be used not only to retrieve

past experiences, as when recalling how one’s room

looked when one wasa child, but also to explore new

possibilities.

There are manypractical uses of imagery in every-

day life. One can imagine the best route for getting to

work or school, novel ways of using tools, or creative

things to do on vacation. Imagery can even behelpful

in such commonactivities as cooking a meal. For ex-

ample, one might imaginethe likely texture, taste, and

appearance of a favorite chocolate cake if the recipe

were modified to include three additional egg whites.

Clearly, imagery is of considerable value in a variety

of activities. But how, exactly, does imagery contribute

to what wethink ofas intelligence? What aspects of

intelligence are influenced by imagery? To address

these questions, we consider some of the most impor-

tant functions of imagery, which have been explored

in recent experimental studies.

FUNCTIONS OF IMAGERY

Mental Image Scanning. When oneis asked

about the physical characteristics of something, such

as its size or features, it often helps to retrieve an im-

age and to imagine scanning it. For example, suppose

someone asked you whether Abraham Lincoln had

bushy eyebrows. Although few people would have ever

learned this as an explicit fact about Lincoln, most

could answer the question by imagining that they

were looking at a picture of Lincoln and inspecting

his eyebrows.

Retrieving and scanning an imagefacilitates whatis

called crystallized intelligence—the ability to recall useful

information when needed. How quickly this can be

done depends on several factors. Studies have found

that the time it takes to imagine scanning from one

feature of an image to another increases in proportion

to the distance scanned,as if one were actually scan-

ning a real picture or object (Kosslyn, Ball, & Reiser,

1978). In an image, as in a real object, it takes longer

to find a small feature than to find a large feature

(Kosslyn, 1975). For example, it is easier to tell what

an elephant’s eyes look like if you imagine that the

elephant is standing next to you, as opposed to stand-

ing on a distanthill. These and other studies on mental

image scanning are reviewed in Kosslyn (1980).

 

561



IMAGERY
 

Mental Rotation.

mentally rotate objects or patterns. This serves three

Imagery can also be used to

functions. First, it can help one to identify pictures or

objects that appear at unfamiliar orientations, as when

a photograph is turned around. Second,it enables one

to mentally align objects that are at different orienta-

tions, to see how their shapes or other features might

correspond. Third, it can help one to become properly

oriented within one’s environment. For example, if

you were lost, and remembered looking at a map that

was oriented the wrong way, you could imagine turn-

ing the map aroundin order to use it. These imagery

skills bear on whatis calledfluid intelligence—theability

to see relationships and solutions to problems that

were not previously learned.

In general, mental rotations are performedat a con-

stant rate, with larger angles of rotation requiring

more time to complete (Shepard & Metzler, 1971).

With practice, most people can become proficient at

using mental rotation, irrespective of the complexity

of the imagined pattern or form (Cooper & Podgorny,

1976). In addition to mental rotation, other types of

mental transformations have been explored, including

imagined changes in the size and shape of objects.

Studies on imagined rotations and transformations are

reviewed in Shepard and Cooper (1982).

Mental Extrapolation. Another important

function of imagery is to anticipate continuations of

motions. For example, if a moving object passes mo-

mentarily out of view, one can imagine where and

when the object will reappear by imagining how its

motion would continue. These mental extrapolations are

especially useful in complex activities, such as driving

a car or performing in an athletic event, where one

needs to anticipate and remember the consequences of

one’s actions. They bear on an aspect of intelligence

knownas motorskills.

Recent studies have explored the mental extrapo-

lation.of movement and its effect on one’s memory.

Whena stimulus display implies a simple rotation of

a pattern, an observer’s memoryfor the orientation of

the pattern is shifted forward, in the direction of the

implied rotation. This phenomenon,called representa-

tional momentum (Freyd & Finke, 1984), occurs with

both auditory and visual stimuli. As with physical mo-

mentum, representational momentum is proportional

to the implied velocity of the motion. These memory

shifts can also occur with static stimuli, such as pho-

tographs. Freyd (1987) has suggested that the images

we form have an inherent dynamic quality, which we

can use to anticipate future events.

One of the most

creative uses of imagery is to imagine putting old

Creative Mental Synthesis.

things together in new ways, to see what might result.

Often, the discoveries are quite surprising and unex-

pected. For example, suppose you had a basketball, a

yardstick, a flat sheet of plywood, and some glue.

What kinds of interesting things could you make by

combining these objects? The ability to imagine new

combinations of things is called mental synthesis, and it

plays an importantrole in creative intelligence.

Studies on mental synthesis have shown that most

people are able to make creative discoveries by using

imagery. When instructed to imagine combining let-

ters, numbers, and other simple patterns, people can

often come up with strikingly creative patterns and

symbols (Finke & Slayton, 1988). When imagining

combinations of three-dimensional object parts, peo-

ple can often discover new inventions that could po-

tentially be developed and marketed (Finke, 1990).

These images can also be interpreted in more abstract

ways, representing, for example, novel conceptsin sci-

entific fields. Studies on mental synthesis and their cre-

ative implications are reviewed in Finke (1990).

Problem Solving. A further way in which im-

agery contributes to intelligence is through the use of

images to solve various types of problems. In trying to

solve a mystery, for instance, it helps to visualize how

all the clues could be put together. This is an example

of what is called convergent thinking, the ability to see

the underlying structure that connects many things.

Another type of problem-solving skill that imagery

can facilitate is that of finding unusual uses for com-

monobjects. For example, one might imagine using a

brick as a paperweight, a foot warmer, or an emer-

gency hammer. This ability to think of unusual or un-

conventional possibilities is called divergent thinking.

Imagery can also be useful in helping one to con-

struct mental models of physical or conceptual systems

(JJohnson-Laird, 1983). Suppose, for example, one

were trying to understand howa car engine worked.

One could construct an image representing a possible
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model for how the different parts of the engine might

function and then evaluate the model. Mental models

can help one understand difficult concepts, such as the

theory of relativity, by incorporating visual or spatial

analogies that are easier to comprehend. Reviews of

the various functions of imagery in problem solving

can be found in Finke, Ward, and Smith (1992).

CONCLUSIONS

Whatis it about imagery that makes it so different

from other forms of mental representation and allows

it to make these distinctive contributions to intelli-

gence? First, most theories of imagery assume that im-

ages draw on perceptual knowledge and relations that

are not normally available when oneis merely retriev-

ing facts about something (Finke, 1979). Second,

images represent this information in a coherent, ac-

cessible manner that allows new and often complex

relations to be recognized quickly and efficiently

(Kosslyn, 1980). Third, images exhibit a flexibility that

is often absent in other forms of mental representation

(Finke, 1989). There is even evidence that certain

parts of the brain are specifically designed to generate

images and to discover the intricate relationships and

possibilities they depict (Kosslyn, 1987).
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IMAGINATION_ See INSIGHT; INTUITION.

INDIVIDUAL TESTS
telligence are used primarily for evaluating individuals

Individual tests of in-

for clinical or psychoeducational purposes, such as for

the assessment of MENTAL RETARDATION, GIFTEDNESS,

LEARNING DISABILITY, and brain injury. Many of the

currenttests of mentalability provide a general overall

score (usually referred to as an INTELLIGENCE QUOTIENT

[IQ] or somesimilar designation) and a profile of mental

abilities. This profile is particularly useful for eval-

uating the individual’s cognitive strengths and weak-

nesses. Most of the tests reviewed in this article can

be administered in approximately 1 hour, although in

some cases administration time may be longer.

Individually administered tests of intelligence, such

as the Wechsler and Stanford-Binet scales, have several

advantages over group tests, such as the SCHOLASTIC

ASSESSMENTTEST (SAT). First, group-administered tests

are limited in the range of behaviors they are able to
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assess. The tests usually are in a multiple-choice for-
mat, thereby limiting the individual’s responses to pre-

determined categories. Second, group-administered

tests do not permit the examiner to obtain any in-

formation about the strategies that the examinees

use to solve problems. Finally, such tests do notal-

low examiners to observe how the individual solves

problems, or to probe for further information orclar-

ification of responses.

Individually administered tests, on the other hand,

are more flexible than group-administered tests. An

examinee’s strategies, reaction time, work habits, abil-

ity to profit from cues, language and motorskills, and

attitude and motivation can all be monitored. This in-

formation, coupled with the examinee’s responses to

test questions, is valuable for understanding the ex-

aminee’s level of cognitive ability.

WECHSLER ADULT INTELLIGENCE
SCALE-REVISED (WAIS-R)

The WAIS-R (Wechsler, 1981) is a comprehensive

battery of eleven subtests grouped into Verbal and

Performance sections. The WAIS—R covers an age

range from 16 years, 0 months, to 74 years, 11

months, and is designed to measure both verbal and

nonverbal aspects of intelligence. Its original version,

the Wechsler-Bellevue Intelligence Scale, was first in-

troduced in 1939 by David WECHSLER.

A brief description of the six Verbal Scale subtests

follows:

1. Information: Examinees answer questions that

sample a broad range of general knowledge.

2. Digit Span: Examineesrecall digits in a forward

order and then in a backward order.

3. Vocabulary: Examinees define words.

4. Arithmetic: Examineessolve arithmetic problems.

5. Comprehension: Examinees answer questions deal-

ing with a range of situations and problems.

6. Similarities: Examinees explain the similarity be-

tween a pair of words.

The five Performance Scale subtests are as follows:

7. Picture Completion: Examinees identify the miss-

ing element in drawings of common objects.

8. Picture Arrangement: Examinees arrange a series

of pictures into a logical sequence.

9. Block Design: Examinees reproduce two-dimen-

sional designs using blocks.

. Object Assembly: Examinees assemble jigsaw-puz-

zle pieces to form common objects.

11. Digit Symbol: Examinees copy symbols following

a key.

For each subtest a raw score is obtained (individual

correct responses receive varying point values). The

raw scores for each subtest are then converted into

standard scores (M = 10, SD = 3). These standard

scores are summed and converted into a Verbal IQ,

Performance IQ, and Full Scale IQ (M = 100, SD =

15).
The WAIS-R is well-standardized, including 1,880

people in the standardization sample. The WAIS—R

provides high internal consistency and test-retest re-

liabilities for the three IQs. The Verbal Scale IQ, how-

ever, is more stable than the Performance Scale IQ.

Reliabilities for individual subtests are less adequate.

The WAIS-R has adequate concurrent and construct

validity.

Strengths of the WAIS-R are its RELIABILITY and

VALIDITY, good standardization, and division into Ver-

bal and Performance components, which has proved

helpful in clinical and psychoeducational applications

andfacilitates the assessment of sensory-impaired in-

dividuals (such as the blind or the deaf). In addition,

there are good administration procedures and guide-

lines. Limitations of the WAIS-R areits limited ca-

pacity to differentiate individuals with extremely high

or extremely low abilities, nonuniform rangesof scaled

scores for subtests, ambiguity in scoring some verbal

responses, and failure to identify rationale for es-

tablishing discontinuance criteria. Nevertheless, the

WAIS-Ris a popular and widely used measure and

has proved to be useful in both clinical and research

applications. (See also WAIS—R SUBTESTS.)

WECHSLER INTELLIGENCE SCALE
FOR CHILDREN-THIRD EDITION

(WISC-III)

The WISC-III (Wechsler, 1991), another of the

Wechsler tests, is a comprehensive battery of thirteen

subtests that cover the age range of 6 through 16

years. It measures both verbal and nonverbal aspects

of intelligence. The WISC-III is similar to its prede-
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cessor, the WISC-R, which has been one of the most

popular measuresfor child intellectual assessment. The

differences in the WISC-III include the addition of a

new subtest, Symbol Search, improvements in the

quality of pictorial material, a revised order of admin-

istering the subtests, and slight modifications in scor-

ing and administration guidelines.

Like the WAIS-R, subtests on the WISC-R are.

grouped into Verbal and Performancesections. The six

Verbal Scale subtests are Information, Similarities,

Arithmetic, Vocabulary, Comprehension, and_ Digit

Span (optional). The seven Performance Scale subtests

are Picture Completion, Picture Arrangement, Block

Design, Object Assembly, Coding, Mazes (optional),

and Symbol Search (optional). The WISC-III subtests

that also are on the WAIS-Rshare the general features

described above. Therefore, only those subtests that

differ from the WAIS-R are explained below.

The three subtests unique to the WISC-III are as

follows:

1. Coding: Examinees copy symbols according to a

specified pattern as quickly as possible.

2. Mazes: Examinees complete a series of mazes with

pencil and paper.

3. Symbol Search: Examinees look at a symbol(s) and

decide whether it appears in an array of symbols.

The WISC-III follows a procedure similar to that

described for the WAIS-R for scoring items and con-

verting raw scores to scaled scores and scaled scores

to IQs. The WISC-III also provides four Index Scores:

Verbal Comprehension, Perceptual Organization, Free-

dom from Distractibility, and Processing Speed. The

index scores are essentially factor scores (based on fac-

tor analysis), each of which is based upon a different

combination of subtests.

The WISC-III is a well-standardized test, covering

2,200 children in the standardization sample. The

WISC-III has excellent internal-consistency reliability

for the three IQs and acceptable internal-consistency

reliability for the subtests. Test—retest reliability, how-

ever, is less adequate, particularly for the Performance

Scale IQ and the Performance Scale subtests. In addi-

tion, practice effects are larger on the Performance

Scale (an average of 12 points) than on the VerbalScale

(an average of about 2 points) over a 12-to-63-day

retest period. Concurrent validity of the WISC-III is

high.

The strengths and weaknesses of the WISC-III are

similar to those described for the WAIS-R. Becauseit

is a relatively new revision, however, research is

needed to determine how its scores compare to the

scores of the prior edition and other intelligence tests.

WECHSLER PRESCHOOL AND

PRIMARY SCALE OF INTELLIGENCE-

REVISED (WPPSI-R)

The WPPSI-R (Wechsler, 1989) is designed to

evaluate verbal and nonverbal intelligence of children

aged 3 years, 0 months, through 7 years, 3 months.

The first edition was published in 1967. Its 1989 re-

vision primarily entailed updating the norms, improv-

ing the test content so as to appeal more to young

children, adding a new subtest (Object Assembly), and

expanding the age range of the original WPPSI.

Like the other Wechsler tests, the twelve subtests

are divided into Verbal and Performance sections, with

six subtests comprising the Verbal Scale (Information,

Comprehension, Arithmetic, Vocabulary, Similarities,

Sentences), and six comprising the Performance Scale

(Object Assembly, Geometric Design, Block Design,

Mazes, Picture Completion, Animal Pegs). As many of

the subtests are similar to those on the WAIS—R and

WISC-III, only those subtests that differ will be de-

scribed below.

1. Sentences: Examinees repeat sentences of increas-

ing complexity.

2. Geometric Design: Examinees select the matching

design from four choices (earlier items), and they

copy geometric designs using pencil and paper

(later items).

3. Animal Pegs: Examinees place colored pegs in cor-

responding holes on a board.

The computation of scores is essentially the same

as for the WAIS-R and WISC-III.

The WPPSI-Ris a well-standardized test, based on

scores of 1,700 children in its normative sample. The

IQs provided by the WPPSI-Rare highly reliable, ex-

cept at age seven, when it is recommendedthat the

WISC-III be administered instead. Some of the sub-

tests have low reliability for some ages, although many
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are adequate. Test-retest reliability is generally strong,

but there is evidence of practice effects on perform-

ance subtests. Studies of concurrent validity yielded

generally adequate correlations with other measures of

children’s intelligence.

Strengths of the WPPSI are its good standardiza-

tion, strong reliability and validity, good administrative

procedures and manual, varied test materials, and use-

ful diagnostic information. Limitations include the low

reliability of individual subtests for some ages, limited

capacity to differentiate abilities at the lower end of

the scale, nonuniformity of subtest scores, long admin-

istration time, and overlap of some items with the

WISC-III, making it less than a completely indepen-

dent test. Nevertheless, the WPPSI-Ris a valuable test

for assessing the cognitive ability of young children.

STANFORD-BINET INTELLIGENCE

SCALE, FOURTH EDITION(SB IV)

The SB IV (Thorndike, Hagen, & Sattler, 1986) is a

battery offifteen subtests that measure both verbal and

nonverbal componentsof intelligence. The test, which

covers an age range of 2 through 23 years, represents

the latest edition of the Stanford-Binet Intelligence

Scale. It has its rootsin the earliest intelligence tests

developed at the beginning of the twentieth century

by Alfred Binet, Theophile Simon, and Lewis TERMAN.

The SB IV differs in many waysfrom its predecessors,

including its theoretical basis and major revisions of

the way items are administered.

There are four areas assessed by the SB IV: verbal

reasoning, quantitative reasoning, abstract/visual rea-

soning, and short-term memory. The subtests each

contribute to one of the area scores and are described

briefly below.

1. Vocabulary: Examinees namepictured objects on

the first 14 items and define the words on the

remaining items.

2. Bead Memory: Examinees reproduce bead pat-

terns by identifying them in photographs or by

placing beads ona stick.

3. Quantitative: Examinees solve quantitative, arith-

metic-like problems.

4. Memory for Sentences: Examinees repeat succes-

sively longer sentences.

5. Pattern Analysis: Examineees place pieces in a

form board for the first six items and reproduce

two-dimensional designs using blocks for the re-

maining items.

6. Comprehension: Examinees answer questions deal-

ing with social comprehension.

7. Absurdities: Examinees identify the incongruity in

pictures.

8. Memory for Digits: Examinees recall digits pre-

sented in a forward direction and in a backward

direction.

9. Copying: Examinees reproduce designs with

blocks or copy geometric designs with paper and

pencil.

10. Memory for Objects: Examinees recall pictured

objects in the exact sequence in which they were

presented by pointing to the pictured items on a

card.

11. Matrices: Examinees select the object, design, or

letter that best completes the matrix.

12. NumberSeries: Examinees predict the next two

numbersin a series.

13. Paper Folding and Cutting: Examinees select the

picture that shows how folded and cut piece of

paper would look unfolded.

14. Verbal Relations: Examinees indicate how thefirst

three itemsare alike but different from the fourth.

15. Equation Building: Examinees arrange numbers

and mathematical signs into an equation.

For each subtest a raw score is obtained (items re-

ceive | point if correct and 0 pointsif incorrect). The

raw scores are then convertedinto three types of stan-

dard scores: standard age scores (or scaled scores) for

the subtests (4 = 50, SD =

100, SD = 16), and a Composite Score (analogous to

the IQ; M = 100, SD = 16).

The SB IV is a well-standardized test, including

over 5,000 people in the normative sample. Internal-

consistencyreliability of the Composite Score is very

high, andall subtests are reliable. With regard to test—

retest reliability, the Composite Score has demon-

strated adequatestability for normal populations, more

so than individual subtest scores. The SB IV also has

adequate concurrent validity, demonstrated by corre-

8), area scores (M =

lations with several measures of ability.

The strengths of the SB IV are its reliability and

validity, excellent standardization, good administration
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procedures, adequate administrative guidelines and

test materials, and helpful scoring criteria. Limitations

of the SB IV are its overly long administration time,

lack of a single, comparable battery throughout the age

ranges covered by thescale (only six subtests are given

to all ages), variable range of scores for different ages,

and limited factor analytic support for the area scores.

Nevertheless, the SB IV is a potentially powerful tool

for assessment of cognitive ability, as it represents an

exceptional collection of individual measures.

KAUFMAN ASSESSMENT BATTERY
FOR CHILDREN (K-ABC)

The K-ABC (Kaufman & Kaufman, 1983) is a mea-

sure ofintelligence and achievement designed for chil-

dren aged 2 years, 6 months, through 12 years, 5

months. The K-ABC was designed to provide clini-

cians with an alternative method of evaluating intelli-

gence. Four scales are included in the battery:

Sequential Processing Scale, Simultaneous Processing

Scale, Achievement Scale, and NonverbalScale.

The Sequential and Simultaneous Processing Scales

are hypothesized toreflect the child’s style of problem

solving and information processing. Scores from these

twoscales are combined to form the Mental Process-

ing Composite, which serves as the primary measure

of intelligence on the K-ABC. The Sequential and Si-

multaneous Processing Scales were designed to reduce

the effects of verbal processing and ethnic bias. In con-

trast, the AchievementScale is more heavily loaded on

verbalskills. The NonverbalScale is not a unique scale;

it is composed of those subtests from the other scales

that are nonverbal. Not all subtests are administered

at every age; of the 16 subtests in the battery, no more

than thirteen are administered to any one child. The

subtests are described briefly below.

1. Magic Window: Examinees identify a picture that

the examiner movespast a narrowslit (making the

picture only partially visible).

2. Face Recognition: Examinees select from a group

photograph the one or twofaces that were shown

in a preceding photograph.

3. Hand Movements: Examinees imitate a series of

hand movements.

4. Gestalt Closure: Examinees name an object or

scene pictured in a partially completed “inkblot”

drawing.

5. Number Recall: Examinees repeat a series of dig-

its.

6. Triangles: Examinees reproduce two-dimensional

designs using blocks.

7. Word Order: Examinees toucha series of pictures

in the same sequence as they were namedby the

examiner.

8. Matrix Analogies: Examineesselect the picture or

figure that completes the matrix.

9. Spatial Memory: Examinees recall the placement

of pictures on a page that was exposedfora brief

interval.

10. Photo Series: Examinees place photographs of an

event in chronologicalorder.

11. Expressive Vocabulary: Examinees name objects

pictured in photographs.

12. Faces and Places: Examinees name a well-known

person or place from picture.

13. Arithmetic: Examinees answer mathematical ques-

tions.

14. Riddles: Examinees namean object or concept de-

scribed by several of its characteristics.

15. Reading/Decoding: The task involves word rec-

ognition—reading words out of context.

16. Reading/Understanding: Examinees act out com-

mands given in words or sentences.

Raw scores for the global scales are converted into

standard scores (VM = 100, SD

from the subtests are converted into scaled scores

(M 10, SD
ability, the Mental Processing Composite, is then de-

15). Raw scores

3). The primary index of mental

rived from scores on the Simultaneous and Sequential

Processing Scales.

The K-ABC standardization was adequate, includ-

ing 2,000 children in the standardization sample. Re-

liability for the Mental Processing Composite and the

AchievementScale is satisfactory, as is test-retest re-

liability. Construct, concurrent, and predictive validity

have also been demonstrated.

The K-ABCis a unique contribution to the assess-

mentscene. It has generated much controversy, how-

ever, including serious questions about its theoretical

rationale, factor structure, and proposed remediation

strategies. For example, there is no evidence that the
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subtests purported to measure separate and indepen-

dent processes actually do so. The lack of verbal

comprehension or reasoning items on the Mental Pro-

cessing Composite, along with the heavy reliance on

short-term memory are fundamental weaknesses of

the test. The K-ABC also has limited capacity to dif-

ferentiate abilities at the upper and lower ends of the

scale. Finally, the use of the term “mental processing”

for some subtests and the term “achievement” for oth-

ers is potentially misleading, since all the subtests in-

volve processing. Nevertheless, the K-ABC may prove

to be useful in certain situations, particularly when

information is needed about nonverbal cognitive abil-

ities.

McCARTHY SCALES OF

CHILDREN’S ABILITIES

This test (McCarthy, 1972) is a well-standardized

and psychometrically sound measure of the cognitive

abilities of young children. It covers the age range of

2 years, 6 months, to 8 years, 6 months. The Mc-

Carthy Scales render a general measure ofintellectual

functioning called the General Cognitive Index (GCI),

as well as a profile of abilities that includes measures

of verbal ability, nonverbal reasoning ability, number

aptitude, short-term memory, and coordination.

The McCarthy Scales include the following six

scales: Verbal Scale, Perceptual-Performance Scale,

Quantitative Scale, Memory Scale, Motor Scale, and

General Cognitive Scale. Each scale contains three to

hifteen subtests. Some of the subtests are used on more

than one scale. Five scale indices (standard scores;

M 90, SD = 10) are derived from the McCarthy

Scales subtests. The overall GCI (VM = 100, SD = 16)

is similar to an IQ score.

The standardization of the McCarthy Scales is ex-

cellent, covering 1,032 children in the standardization

sample. Reliability, both split-half and test-retest, are

adequate for the scale. Regarding validity, although

concurrent validity coefficients are satisfactory, the

GCI has been shown not to be interchangeable with

the IQ scores generated from other measuresofintel-

ligence. Predictive validity is satisfactory, although

construct validity appears to be questionable. For this

reason, the scales may be better measures of general

cognitive abilities than of the specific abilities desig-

nated by the namesof the scales.

Although the McCarthy Scales have many strengths,

it also has many weaknesses. Because it does not pro-

vide scores that are equivalent to those provided by

the WISC-III, caution should be exercised in using

GCls for placement decisions, especially in the assess-

ment of mentally retarded or gifted children. The lack

of standard scores for each test by age level also limits

the diagnostic usefulness of the scale. In spite of these

limitations, however, the McCarthy Scales provide a

profile of abilities that may be quite useful in evaluat-

ing young children. The test is useful for assessing the

cognitive ability and,to a lesser extent, the motor abil-

ities of young children and therefore deserves serious

consideration.

BAYLEY SCALES OF INFANT
DEVELOPMENT-SECOND EDITION

(1993)

This is a carefully produced measure ofinfant de-

velopment for children from 1 to 42 months of age.

Two standard scores are provided: a Mental Develop-

mental Index (MDI), obtained from the Mental Scale,

and a Psychomotor Development Index (PDI), ob-

tained from the Motor Scale. A Behavior Rating Scale

that assesses the infant’s and child’s attitude, interest,

emotion, energy, activity, and responsiveness also can

be completed by the examiner.

The Mental Scale contains 178 items arranged by

one-monthintervals. Items involve sensory-perceptual

acuity, discriminations, memory, learning and problem

solving, verbal ability, and concept formation. The 111

items in the Motor Scale assess muscle control (control

of the body) and gross and fine motorabilities, such

as sitting, standing, walking, and grasping. Raw scores

on the Bayley Scales—II are converted into the MDI

and PDI, which are normalized standard scores (M =

100, SD = 15).
The Bayley Scales—II were standardized on a rep-

resentative national sample of 1,700 normal infants

~ and children. Reliability and validity meet acceptable

standards. The test significantly correlates with the

hrst edition of the scale and with other measures of

intelligence, such as the WPPSI-R.
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The Bayley Scales—II require considerable practice

and experience to administer. The test is an excellent

addition to the area of infant assessmentandis by far

the best measure of infant development. (See also

Nancy BAYLEY.)

WOODCOCK-JOHNSON TESTS OF

COGNITIVE ABILITY

The Woodcock-Johnson Tests of Cognitive Ability

(Woodcock & Johnson, 1989) measure both ver-

bal and nonverbal intelligence. It is a revision of

the Woodcock-Johnson Psycho-Educational Battery, a

comprehensive assessment measure that includes the

Woodcock-Johnson Tests of Cognitive Ability, Tests of

Achievement (measures several achievementareas, in-

cluding reading, spelling, capitalization, and punctua-

tion), and Scales of Independent Behavior (measures

several adaptive behavioral skills, including motor

skills, social interaction and communicationskills, and

personal and community living skills). The revised

Tests of Cognitive Ability contain twenty-one subtests

assessing the domains of Visual Processing, Auditory

Processing, Processing Speed, Short-Term Memory,

Long-Term Retrieval, Comprehension Knowledge,

Fluid Reasoning, and Quantitative Ability; seven sub-

tests are standard and fourteen are supplemental. The

battery is designed for ages 2 through 90+. The re-

vised battery represents an improvement over its pred-

ecessor by adhering closely toits theoretical model;

this allows for more confidencein interpreting results.

The Woodcock-Johnson yields a Broad Cognitive

Ability composite score (M = 100, SD = 15), which

is analogous to an IQ score, and the composite score

for preschool-aged childrenis termed Early Develop-

ment. The test also generates individual subtest scores

and cluster scores (M = 100, SD = 15). Grade-level

scores are provided for subtests and cluster scores, and

a number of other scoring options are available (such

as t-scores, normal curve equivalents, stanines, and a

Relative Mastery Index).

The Woodcock-Johnson is well standardized, cov-

ering 6,359 personsin its normative group. Reliability

appears to be satisfactory, although the overall com-

posite and cluster scores are more reliable than the

subtest scores. To date, not much is known about the

stability of scores on the Woodcock-Johnson. Corre-

lations with other tests of intelligence are moderate,

and lower than one would expect for a multisubtest

measure ofintelligence.

Because it is a relatively new measure, more re-

search is needed on the revised Woodcock-Johnson

Tests of Cognitive Ability before its psychoeducational

use can be determined. For example, the tests appear

to be heavily weighted in favor of subtests that mea-

sure academic achievementskills, and there are few

items per subtest relative to the large age range sam-

pled. In general, although the Woodcock-Johnson Psy-

cho-Educational Battery has some unique features not

found in other cognitive and achievementtests, the

Cognitive Ability Full Scale score should not be used

as a replacement for other standardized measures of

intelligence, such as the WISC-III or SB IV.

OTHER INDIVIDUALLY

ADMINISTERED TESTS OF

INTELLIGENCE

Other measures used to assess intelligence are the

Battelle Developmental Inventory (BDI), Columbia

Mental Maturity Scale, Denver Developmental Screen-

ing Test—Revised, Detroit Tests of Learning Aptitude

(DTLA), Differential Abilities Scale (DAS), Extended

Merrill Palmer Scale, Goodenough-Harris Drawing

Test, Hiskey-Nebraska Test of Learning Aptitude

(HNTLA), Leiter International Performance Scale,

Peabody Picture Vocabulary Test—Revised (PPVT-R),

Raven Progressive Matrices, and Test of Nonverbal In-

telligence—2 (TONI). These tests are less frequently

used, but are useful in certain situations, such as for

screening purposes.

COMMENT ON INDIVIDUALTESTS

All the tests reviewed in this section are valuable

for the assessment of individual mental ability. Each

has its strengths and weaknesses, but they all make a

contribution to our understanding of intelligence. Be-

cause of the need to administer them in a standardized

manner, however, they tend to penalize individuals

who work in a slow, deliberate manner or who offer

unique, unconventional responses. In addition, when

individual tests are repeatedly administered to the
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same individual, practice effects can occur. Practice

effects are difficult to interpret because it is not clear

whether theyreflect genuine improvementor are sim-

ply the result of having seen or experienced the items

previously. In summary,individual tests of mental abil-

ity form the cornerstone of most assessment batteries

in the field of clinical and psychoeducational assess-

ment.

(See also: KAUFMAN ASSESSMENT BATTERY FOR CHILDREN;

MCCARTHY SCALES OF CHILDREN’S ABILITIES; WECHSLER

SCALES OF INTELLIGENCE; WOODCOCK-JOHNSON TESTS

OF COGNITIVE ABILITY.)
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INFANCY

_

Very young infants have an active
mental life. They are constantly learning and devel-
oping new ideas. They must, in order to survive and
succeed. However, children differ in their mental abil-

ities, just as they do in their temperament and emo-

tions, and they vary in the experiences they have as

well as in what they learn in their interactions with

the social and physical environment. Both experience

and ability influence mental development, for what

children learn and the capacities they demonstrate in

doing so project to later life. This perspective reflects

the significance of infant cognition and early experi-

ence on the ultimate development of intelligence.

Consider what kind of mental capacity you might

engineer for a baby. Certainly, you would not want to

fix a baby’s intelligence in advance of the child’s ac-

tually experiencing the world. It would be short-

sighted and counterproductive to eliminate potentially

important influences of experience. Intelligence in-

cludes the ability to adapt successfully to the environ-

ment. By the same token, however, you would

probably not want to leave mental development

wholly to experience. Experiences among individuals

as they are growing up can vary haphazardly. Finally,

you would probably want to endow a baby with some

tools to cope with and take advantage of those expe-

riences. In fact, all these “design criteria” appear to

have been metin the evolution of infant cognition.

TRADITIONAL APPROACHES TO

EVALUATING COGNITION IN INFANCY

Intelligence testing dates only from the beginning
of the twentieth century (Carroll, 1986). Soon after
this tradition took root, two compelling questions re-
lated to the earliest manifestations and development of
intelligence naturally arose: Can “intelligence” in in-
fancy be measured? What does “intelligence” in in-
fancyforetell about “intelligence”later in life?

Many early—twentieth-century investigators devel-
oped groups of standardized tasks for infants that were
graded in difficulty by age, and for years their se-
quences, scales, and schedules of infant behavior
proved valuable in defining normative development
and in identifying children at risk for developmental
delay. Perhaps the best known and most widely
adopted of such tests has been the Bayley Scales of
Infant Development (Bayley, 1969). The Bayley Scales
assess motor Capacity, sensation, perception, cognition,

memory, language, and social behavior in infants over
the first 24% years oflife.
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The validity of such infant tests has typically been

assessed by comparing infants’ performanceearly in

life with their performance years later as children or

even adults. The presumption of this strategy is that if

individuals who perform well on infant tests later do

well on standardizedintelligence tests, then the infant

tests must be revealing of something about “intelli-

gence”in infancy. (Of course, what exactly that some-

thing is itself is still not known.)

Nancy BAYLEY’s classic longitudinal study (1949) ex-

emplifies both the findings and the far-reaching con-

clusions that characterize much ofthe early tradition

in infant testing. Bayley followed children from 3

months to 18 years of age, correlating their scores on

her test in infancy and in early childhood with their

intelligence test scores in young adulthood. Essentially

she found no association between test performance in

infancy and intelligence test performance in maturity.

Only after children reached about 5 to 7 years of age

did the association between child scores and eventual

adult scores rise, subsequently attaining a very high

level between 11 and 18 years. Her findings have been

replicated many times (Kopp & McCall, 1980).

The lack of predictive validity in traditional infant

tests led to several profound general conclusions about

human mental growth from infancy. Some theorists

argued that there is no general intelligence factor in

mental life; otherwise, smarter infants would be

smarter children. Some argued that if such a factor

exists, it is not fixed or stable in individuals, at least

across theearly part of the life span. Some argued that

mental growth progressively changes so that intelli-

gence in infancy is very different from matureintelli-

gence. These interpretations of the findings about

mental developmentdiffer considerably, butall at base

contend that infant mental life is disconnected from

mature mental life, and all were grounded in data

showing the lack of cross-age predictability in intelli-

gence from traditional infant tests.

Did nature design infant mentallife to have no con-

tinuing relation to later development? The lack of sta-

bility in mental development from infancy has been

challenged on several grounds. First, traditional infant

tests are not themselves veryreliable; that is, infant

performance at one time does not accurately predict

infant performance just a short time later. (Reliability
means maintenance of rank-order performance of in-

dividuals over time; a test should achieve adequatere-

liability to be predictive.) Second, the kinds of items

put to younginfants in mosttraditional infant tests tap

largely sensory, motor, and affective responses, such as

orienting, reaching, and smiling. For an older child,

very different items are used in evaluating intelli-

gence—normally,skills related to language, reasoning,

and memory. Thus, the constructs compared across

age bearlittle or no conceptualrelation to one another

in the first place.

If the hypothesis of stability in mental development

from infancy is going to be tested, then, longitudinal

assessments of predictability in the cognitive domain

should evaluate infant skills in ways that are psycho-

metrically sound, that are relatively free of motor

requirements and affective components, and that con-

ceptually parallel or subserve cognitive functions typ-

ical of childhood. Information-processing measures in

infancy that meet these criteria (notably habituation)

have been identified. These measures show individual

variation and possess adequatereliability. Performance

on them predicts cognitive competencies in child-

hood—notperfectly, but better than do scoresontra-

ditional infant tests. As a consequence, they have

meaningful implications for understanding mental de-

velopment generally.

INFANT COGNITION

An information-processing perspective on cognitive

developmentfocuses on theactivities and mechanisms

used to bring information in the environment into the

cognitive system. Representing and manipulating in-

formation mentally implies discrimination, encoding,

storage, and retrieval and recognition. Information

processing is not a comprehensive theory of cognition

or of cognitive development, but rather an approach

to studying mental processes (Kuhn, 1992).

Infant Information Processing. Howis infor-

mation processing in infancy studied? There are now

several ways. Consider the following: an infant will

typically orient and attend to a new stimulus in the

environment, but if that stimulus remains available to

view, the infant’s attention to it will usually diminish.

Habituation is the decline in attention to a stimulus

that is available continuously or is presented repeat-

edly. Habituation is thought to reflect mental proc-
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esses concerned with the ongoing construction of

some sort of central mental representation of stimulus

material and the comparison between stimulation

being presented and that mental representation. Ha-

bituation assesses the infant’s reaction to an aspect of

the environment that is unchanging and represents an

elementary kind of learning (Bornstein, 1985).

Different strands of data help to confirm aninfor-

mation-processing interpretation of habituation. As

they grow and develop, infants process information

more and moreefficiently. Across the first year oflife,

for example, infants show a steady decline in the

amountof time they require to inspect a stimulus in

order to reach a constant habituation criterion (Born-

stein, Pecheux, & Lecuyer, 1988; Fantz, 1964). Relat-

edly, normally developing babies habituate more

efficiently than babies bornatrisk for cognitive delay.

Infants of a given age and mental status also require

more time to encode information in a complex stim-

ulus than in a simple one (Caron & Caron, 1969). Fur-

ther, infants habituated to one stimulus can later

distinguish a new stimulus in comparison with their

internal representation of the familiar one; the infants’

novelty responsiveness to stimulus change provides

clear and converging support for a representation-

making interpretation of habituation. Indeed, even

newborn babies habituated to a stimulus viewed

through only one eye later recover attention when

looking at a novel stimulus (in comparison with the

habituation stimulus) through the other eye (Slater,

Morison, & Rose, 1983). This “interocular transfer”

indicates that some information about environmental

stimulation is processed centrally in the brain from the

beginningoflife.

Habituation is not an idiosyncratic laboratory phe-

nomenon, but is typical of infants’ everyday interac-

tions with people and objects in the world. Moreover,

characteristics of habituation at home are similar to

those measured moreformally in the laboratory (Born-

stein & Ludemann, 1989).

Individual Variation and Reliability in Infant

Information Processing. Considerable research

has been conducted on two important measurement

concerns with respect to infant information process-

ing—namely, distinguishing variation among _indi-

vidual babies, and determining whether individual

differences constitute reliable, thatis, repeatable, char-

acteristics of babies. If individual differences exist in

babies, and those differences are reliable in the sense

of being a part of the infant, we can expect that they

will play a meaningful role in development.

Infants differ among themselves considerably in ha-

bituating, that is, they show individual variation with

respect to the rate, amount, and pattern of attention

decrement (Bornstein, 1989a). Whether measured

quantitatively or qualitatively, individual differences in

habituation also show moderate reliability. That is,

given the same testing conditions, a baby is likely to

habituate in relatively the same way on different oc-

casions if the latter are spaced reasonably closely to-

gether in time (Bornstein, 1989a; Colombo & Mitchell,

1990). Of course, differences in procedures, as well as

other sources of unreliability, such as infant age and

state and the nature of the stimuli, can affect these

outcomes. Variation and reliability are important be-

cause they say that, at least to some degree, infants

differ in information-processing capacity, and that

those differences are in the infant, rather than in the

procedure, the stimulus, or the situation.

Predictive Validity in Infant Information

Processing. Generally speaking, infants who proc-

ess information more efficiently are thought to acquire

knowledge of a stimulus more quickly and thoroughly.

Thus, greater decrements, quicker decays, and shorter

total looking times in habituation are generally consid-

ered to index more efficient information processing

(Bornstein, 1985, 1989a; Colombo & Mitchell, 1990;

Slater, 1990). We certainly understand the everyday
meaning of “quick” and “slow” when used to connote
a person’s intelligence. Learningrate andreactivity are
traditional parts of our definition of intelligence, and
inspection time is a part of intelligence test perfor-
mance (Deary, 1992). Attention has long been consid-
ered to be a basic component of mental life, and
attention hastraditionally been viewed as a key factor

of intelligence (Cooper & Regan, 1982).

Measures of habituation in infancy and childhood

have proved to possess some validity in relation to in-

telligent performance. Infants and young children who

habituate efficiently tend also, at about the same point

in their young lives, to prefer complex patterns over

simple ones, to show advanced sensorimotor devel-

opment, to explore the environment rapidly, to play

in relatively sophisticated ways, to show better rec-

 

572



INFANCY
 

ognition memory, to solve problems quickly and to

attain concepts readily, and to excel at oddity identi-

fication, picture matching, and block configuration

(Bornstein, 1985, 1989a).

How well does habituation in infancy predict child-

hood intelligence test performance? Measures of dec-

rement of attention in infancy have been found to

possess moderate predictive validity (Bornstein, 1985,

1989a; McCall & Carriger, 1993). Infants who habitu-

ate efficiently in the first 6 monthsoflife will, between

2 and 12 years of age, perform better on traditional

assessments of cognitive competence, including mea-

sures of both psychometric intelligence and represen-

tational competence, such as language and play.

Significantly, such predictive validity has been ob-

served in different laboratories, with different popu-

lations of both normal and at-risk infants, for different

measures in infancy and in childhood, and across dif-

ferent modalities, including visual and auditory. The

prediction between information-processing measures

in infancy and cognitive performance in childhoodis

significantly higher than that between traditional in-

fant tests and childhood intelligence tests, and they

have a mean correlation of about .50.

Habituation is not the only cognitive process iden-

tified in infants. Infants possess a small armamentarium

of information-processing abilities. For example, if an

infant sees the familiar alongside a novel stimulus after

habituation, the infant’s looking at the familiar stimu-

lus is usually depressed relative to attention displayed

to the new stimulus. Attention to the new stimulusis

called responsiveness to novelty. Novelty responsive-

ness is typical of infants’ everyday interactions with

objects and people in the world as well (Fagan, 1992).

Individual variation in novelty responsiveness possesses

predictive validity for childhoodintelligence test per-

formance (Bornstein, 1989a; Fagan, 1992; McCall &

Carriger, 1993).

Of course, information-processing capacities in in-

fancy could covary with some other factor(s) in the

child that may be responsible for the predictive asso-

ciation between habituation or novelty responsiveness

in infancy and childhoodintelligence. Besides intelli-

gence, it presumably takes being developed percep-

tually, possessing a vigilant or persistent cognitive

style, and having an attentive temperamentto perform

well first on the infant tests and later on anintelligence

test. These arguments lose force, however, in light of

the fact that infant performance on the Bayley Scales

(as well as on othertraditional infant tests) shows no

predictive validity. That is, there is no reason that per-

formance on traditional infant tests should not share

variance with motivation, personality, or whatever,

in the same way information-processing capacities

would. Therefore, if these generalized factors were

carrying the association, they should do so equivalently

for traditional infant test performance and informa-

tion-processing capacities.

In the information-processing approach to infant

cognition, researchers have developed techniques that

permit some access to the mind of the youngchild.

Babies habituate attention to familiar stimuli and re-

cover attention to novel ones. They vary in the ways

they do, and these variations showreasonablereliabil-

ity—that is, they are a part of the child. Further, in-

fants who perform well on information-processing

tasks later as children tend to perform well on intel-—

ligence tests, measures oflanguageability, and thelike.

The speed, accuracy, and completeness of encoding a

stimulus into memory, which are presumably mea-

sured by habituation and novelty responsiveness, ap-

pear to relate to the vocabulary, abstract abilities, and

memory skills assessed by childhood tests of intelli-

gence.

Although the data on stability in mental develop-

mentare telling, it is important to underscore several

facts. Much is known aboutinformation processes, but

it is also fair to say that much is not known about

them. For example, whetherindividual variation in ha-

bituation and novelty responsiveness reflects central

nervous system integrity, maturation, or function, or

whether it reflects strategy differences in information

processing, is not known. Further, the infant infor-

mation-processing measuresare still far from perfect

predictors of childhood performance.Finally, stability

certainly does not mean that intelligence is innate, or

thatintelligence is fixed in early life, or that the infant

is alone in developing intelligence. Findings ofstability

do, however, reinforce the view that cognition in in-

fancy is likely to play a meaningfulrole in later devel-

opment. Notably, the verbal and logical kinds of

intelligence studied so far as predicted outcomes in

childhood themselves relate to performance in many

domains of theoretical and practical significance in
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everyday life, such as academic attainment and occu-

pational achievement. Intelligence is a multifactorial

psychological construct; this means that there are

manykinds of intelligence to be studied. It may be

that these information-processing capacities in infancy

project to one or more of them, beyond simple IQ.

INFANT MENTAL DEVELOPMENTIN

ITS SOCIAL CONTEXT

Modern behavior genetics argues that reliable in-

dividual differences in intelligence can be expected

to reflect biological inheritance to some degree

(Bouchard, Lykken, McGue, Segal, & Tellegen, 1990;

Plomin, 1990). But experience in the worldis either a

principal source of individual cognitive growth or a

major contributing component (Dixon & Lerner, 1992;

Kuhn, 1992). For example, comparative studies of

mental growth in children from adoptive and nona-

doptive families confirm the view that aspects of

intelligence are shared biologically, but also that iden-

tifable aspects of the mother—infant caregiving envi-

ronment predict developmental status in the child

(Plomin, 1990). Further, increasing evidence indicates

that specific parentalactivities relate concurrently and

predictively to specific aspects of child performancein

specific ways, and that parent andinfant together in-

fluence the course and outcome of the child’s mental

development (Bornstein, 1989b; Wachs, 1992). Defin-

ing which aspects best predict which components of

developed cognition warrants intense empirical focus

on everyday activities in the family.

It is critical to note in this connection that habit-

uation in infancy predicts cognitive status in childhood

independentof effective family influences (such as ma-

ternal behaviors). This suggests an unmediated (direct)

tie between infant information processing and child-

hood cognitive skills. In other words, some stability

appears to be in the individual. Relative to experience,

it could also be that babies who process informa-

tion efficiently expose themselves to more optimal

amounts, kinds, or patterns of environmental stimu-

lation. Significantly, too, infants who habituate more

efficiently have mothers who treat them in more cog-

nitively sophisticated wayslater in childhood. Clearly,

infants and caregivers jointly contribute to the devel-

oping cognitive competencies of children.

CONCLUSIONS

The job of the mind in developmentis to coordi-

nate with physical andsocialreality. The assessment of

cognitive capacity and potential early in life, the de-

termination of endogenous and exogenous factors in

their origins and expression, and the investigation of

the predictive validity of such factors for childhood

cognitive performanceare abiding and compelling top-

ics in infancy studies. One productive approach to

evaluating mental life in infancy is associated with in-

formation processing. This school of thought attempts

to define antecedents of mature cognition and focuses

on the ABC of howchildren learn, acquire, and men-

tally manipulate information. A complementary ap-

proach centers on identifying influences of specific ex-

periences on child mentallife.

Three revolutions have taken place in the study of

early cognitive development. Where before the thrust

of most investigations centered on the general devel-

opmental function, contemporary studies have profit-

ably revisited the question of individual variation.

Where before traditional infant assessments showed

little predictive validity for later cognitive stature, con-

temporary studies using information-processing tech-

niques have unearthedsignificantlevels of stability in

cognitive performance from infancy. And, where be-

fore researchers suspected that early experiences

ought to influence formative intellectual growth, but

failed in efforts to identify specific mechanisms, con-

temporary studies focusing on newly operationalized

variables have begun to unearth significant and specific

predictive relations. Together, these new points of

view meet the design criteria for mental development

suggested at the start of this article, and they show

that endogenous and exogenousforces interact to co-

ordinate individual mind with external reality.

(See also: INFANT TESTS AS MEASURES OF EARLY COMPE-

TENCE.)
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Marc H. BORNSTEIN

INFANT TESTS AS MEASURES OF EARLY

COMPETENCE
scientific study of child development, there has been a

From the earliest stages of the

strong interest in methods for charting the typical, or

normal, course of early mental and behavioral devel-

opment, beginning shortly after birth. For many child

developmentspecialists, the hope was that such nor-

mative data concerning developmental changes in the

first two years oflife could be utilized to measure in-

dividual differences in behavioral development,thatis,

to distinguish infants or toddlers who appear to be

developing normally from those whose development

seemsto be either delayed or advanced. Someof these

efforts were carried out by pediatricians such as Ar-
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nold GESELL at Yale University, who was particularly

interested in identifying delays in early mental and mo-

tor development so that appropriate remedial inter-

vention might be provided. Other pioneering efforts

were carried out by such child psychologists as Psyche

Cattell, Nancy BAYLEY, and Ruth Griffiths. These ef-

forts led to the development of a number of widely

used infant tests or scales, intended to measureindi-

vidual differences in mental and behavioral develop-

ment during the first 24 to 30 monthsoflife.

Infant tests have been employed by child psychol-

ogists and pediatricians for several different purposes.

In clinical settings, they are used to evaluate the de-

velopmental status of individual infants or toddlers

about whom there is concern regarding the possibility

of abnormal or delayed developmentandalso to eval-

uate changes in such children’s developmental status

after remedial treatment. Infant tests have also been

widely used in research concerned with the effects of

various risk conditions on early mental and behavioral

development(e.g., malnutrition, low birth weight, ex-

posure to drugs, unfavorable child care experiences,

etc.) as well as in evaluating the results of wide-scale

early intervention programs. They have also been em-

ployed in more theoretically oriented studies dealing

with the continuity of early mental development and

with the predictability of later intelligence from infant

test scores in the first and second year oflife. The

latter issue is one about which there is still consider-

able controversy in the early 1990s.

This entry will first outline major features common

to all infant tests and describe some of the most com-

monly used scales. Attention will then be directed to

several general issues concerning the value of infant

tests: (1) do they provide accurate or reliable measures

of behavioral development during the first two years?

(2) do they provide valid measures of early mental and

behavioral development predictive of levels of intellec-

tual functioning later in childhood? and (3) how useful

are infant tests, given their advantages and disadvan-

tages?

COMMON FEATURES OF

INFANT TESTS

The various infant tests have several features in

common in terms of their general content, their

administration, and the nature of the scores obtained.

1. All infant tests are made up of a rather wide variety

of items, specifying particular behaviors assumed to

reflect important aspects of early development and

typically observable at various age levels as children

develop from birth through 24 to 30 monthsofage.

These expectations of typical behaviors at different

ages are based on extensive standardization data

collected on representative samples of infants at

various ages. For example, one would expect that

an average 3-month-old would smile readily in re-

sponse to a friendly examiner, an 8-month-old

would be able to sit up without help, a 12-month-

old would understand a few simple words like |

“Mommy”or “cookie,” and a 19-month-old would

place a round and square block in a form board.

2. Some of the behaviors constituting test items are

elicited by the examiner following standard instruc-

tions and scored according to specific directions

(e.g., “Put the block on the cup.”). Other items

involve behaviors that can be naturally observed

during the course of the examination (e.g., infant

spontaneously uses language or gesture to make

wants known). In someinstances, the mother’s re-

port may be used to score an item. Infants are usu-

ally tested with the motheror caregiver present, in

an informal, relaxed setting. The examiner must be

skillful in encouraging the baby to become engaged

in the various test activities and must be aware of

when the infant is too irritable, sleepy, or shy to

allow a fair assessment.

3. When the examination is complete, the summary

score basically reveals how the infant’s responses

compare with those of average children of that

same age. The score, typically expressed as a de-

velopmental quotient (DQ), can be regarded essen-

tially as a ratio of a child’s performance or

developmental age over the.child’s chronological

age. Thus, if a 12-month-old child’s performanceis

at the level typically shown by 15-month-olds, the

DQ would be 15/12 or 125; if performance wasat

the 9-month level, the DQ would be 9/12 or 75,

and if at the 12-month level, the DQ would be

100. As in the case of the intelligence quotient

(IQ) employed with intelligence tests for older

children, DQs between approximately 90 and 110

are considered to be within the average or nor-

mal range.

 

576



INFANT TESTS AS MEASURES OF EARLY COMPETENCE
 

TYPICAL CONTENT OF INFANT

TEST ITEMS

Mostinfant tests contain items representing the fol-

lowing broad behavioral domains:

1. Gross motor development: increasing control of posture

and locomotion (e.g., holding head erect, sitting up

without help, standing alone, walking withouthelp,

running, walking up and downstairs, jumping,etc.)

2. Fine motor development: use of fingers and hands for

grasping and manipulating objects as required in

everyday living (e.g., picking up small objects and

placing them in containers, building a block

“tower,” use of spoon and cupin feedingself, plac-

ing cover on container, etc.)

3. Perceptual-cognitive development: attention to sights

and sounds, ability to make relevant visual and au-

ditory discriminations(e.g., discriminating between

familiar and unfamiliar voices and faces, noticing

when a change has been madein series of toys

or pictures), ability to solve simple “problems”

that require attention, memory, anticipation, and

the beginnings of representational thinking (e.g.,

searching for an object that has been hidden,fig-

uring out how to get a toy that is out of reach,

remembering where a toy was hidden after some

delay, placing blocks of different shapes in correct

holes after form board has been reversed, etc.)

4. Language comprehension and expression: Language and

intellectual development areclosely related, so that

many items included here also reflect the infant’s

emerging intellectual competencies. “Expressive”

language items include cooing and babbling, using

single words for objects or people, putting words

together to form sentences, etc. “Receptive” items

include responding appropriately to familiar words,

carrying out simple requests, pointing to pictures

or objects named by examiner,etc.

5. Social/emotional development: smiling at friendly ex-

aminer, showing pleasure in “peekaboo” or imita-

tion games, expressing displeasure when toy is

taken away, showing affection to familiar people,

etc.

Most infant tests provide separate development

quotientscores for different areas of development, as

well as an overall DQ. The way specific items are clus-

tered into the different domains and the way the

names are assigned to the various “scales” vary consid-

erably, however, from oneinfant test to another.

DESCRIPTIONS OF COMMONLY USED

INFANT TESTS

1. Gesell Scales: (4 weeks to 5 years) This is one of the

earliest and initially most widely used infant assess-

ment methods, particularly among pediatricians

and neurologists concerned about general devel-

opmental delay. Developed at Yale University by

Arnold Gesell beginning in the early 1930s, these

scales provide scores in four areas: motor behavior

(both gross and fine motor development), adaptive

behavior (including manipulation and utilization of

objects in a cognitively guided manner), language

behavior, both “receptive” as well as “expressive”,

and personal-social behavior (including appropriate

social response to people, as well as self-feeding and

bladder/bowel control). Although considered the

“grandfather” of later infant tests, the Gesell Scales

are not being as widely used in the late twentieth |

century since more recent tests provide better

“norms” and are more advanced in terms of mea-

surement technology.

. Cattell Infant Intelligence Scale: (2 to 30 months) The

Cattell test was developed by the psychologist Psy-

che Cattell at the Harvard University School of

Public Health in 1940. It contains essentially no

gross motor behavior content but does include

some fine motor and object manipulation items,

with the major emphasis being on perceptual-cog-

nitive and language development. Thetest provides

a single overall DQ or “IQ” score and continues to

be used because of its briefer administration time

and somewhatmorefocused concentration on early

precursors of “mental” or “intellectual” develop-

ment.

. Griffiths Mental Development Scale: (1 month to 2

years) Developed by Ruth Griffiths in London in

1954, this is the only infant test standardized on

British children. It yields both an overall DQ and

separate scores for five subscales: locomotor, per-

sonal-social, hearing and speech (receptive and ex-

pressive language), hand and eye (fine motor and

use of hands), and performance (object exploration,

“problem solving”). Although not widely used in
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the United States, the Griffiths Scale is frequently

used in research in Europe, Africa, and Central and

Latin America.

4. Bayley Scales of Infant Development: (2 to 30 months)

The Bayley Scales have been the most widely used

infant test in the United States. The test was de-

veloped by Nancy Bayley, a child psychologist

working at the University of California at Berkeley

and at the National Institutes of Health, beginning

in the 1930s. Formal publication of the scales oc-

curred in 1969, based on a standardization sample

of some 1,200 children. As of the early 1990s, the

Bayley Scales were being revised and restandardized

by the Psychological Corporation. The Bayley pro-

vides two overall scores. The Mental Development

Index (MDI) includes items reflecting perceptual-

cognitive, language, and social development, as well

as some involving object manipulation skills (as in

the Cattell). The Psychomotor Development Index

(PDI) is based on both gross and fine motor behav-

ior, including handuse.

5. Infant Mullen Scales of Early Learning: (2 to 36

months) This 1991 infant test was developed by

Eileen Mullen, a developmental psychologist and

early childhood educator in RhodeIsland, and stan-

dardized on a national ULS. sample of 1,231 chil-

dren. The scales are intended to be particularly

helpful in identifying delays that might warrantre-

medial intervention in five areas represented by the

following subscales: gross-motorbase, visual recep-

tive/expressive organization (including fine motor

and object manipulation items), and language re-

ceptive/expressive organization.It is also possible to

combine the four visual and language organization

scales into an overall composite Mental Develop-

ment Index. As of the early 1990s, the Mullen

Scales have not been suthciently widely used to al-
lowfor extensive evaluation by critical reviewers.

ACCURACY OR RELIABILITY OF

INFANT TEST MEASURES

Anyinfant test or procedure for measuring individ-
ual differences should be accurate or “reliable” in the
sense of giving reasonably consistent results when the
test is repeated after a short time interval. Infant tests
have been shown to provide quite reliable measures of

infant development, with test-retest correlations for

measures several weeks apart ranging from the .60s

around 3 monthsof age to the .80s beginning around

12 to 15 monthsof age (Horner, 1980; McCall, 1979).

Despite these satisfactory reliabilities, however, most

specialists, when using infant tests for clinical evalua-

tion of a particular infant whose development may be

of concern, would want to administer the test more

than once.

A related question has to do with the stability or

consistency of infant test measures of development

over longer time intervals during the first 24 months

of life. Evidence from a number of studies indicates

reasonablestability over periods of 3 to 6 months(r’s

around .45 to .60), with correlations tending to be

lower the earlier the testing and the longer the time

intervals between tests (Honzik, 1983; McCall, 1979,

1983). There is some evidence to suggest that the sta-

bility of infant DQs may be considerably higher for

some children than others, depending on constitu-

tional factors, differential exposure to environmental

changesorhealth risks, etc. (Wilson, 1983).

WHAT DO INFANT TESTS MEASURE?

Content Validity. The question of what is mea-

sured by infant tests can be addressed in part by con-

sideration of the content of the scales. As is apparent

from the previous description of the behavioral items

and subscales typically incorporatedin infant tests, the
scores obtained reflect a number of what have long
been considered significant aspects of early mental and
behavioral development: gross and fine motor behav-
ior, perceptual-cognitive and adaptive competencies,
receptive and expressive language, and social behavior.
It should be noted that the overall DQs (as well as
some of the subscale scores) are typically based on a
rather heterogeneous composite of different items, and
thus provide aggregate measures of the infant’s devel-
opmental status, rather than “pure” measures of spe-
cific intellectual, language, or social competencies.
Moreover, because of the rapid pace of early devel-
opment, the cluster of behavioral items on which the

DQsare based tendsto be quite different as one moves
from the early months to the second year of life

(Burns, Burns, & Kabacoff, 1992).

Concurrent Validity. |Considerable empirical

evidence that infant tests provide measures ofsignifi-

cant dimensions of early mental and behavioral devel-
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opment comes from numerousstudies of the influence

of various biological and socio-environmentalrisk con-

ditions. For example, many investigationsof the effects

of low birth weight or prematurity utilizing infant tests

have shownsignificant developmental delay in infants

and toddlers, particularly if the degree of prematurity

is substantial (e.g., Eckerman, Sturm, & Gross, 1985).

(Prospects for subsequent “catch-up” developmentfor

such children are quite good in favorable homeenvi-

ronments.) Infant tests have also proved very useful

for evaluating the early developmental effects of mal-

nutrition, prenatal drug exposure, congenital anoma-

lies, and so on (Goodman, 1990; Honzik, 1983).

Similarly, the socioeconomic differences in intellectual

performance commonly observed in preschool chil-

dren in manyparts of the world begin to be discernible

in infant test scores in the latter part of the second

year of life (Golden & Birns, 1983). To the extent that

infant tests have been able to detect hypothesized de-

velopmental effects of biological and socio-environ-

mental risk conditions, as just outlined, they can be

said to have shown evidence of “concurrent”validity.

Predictive Validity. One of the major concerns

that has been raised about the value of infant tests is

whetherthey are predictive of IQ levels later in child-

hood. The evidence hereis quite clear, and the answers

depend on one’s objectives. If one wishes to predict

later “intelligence” or IQ levels for children falling

within the relatively “normal” range of IQ variation,

infant tests generally tend to have little or no predic-

tive value. The earlier the test, and the longer the in-

terval preceding the follow-up IQ measure, the lower

the correlations between them. By 18 to 24 months,

however, onebegins to findsignificant correlations (in

the .50s) with 4-year IQ (Goodman, 1990; McCall,

1983; Siegel, 1989). This lack of predictive value

within the normal range of intelligence should not be

surprising given the previously mentioned heteroge-

neity of the aggregate infant test scores. Some evidence

suggests that more focused measures of information

processing, such as habituation or response to novelty,

may represent more promising infant predictors of

later intellectual functioning in the normal range

(Bornstein, 1989; Goodman, 1990; Thompson, Fagan,

& Fulker, 1991).

On the other hand, if the purpose is to identify

infants and toddlers who appear to be developmentally

delayed, and who mayhave lower IQslater in child-

hood, then infant tests do have predictive value

(Goodman, 1990; Largo et al., 1990). This conclusion

is supported by twosorts of evidence. In correlational

studies, when the samples employed include infants

whowere premature or developmentally delayed, thus

increasing the range of IQ variation involved,signifi-

cant correlations with later IQ are found even forin-

fant tests given in the first year oflife (Siegel, 1989).

In addition, there is substantial evidence indicating

that infants having DQs below 75 or 80 at 8 months

are significantly more likely to have correspondingly

low IQ scores at ages 4 to 8 years than infants whose

DQs are above 80 (Holden, 1972; Ireton, Thwing, &

Gravem, 1970; Siegel, 1989), particularly if the low

DQ infants also come from more disadvantaged socio-

economic backgrounds(Siegel, 1989).

It may well be that the heterogeneity that makes

infant tests poor predictors of later intelligence in the

“normal” range actually contributes to their effective-

ness as detectors of overall delay in behavioral devel-

opment. When. significant developmental delays

appear early in life, they tend to be reflected not only

in the perceptual-cognitive, language, and social do-

mainsbutalso in the gross motor and fine motorareas.

The emergence of these motor competencies during

early developmentrepresents a particularly significant

aspect of development, since it tells us something

about the maturation of important neurological func-

tions during a period of very rapid growth and devel-

opment. At the same time, infants with limited motor

and manipulative competencies may have more limited

experiences with the environment, thusrestricting the

range of available opportunities for learning. It should

not be surprising, therefore, that there is suggestive

evidence indicating that, in the first year of life, mea-

sures of motor, rather than “mental,” development

may be better predictors of later language delay (Sie-

gel, 1989).

CONCLUSIONS

In summary, standardizedinfant tests provide reli-

able and useful measures of individual differences in

overall behavioral development during the first two

years of life. Because they provide aggregate or com-

posite measures of development, they should not be
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regardedas puretests of early “intelligence” or of spe-

cific cognitive processes, capable of predicting later IQ

scores in samples of normal children. They are, how-

ever, capable ofidentifying infants who maybesignif-

icantly delayed intellectually later in childhood and of

detecting the adverse effects of various socio-environ-

mental and biological risk factors on early develop-

ment. Thus, we can expect that infant tests will

continue to be refined, with more emphasis on sub-

scale scores, and that they will continue to be very

useful for the purposes they wereinitially intended to

serve.

(See also: INFANCY; INTERVENTION, INFANT AND PRE-

SCHOOL.)
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Henry N. RICCIUTI

INFORMATION PROCESSING The infor-

mation-processing approach to the study of human in-

telligence, which likens human to computer thought

processes, represents a dramatic change from tradi-

tional approaches to studying intelligence. Where tra-

ditional approaches focus on identifying the broad

dimensions of human abilities, information-processing
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approaches focus on the thought processes underlying

those abilities. Applications of information-processing

methods promise to change how humansthink about

the very nature ofintelligence. Whereintelligence was

once thought of as a broad, fixed mostly inherited

trait, the information-processing approachis beginning

to reshape the view of intelligence as a set of interact-

ing processes operating on a variety of knowledge

structures. The information-processing approach has

been credited with being the key factor to revitalizing

what had been a moribund field of scientific inquiry,

one, in the words of Robert J. Sternberg, “as fashion-

able as a Nehru jacket.” A new generation of intelli-

gence researchers, schooled in the philosophy and

methodology of information processing, has arrived,

promising to change notions of humanintelligence,

how humansstudy it, how humansconceiveofit.

THE INFORMATION-PROCESSING

WORLDVIEW

The information-processing approach to the study

of humanintelligence is really two things, a virtual

grab bag of techniques borrowed from experimental

cognitive psychology (experimental procedures, math-

ematical modeling methods), and anattitude, a world-

view, a way of thinking about how people think, learn,

attend, solve problems, and made decisions. According

to this worldview, one can understand thoughtby ana-

lyzing the flow of information a person processes,

starting from aninitial perception, througha series of

cognitive processes, and resulting in either an observ-

able response by the person or merely a changein the

contents of the person’s memory (i.e., what the person

is thinking about). Consider the example of reading.

The reader views a string of characters on the page

(the perception); then mentally transforms the char-

acter string into a recognizable word (a cognitive pro-

cess); retrieves the meaning of that word and, along

with it, the associations that word has that have been

earlier stored away (additional cognitive processes);

and finally remembers the word in order to compre-

hend the sentence in which it is presented (another

cognitive process resulting ina change in the contents

of memory).

This all may seem rather obvious, but information-

processing theories came about, in the 1960s and the

1970s, in reaction to “behaviorist” theories, inspired

by the psychologist B. F. Skinner, which view the hu-

man not as an active processor of information but

ratheras a passive, conditioned respondentto stimuli.

Compared to behaviorist theories, information-pro-

cessing theories are much more concerned with the

ways in which incoming information is interpreted

rather than simply with how people behave in re-

sponse to information. Because of this emphasis on

what is called cognitive mediation, information-pro-

cessing theories are better suited than behaviorist the-

ories to explaining complex human thought processes,

such as those entering into performance ofintelligence

tests.

INFORMATION PROCESSING AS A

SET OF METHODS

Just as important as the information-processing

worldview in stimulating new ways of thinking about

humanintelligence were the techniques developed by

information-processing psychologists working in the

experimentaltradition to study the mind(e.g., Neisser,

1967). The adaptation of these techniques by indi-

vidual-differences researchers (e.g., Hunt, Frost, &

Lunneborg, 1973; Sternberg, 1977) opened exciting

new doors of inquiry and made possible the objective

pursuit of issues only speculated on by previous gen-

erations of intelligence researchers. Before the 1970s,

the predominant approach to studying intelligence was

what has been labeled the “psychometric approach.”

This approach involves the administration of mental

tests, the computation of a correlation matrix for the

scores from those tests, the computation of an explor-

atory factor analysis of that matrix, and then the spec-

ulative psychological interpretation of the meaning of

the derived factors. The adoption of information-pro-

cessing methods allowed psychologists to move be-

yond simply interpreting broad factors and on to the

study of the processes entering into the test-taking act

itself.

THE COGNITIVE-CORRELATES

METHOD

What exactly are these information-processing meth-

ods? Probably the most commonly employed technique

for analyzing intelligence from an information-processing

perspective is what J. W. Pellgrino and R. Glaser (1979)
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called “the cognitive-correlates method,” which waspi-

oneered by E. B. Hunt, N. Frost, and C. Lunneborg

(1973). The method involves administering twosets of

tests. One set consists of information-processingtasks,

which, from previous experimentation, have been

showntoreflect particular cognitive processes, such as

memory retrieval, mental rotation, and scanning in

short-term memory. The other set consists of one or

more conventional intelligence tests that, from pre-

vious factor-analytic studies, have been shown to mea-

sure a psychometric factor, such as general ability,

verbal ability, or spatial ability. By inspecting the pat-

tern of correlations between the twosets of tasks, one

is able to understand better the complex psychometric

factor in more-basic information-processing terms.

The literature offers many examples of applying

cognitive-correlates methodology to gain a clearer un-

derstanding of conventional abilities factors. Success

stories can be found in the verbal realm, where re-

searchers have demonstrated that the rather global

construct of reading ability can be understood in in-

formation-processing terms as a combination of visual

decoding ability along with retrieval speed from se-

mantic long-term memory (Hunt, 1978; Jackson &

McClelland, 1979). More recently, researchers have

suggested that an additional important skill involved

in reading is the ability to suppress irrelevant thoughts

(Gernsbacher, 1990). Another, perhaps somewhat more

modest success story exists in the learning realm,

where general verbal learning ability has been shown

to be largely accounted for by two independentfac-

tors, breadth of general knowledge and speed of

searching long-term memory (Kyllonen, Tirre, &

Christal, 1991). In the spatial realm, research has

isolated particular processes, such as encoding, infor-

mation-organization, and information-transformation

processesas critical components of larger spatial-abil-

ity factors (Juhel, 1991). (See SPATIAL ABILITY.)

Since the time of the initial applications of cogni-

tive-correlates methodology, there has been an expan-

sion in how intelligence researchers have used the

method. First, there has been an expansion in the con-

cept of what an information-processing task is. At one

time, the class of acceptable information-processing

tasks was restricted to a fairly small set of cognitive

tasks, such as letter matching and visual scanning, for

which a large empirical data base existed and for which

detailed mathematical models of their processing re-

quirements had been established. The picture has

changed somewhat. Researchers now use a much

wider variety of tasks and measurements as informa-

tion-processing markers. In cognitive-correlates stud-

ies of GENERAL INTELLIGENCE, for example, researchers

have used tasks such as pitch discrimination (Deary,

Head, & Egan, 1989), line-length discrimination (An-

derson, 1988; Kranzler & Jensen, 1989), and choice-

reaction time (Jensen, 1982; Mathews & Dorn, 1989).

There even have been studies that have used physio-

logical measures, such as EEGs (Robinson, 1991)

positron-emission tomography (PET) scans, and nerve-

conduction velocity (Reed & Jensen, 1991) as infor-

mation-processing measures.

In all cases, the key issue is whether the task (or

measure) by aptitude correlation patterns will shed

light on the aptitude being investigated. In studies of

general ability, considerable interest has focused on

trying to show thata fairly simple task or a fairly basic

physiological measurement is correlated to the typi-

cally much more complex intelligence tests. The idea

of generalintelligence being reducible to something as

simple as “speed of neural conductivity” has consid-

erable intuitive appeal from a philosophy-of-science

standpoint. Afterall, is not a driving goal in science to

reduce a complex phenomenon to its simpler, more

basic constituents?

A second expansion is that cognitive-correlates

approaches are ‘no longer being limited to analysis

of conventional aptitude constructs. For example, D.

Gitomer (1984) employed a cognitive-correlates design

to determine the knowledgeof skills that underlie pro-

ficiency in electronics troubleshooting. He identified a

single critical underlying factor, proficiency in solving

logic-gate problems. A follow-up to that study applied

cognitive-correlates methodology to identify working-

memory capacity as the single factor responsible for

differences in the ability to learn how to solve logic-

gate problems (Kyllonen & Stephens, 1990). Similarly,

a cognitive-correlates approach has shown that work-

ing-memory capacity is the key factor underlying the

ability to acquire skill in computer programming

(Shute & Kyllonen, 1993). Finally, there has been

expanded consideration of the cognitive-correlates

method to more applied problems, such as aging

(Rabbitt, 1988), learning disabilities (Swanson, 1990),
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mental retardation (Vietze & Coates, 1986), and neu-

ropsychological conditions (Robinson, 1991).

The expansion of the cognitive-correlates approach

to include a wider variety of information-processing

tasks and to attack a wider variety of complex intel-

lectual skills and abilities greatly increases the power

of the method as a tool for analyzing human intelli-

gence. It is likely that work carried on within the

cognitive-correlates tradition will continue to deliver

insights into the nature of intelligence by successively

relating it to more and morebasic processing sources.

THE COGNITIVE-COMPONENTS

METHOD

A second approach employed by information-

processing researchers to study intelligence is what

Pellegrino and Glaser (1979) have called the “cogni-

tive-components” approach. Where the cognitive-

correlates approach attempts to unpack intelligence

indirectly, by examining its correlations with simpler,

information-processing tasks, the cognitive-compo-

nents approach unpacksintelligence directly, by iso-

lating the processing stages that enter into test-taking

performance. It does this by the use of a variety of

techniques borrowed from experimental psychology,
¢such as the “subtractive” and the “additive factors”

methods.

The general approach was introduced to intelli-

gence researchers by Sternberg (1977), who investi-

gated analogical reasoning, which is what is called for

in test items such as “Mother is to father as sister is

to .” Sternberg noted that scores from analog-

ical reasoning tests are typically highly correlated with

generalintelligence. The question he was interested in

pursuing was whetherany of the information-process-

ing stages associated with analogical reasoning could

be shown to be the cause or the source of the corre-

lation with intelligence. To tackle this problem, Stern-

berg broke performance on the analogical-reasoning

test into simpler stages, such as “encoding” the stim-

ulus terms (mother, father, etc.), “inferring” the rela-

tion between the first two stimulus terms, and

“mapping”the relation foundin the first pair (mother—

father) onto the third term (sister) to identify the miss-

ing term (brother). Sternberg devised series ofpartial

tasks and employed a linear-modeling procedure to

identify the duration of each of the stages he hypoth-

esized.

Having identified the duration of each of the stages

(encoding, inferring, mapping, etc.), separately for

each of the test takers, Sternberg was able to examine

the reliabilities of the stages, their correlations with

each other, and their correlations with external crite-

ria, such as other measures of generalintelligence or

measures of overall task performance. In principle, the

application of this kind of component breakdown

should enable the investigator to make statements such

as “The process that correlates most highly with in-

telligence is x,” where x is one of the stages. In prac-

tice, Sternberg’s study consisted of too few subjects to

allow for definitive statements on the importance of

the components he had identified. Nevertheless, the

impact of the study was substantial in getting intelli-

gence researchers to think more expansively about

how they could investigate the processes of intelli-

gence.

An example of this kind of expansivity can be found

in an analysis of what is considered one of the best

measures of general intelligence, the RAVEN PROGRES-

SIVE MATRICES (RPM)test. P. A. Carpenter, M. A. Just,

and P. Shell (1990) conducted a careful task analysis

of what an information-processing system would have

to do and would have to know in orderto solve test

problems. They formalized their thoughts in the form

of a computer simulation that actually solved RPM

problems. They then compared the computer’s per-

formance with the performance of human subjects to

validate their computer simulation. They noted which

problems humanshadtrouble with, and experimented

with alterations of their computer simulation to find

out what aspects of the simulation would have to be

changed to mimic human performance. By doingthis,

they were able to determine that a key component of

intelligent performance, as indicated by performance

on the RPM,wastheability to keep track of goals and

subgoals while solving problems.

Several issues are raised by the application of the

cognitive-components approach. Oneis that it is im-

portant to have a good information-processing model

of the task analyzed. Both Sternberg and Carpenter,

Just, and Shell (1990), for example, cited a number of

studies of reasoning (on their analogies and RPM-like

tasks, respectively) from the cognitive psychological
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literature and were able to develop information-pro-

cessing model from those previous studies. For many

of the keytests of intelligence, extensive research has

been done from an information-processing perspec-

tive, andintelligence researchers can capitalize on this

research for addressing issues pertaining to individual

differences in the stages.

Anotherissue is that the investigator must be re-

sourceful in developing a method for estimating stage

performanceor isolating processing success on a single

stage of overall task performance. Carpenter, Just, and

Shell relied heavily on verbal protocols, that is, ex-

aminees talking through the process of problem solv- _

ing. Sternberg (1977) used the method of “precueing”

to isolate stage performance. Precueing involves first

presenting a part of the problem to be solved to the

subject and then presenting the whole problem. If the

whole problem involves two stages of processing and

the precued portion only the first stage, then admin-

istering some problems with the precue and some

problems withoutallows the investigator to determine

the duration of the secondstage.

A more common methodfor isolating processing

stages involves varying features of the target aptitude

test directly, that is, reconstructing the aptitude test

so that it conforms to a standard experimental design.

This is sometimes referred to as constructing a

“faceted task.” Consider a componential analysis of

the mental-rotation task. Subjects try to determine

whether two objects that appear in varying spatial

orientations can be mentally rotated into congruence

with one another (Shepard & Metzler, 1971). Re-

searchers have studied the importance of the encoding

and mental-rotation stages by varying the complexity

of the encoding process (e.g., by using simple versus

complex figures) and by varying the complexity of the

rotation process (e.g., by comparing 0-, 30-, 60-, ver-

sus 90-degree-angularity disparity between the two

figures). One can then observe how subjects respond

to these changes in the items, and the pattern of re-

sponses can provide clues as to the importance of the

different facets. For example, by carefully comparing

subjects’ responses over particular kinds of changes in

difficulty, the investigator can calculate how quickly a

subject can mentally rotate an object or how thor-

oughly a subject is able to encode an object. These

parameters then can be compared to overall perfor-

mance in an attempt to determine the importance of

the rotation stage or the encoding stage in driving

overall performance (Pellegrino, Mumaw, & Shute,

1984).

THE COMPONENT-TRAINING

METHOD

Besides the cognitive-correlates and cognitive-com-

ponents methods, another method can be used to test

whether a particular information-processing step is

important for performance. The component-training

method involves training subjects on a hypothesized

component of an aptitude test. If such training in-

creases performanceonthe aptitudetest, that provides

evidence for the importance of the hypothesized com-

ponent. Sternberg (1984) has called this the “cogni-

tive-training” method.

A rather clear example of this method can be found

in a study by P. C. Kyllonen and associates (1991), who

were interested in whether knowledge of an elabora-

tion strategy on a paired-associates learning task was

important for performance. They trained one group of

subjects on the elaboration strategy, which resulted in

about a 20 percent increase in performance over a

no-training control group. This result suggests that

knowledge of effective mnemonic strategies is an im-

portant component of associative learning. But an even

more interesting finding was that the correlation be-

tween verbal ability and learning was higher for the

group that was trained than it was for the untrained

group. What this meansis that some subjects come to

the experiment with proper strategic knowledge and

others do not, but that this knowledge is not related

to their verbal ability per se; rather, it seems to be an

almost idiosyncratic sort of knowledge. Thus, to get a

clear idea about the relationship between verbal ability _

and learning, it is important to put everyone on a kind

of common ground, to train everyone as to the im-

portance of the tricks of how to do a paired-associates

learningtask.

The training method can be used in conjunction

with other information-processing methodsto identify

critical components in intelligence performance. A

nice example of this approach wasa series of studies

by J. R. Fredericksen, B. M. Warren, and A. S. Rose-

bery (1985). Initially, the investigators employed com-
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ponential analysis and correlates methods to identify a

set of specific information-processing components in-

volved in reading ability. The components they iden-

tified were things like grapheme encoding, parsing

sentence constituents, and retrieving and integrating

word meanings. To validate the importance of these

components in reading, Fredericksen, Warren, and

Rosebery extensively trained a group of young readers

on these specific components and found resulting

increase in their readingability.

Component-training methods cannotbe usedas the

final determinant of whether a particular component

is involved in an intelligent performance. For one

thing, subjects might become better at a particular

componenttrained, but then have trouble transferring

this knowledge or skill to the actual target perfor-

mance. Research has shown,for example, that learners

can receive extensive training on formulas suchasdis-

tance = rate X time andstill not be able effectively to

use such knowledge to increase their problem-solving

abilities. Also, it is important to keep in mind the

causal direction of influence between components and

the target performance. If one assumes that compo-

nents determine performance in the target task, then

changes in the components cause changes in the apti-

tude. But one might instead assume that components

are simply indicators of the aptitude. In that case,

changes in the aptitude cause changes in the compo-

nents, but not necessarily the other way around. For

example,if one trains people on how to take a partic-

ular test, that might not necessarily mean that one

has changed the aptitude that the test is designed to

measure.

THE COGNITIVE-TASK ANALYSIS

METHOD

The researcher testing hypotheses about compo-

nents of an aptitude construct must begin by devel-

oping a list of possible components. Such lists often

originate from a kind of armchair analysis of what a

person knowsand does while solving an aptitude-test

problem or from borrowing from the work of some-

one whohas donesuchan analysis, but more-developed

methods go beyondthis kind of informal analysis. For

example, there have been suggestions on how to get

test takers to talk about the way they go aboutsolving

problems both while they are solving them and after

they are finished (Ericsson & Simon, 1980). A general

problem is that people are not always very good at

talking about what they can do. Someresearchers have

suggested getting two experts to solve a problem to-

gether, which has the effect of bringing out conflicting

or alternative strategies, and generally to increase dis-

cussion (Hall, Gott, & Pokorney, 1993). Recording the

eye movements made by subjects during problem solv-

ing sometimesis a useful way of thinking about what

they are thinking about while they are engaged in the

problem solving (Carpenter & Just, 1988). It is clear

that the success of correlates, components, and train-

ing methods depends on the ideas about what com-

ponents are involved in taking intelligence tests;

cognitive-task analyses are designed precisely to sug-

gest such components.

A CRITIQUE OF THE INFORMATION-

PROCESSING APPROACH

Paradigm shifts in any field of scientific inquiry

often lead to an initial flurry of activity denouncing

the old ways, followed by a second wave of reconsid-

eration, where the promises of the new approach are

evaluated against the real progress the new approach

has led to. It should come as no surprise that intelli-

gence researchers are beginning to reconsider the true

contributions of the information-processing paradigm

shift. In a thoughtful critique of the information-pro-

cessing approach to the analysis of intelligence, D. F.

Lohman argued that the approach might have prom-

ised more than it ended up delivering. He noted that

information-processing psychology has not “rescue[d]

differential psychology from psychometrics, and re-

turn[ed] it to the mainstream of psychological re-

search,” as researchers at one time thought it would.

This, he believes, was due to two false or misleading

assumptions underlying the would-be marriage: Com-

ponential analysis would identify the true, psycholog-

ically correct sources of individual differences, and

aptitude tests and cognitive tasks are interchangeable.

The problem with component scores (the product

of componential analysis), according to Lohman,is

that they have proven not to have construct or any

other kind of validity. (A similar point was made by

Brody, 1992.) Rather, the average or intercept score
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from information-processing analyses has proven to be

the most valid performance parameter. Because the av-

erage is what psychometrics already gave researchers

and because what information processing promised to

add was the componentscores, the information-pro-

cessing approach has not proved effective. The prob-

lem with treating aptitude tests as cognitive tasks,

according to Lohman,is that aptitude tests do notal-

lowfor strategy differences, and finding strategy dif-

ferences is one of the main potential contributions of

the information-processing approach. In many ways,

Lohman seems to have a good argument. It is easy to

agree with him that components failed to be the true

componentsofintelligence to the extent that manyat

one time thought they would.

Even so, it is important to acknowledge the con-

tributions of the information-processing approach. For

example, the oft-reported finding in the information-

processing literature that component scores do not

correlate very highly with intelligence-test scoresis it-

self an interesting empirical finding, one that could

have been anticipated. In other words, if component

scores were whatcorrelated withintelligence, then in-

telligence tests would have been morefragile than they

have proven throughtheyearsto be. If the real essence

of spatial ability were the rate of mental rotation, then

the goodness of a test of spatial ability would be de-

termined by howthe test constructor sampled facet

levels. The fact that one intuitively realizes that it does

not matter how one samples (a test of rotationis a test

of rotation, no matter now many degrees one’s re-

quired to rotate) suggests that one knewthedifference

score was uninterestingall along.

Also, manyin the field seem to believe that meth-

ods for identifying strategies are the most interesting

contribution of information-processing psychology.

Again, in retrospect, if this ever were the case,

researchers have certainly been naive. The Raven

progressive matrices certainly seem susceptible to al-

ternative strategies. Yet, one should not have expected

that someone could jump from average to superiorin-

telligence, as represented by a Raven score, just by

learning a better strategy. In the case of spatial ability,

alternative strategies may exist, but in the end, how

importantis that? Are not pilots who can verbally en-

code their situation to a certain criterion level as well-

off as those whospatially encode their situation to that

same criterion level? In the end, from a test-validity

standpoint, is not how well (how accurate plus how

much time taken) one gets the job done more impor-

tant than how onegoes about doingit?

It may prove in the end that the most important

contribution of information processing is a set of

psychological constructs (such as working-memory

capacity) and a methodology for measuring those con-

structs. This is different from the view that informa-

tion-processing psychology has suggested components

and methods for isolating those components. It may

be that there can be a synthesis of the sophisticated

constructs of information-processing psychology and

the methodsfor identifying and measuring those con-

structs taken from both information-processing and

psychometric approaches. This would represent a true

marriage between what L. J. CRONBACH called the

“two fields” of psychology, the correlational and the

experimental.

Whatabout information-processing components?It

is possible that these componentsstill have a role to

play, but one perhaps less grandiose than the one

imagined at the outset. Specifically, components may

serve as sources of difficulty on a particular intelli-

gence test that can be systematically manipulated to

make tests adaptively harder or easier. Several intel-

ligence-testing programs are beginning to use com-

ponents in exactly this fashion (Irvine, Dann, &

Anderson, 1991). This is an intriguing turn of events,

but one, in retrospect, that is perfectly sensible. The

idea of componentsas originally outlined would have

led to many morefactors of intelligence than anyone

has ever dared to suggest.

CONCLUSION

It may be that some of the early hopes of some

information-processing researchers to banish the con-

cept of intelligence, or at least to redefine it as a set

of information-processing components, have not been

realized. Conventional conceptions built over almost a

century ofresearch will not disappear overnight.Still,

the information-processing revolution in intelligence

testing has had, and will continue to have, a permanent

impact on the way people view intelligence and the

way they go about researching it. Information-pro-

cessing psychologists have changed the conception of

 

586



INFORMATION PROCESSING
 

whatintelligence tests measure and have added many

instruments to the arsenal for measuring it. These

changes are leading to a greater unification of experi-

mental and correlational traditions in psychology, and

progress in the understanding of human intelligence

will flow from developments in bothfields.

BIBLIOGRAPHY

ANDERSON, M. (1988). Inspection time, information pro-

cessing and the developmentofintelligence. British Jour-

nal of Developmental Psychology, 6(1), 43-57.

BRODY, N. (1992). Intelligence (2nd ed.). San Diego, CA: Ac-

ademic Press.

CARPENTER, P., & Just, M. A. (1988). The role of working

memory in language comprehension. In D. Klahr & K.

Kotovsky (Eds), Complex information processing: The impact

of Herbert Simon. Hillsdale, NJ: Erlbaum.

CARPENTER,P. A., JUST, M. A., & SHELL, P. (1990). What one

intelligence test measures: A theoretical account of the

processing in the Raven Progressive Matrices Test. Psy-

chological Review, 97, 404-431.

CHAIKEN, S. R., & YOUNG, R. (1993). Inspection time and

intelligence: Attempts to eliminate the apparent move-

mentstrategy. American Journal of Psychology, 106, 191-

210.

Deary,I. J., HEAD, B., & EGAN, V. (1989). Auditory inspec-

tion time, intelligence, and pitch discrimination. Jntelli-

gence, 13, 135-148.

ERICSSON,K. A., & SIMON, H. (1980). Verbal reports asdata.

Psychological Review, 87, 215-251.

FREDERICKSEN, J. R., WARREN, B. M., & ROSEBERY, A. S.

(1985a). A componential approach to training reading

skills, part 1: Perceptual units training. Cognition and In-

struction, 2, 91-130.

FREDERICKSEN, J. R., WARREN, B. M., & ROSEBERY, A.S.

(1985b). A componential approach to training reading

skills, part 2: Decoding and use of context. Cognition and

Instruction, 2, 271-338.

GERNSBACHER, M. A. (1990). Language and comprehension as

structure building. Hillsdale, NJ: Erlbaum.

GITOMER, D. (1984). A cognitive analysis of a complex trouble-

shooting task. Unpublished doctoral dissertation, Univer-

sity of Pittsburgh.

HALL,E., GOTT,S., & POKORNEY,R.(1993). PARI: A technique

for interviewing experts. Unpublished manuscript, Brooks

Air Force Base, TX, Armstrong Laboratory, Human Re-

sources Directorate.

Hunt, E. (1978). Mechanics of verbal ability. Psychological

Review, 85, 109-130.

HUNT,E. B., FROST, N., & LUNNEBORG,C. (1973). Individual

differences in cognition: A new approach to intelligence.

In G. Bower(Ed.), The psychology oflearning and motivation:

Advances in research and theory (Vol. 7). New York: Aca-

demic Press.

IRVINE, S., DANN, P. L., & ANDERSON,J. D. (1991). Towards

a theory of algorithm-determined cognitive test con-

struction. British Journal of Psychology, 81(2), 173-195.

JACKSON, M. D., & MCCLELLAND,J. L. (1979). Processing

determinants of reading speed. Journal of Experimental Psy-

chology: General, 108, 151-181.

JENSEN, A. R. (1982). Reaction time and psychometric g. In

H. J. Eysenck (Ed.), A model for intelligence. New York:

Springer-Verlag.

JUHEL, J. (1991). Spatial abilities and individual differences

in visual information processing. Intelligence, 15(1), 117-

137.

KAIL, R., & PELLEGRINO,J. W. (1985). Humanintelligence: Per-

spectives and prospects. New York: W. H. Freeman.

KRANZLER,J. H., & JENSEN, A. R. (1989). Inspection time and

intelligence: A meta-analysis. Intelligence, 13, 329-348.

KYLLONEN,P. C., & STEPHENS, D. L. (1990). Cognitive abili-

ties as determinants of success in acquiring logic skill.

Learning and Individual Differences, 2, 129-160.

KYLLONEN, P. C., TIRRE, W. C., & CHRISTAL, R. E. (1991).

Knowledge of processing speed as determinants of as-

sociative learning. Journal of Experimental Psychology: Gen-

eral, 120, 89-108. (Also [1989] Tech. Paper 87-68,

Brooks Air Force Base, TX, Air Force Human Resources

Laboratory.)

LOHMAN,D.F. (1989). Humanintelligence: An introduction

to advances in theory and research. Review of Educational

Research, 59(4), 333-373.

MATHEWS, G., & Dorn, L. (1989). IQ and choice reaction

time: An information processing analysis. Intelligence,

13(4), 299-317.
NEISSER, U. (1967). Cognitive psychology. New York: Apple-

ton.

PELLEGRINO,J. W., & GLASER,R. (1979). Cognitive correlates

and componentsin the analysis of individual differences.

In R. J. Sternberg & D. K. Detterman (Eds.), Human

intelligence: Perspectives on its theory and measurement (pp.

61-88). Norwood, NJ: Ablex.

 

587



INSIGHT
 

PELLEGRINO, J. W., MUMAW,R.J., & SHUTE, V. J. (1984).

Analyses of spatial aptitude and expertise. In S. Embret-

son (Ed.), Test design: Contributions from psychology, educa-

tion, and psychometrics (pp. 45-76). New York: Academic

Press.

RABBITT, P. M. A. (1988). The faster the better? Some com-

ments on the use of information processing rate as an

index of change and individual differences in perfor-

mancelearning disabilities. In I. Hindmarch, B. Aufdem-

brinke, & H. Ott, (Eds.), Psychopharmacology and reaction

time. Chichester, England: Wiley.

REED, T., & JENSEN, A. R. (1991). Arm nerve conduction ve-

locity (NCV), brain NCV,reaction time, andintelligence.

Intelligence, 15(1), 33-47.

ROBINSON, D. L. (1991). On the neurology of intelligence

and intelligence factors. In H. A. H. Rowe (Ed.), Intelli-

gence: Reconceptualization and measurement (pp. 145-161).

Hillsdale, NJ: Erlbaum.

SALTHOUSE, T. A. (1992). The information-processing per-

spective on cognitive aging. In R. J. Sternberg & C. A.

Berg (Eds.), Intellectual development (pp. 261-277). New

York: Cambridge University Press.

SHEPARD, R. N., & METZLER, J. (1971). Mental rotation of

three-dimensional objects. Science, 171, 701-703.

SHUTE, V. J., & KYLLONEN,P. C. (1993). Modeling individual

differences in programming skill acquisition. Unpublished

manuscript. (Also [1990] Tech. Paper 90-76, Brooks Air

Force Base, TX, Air Force Human Resources Labora-

tory.)

SPEARMAN, C. (1927). The abilities of man: Their nature and

measurement. New York: Macmillan.

STERNBERG, R. J. (1977). Intelligence, information processing,

and analogical reasoning: The componential analysis of human

abilities. Hillsdale, NJ: Erlbaum.

STERNBERG,R.J. (1984). Testing and cognitive psychology.

American Psychologist, 36, 1181-1189.

SWANSON, H. L. (1990). Intelligence and learning disabili-

ties: An introduction. In H. L. Swanson & B. K. Keogh

(Eds.), Learning disabilities: Theoretical and research issues (pp.

23-29). Hillsdale, NJ: Erlbaum.

VIETZE, P. M., & COATES, D. L. (1986). Using information

processing strategies for early identification of mental re-

tardation. Topics in Early Childhood Special Education, 6(3),

72-85.

PATRICK C. KYLLONEN

INSIGHT

everyday speech. People often talk about having in-

Insight is a commonly used word in

sight into a problem or insight into their behavior.

Moreover, insightful problem solving, as opposed to

more routine forms of problem solving, is viewed as

being responsible for many of the world’s greatest con-

tributions (Gruber, 1979). But what exactly is insight,

and howisit related to other psychological constructs,

such asintelligence?

A review of the literature reveals that insight has

been difficult for psychologists to define. This difficulty

arises partly because the term insight can be used in

two different ways. One wayrefers to a product; the

other refers to a process. Psychologists generally agree

that insight as a product refers to an idea or solution

that is nonobvious and of high quality. There is far less

agreement, however, on how to define insight as a

process. To understand thinking and problem solving,

it is important to understandinsight as both a product

and a process. A review of how insight has been as-

sessed in the past, followed by a discussion of the

processes involved in insight and how theyrelate to

other psychological constructs, will help illuminate

this elusive construct.

CONVENTIONAL VIEWS OF INSIGHT

There are two conventional views of insight: the

special-process view, and the nothing-special view. The

special-process view is most often associated with

the Gestalt psychologists, who believed that insight oc-

curs when the problem solver suddenly sees a problem

in a new way. This new perception, or spontaneous re-

structuring, is often thought to be accompanied by a

novel solution, and a feeling of “Aha.”

According to the special-process view, the mental

processes needed to solve insight problemsare differ-

ent from the more conventional abilities required to

solve problems of the kinds found ontests of intelli-

gence, creativity, and conventional problem-solving

ability. Insight problems, typically, are novel problems

that do not require much prior knowledge for their

solution. For example, Burke and Maier (1965) used a

“hat-rack” problem to study the relationship between

insightful problem-solving ability and other abilities,

such as creativity and intelligence.
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The hat-rack problem requires participants to build

a structure strong enough to support a heavy coat,

using only two boards and a C-clamp. The opening of

the clamp is wide enough so that the two boards can

be inserted and held securely when the clampis tight-

ened. Participants are asked to build the hat-rack in

the center of a small room. In orderto solve this prob-

lem, subjects must have the insight that the ceiling of

the room is relevant. The hat-rack is built by clamping

the boards together and wedging them between the

floor and ceiling. The handle of the clampserves as a

hook for the coat.

When performance on the hat-rack problem was

correlated with subjects’ Verbal and Mathematical

scores on the Scholastic Aptitude Test, as well as with

their scores on tests of creativity, personality, and in-

terests, none of the correlations was significant. In

other words, whether people had the insight needed

to solve the hat-rack problem was unrelated to their

scores on standardized ability tests. Burke and Maier

concluded that the abilities needed to solve insight

problems may be different from the abilities required

to solve more routine types of problems.

The Gestaltists believed that people’s inability to

produce an insightful solution to a problem is often

due to their fixation on past experience. For example,

Duncker (1945) gave subjects three cardboard boxes,

candles, matches, and thumb tacks. The task was to

mounta candle vertically on a screen so that it could

serve as a lamp. The solution is to melt wax onto the

top of a box, stick the candle into the wax, and tack

the box to the screen. Subjects who were given boxes

filled with the tacks, matches, and candles had a

harder time solving the problem than did subjects who

received the same supplies outside of the boxes. Ac-

cording to Duncker, seeing a box serve the function

of a container made it difficult for subjects then to

view the box as a support. In other words, fixation

keeps individuals from changing their problem-solving

sets, even when old proceduresare not relevant to the

present situations.

More recent research in cognitive psychology sup-

ports the special-process view. High feelings of conf-

dence that one is converging on the solution to an

insight problem seem to be negatively predictive of

correct solution to insight problems but positively pre-

dictive of correct solutions to more standard problems

(Metcalfe & Weibe, 1987). In other words, subjects

who feel they are gradually getting closer to solving

insight problems tend to arrive at incorrect solutions,

whereas subjects who feel they are far from solving

the problems and then suddenly feel they know the

answers tend to give correct solutions. Insight prob-

lems appear to be correctly solved by a subjectively

catastrophic process rather than by accumulative proc-

esses, which fits the Gestalt notion that insight in-

volves a sudden realization of a problem’s solution.

Unfortunately, the special-process view has some

problematic aspects. First, this view does not specify

whatinsight is. Calling insight an “unconsciousleap in

thinking” or a “short-circuiting of normal reasoning”

does not identify just whatinsight is or explain howit

is distinct from other problem-solving processes. Sec-

ond, the bulk of evidence in support of this view is

anecdotal rather than experimental, and for each an-

ecdote that supports the view, there is at least one

anecdote to refute it (Perkins, 1981). Finally, the spe-

cial-process view is probably not specified enough to

permit direct empirical testing. As a result, it is not

clear that the view is even falsifiable in its present

form.

In contrastto the special-process view, the nothing-

special view proposes that insight is merely an exten-

sion of ordinary thinking (Perkins, 1981). Insights,

according to this view, are merely significant products

of ordinary mental processes. This would mean that

the “insight” problems used by the Gestaltists are not

really insight problemsat all. Instead, such problems

are mostly alleged to measure the recognition of prob-

lem-specific prior knowledge. For example, Weisberg

and Alba (1981) asked subjects to solve “classical” in-

sight problems such as the “nine-dot” problem.

In the nine-dot problem, a subject is given a 3 X

3 array of nine equally spaced dots andis asked to

connect the nine dots with four straight lines without

lifting pencil from paper. What was unique about

Weisberg and Alba’s design was that subjects were

given an insight that is needed to solve the problem:

they were told that the problem could be solved only

by drawing the lines beyond the boundaries formed by

the dots. Subjects had difficulty solving the problem

even after they were given this insight into how to
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restructure it. However, subjects were muchbetter at

solving the problem after they had been trained on

highly similar ones. The investigators interpreted the

results as suggesting that relatively specific knowledge

about a given problem, rather than insightful thinking,

is the key to successful problem solving. They con-

clude that the termsfixation and insight do not belong

in theories of problem solving.

This example illustrates how arguments for the

nothing-special vieware essentially arguments by de-

fault. After repeated failures to identify a construct

empirically, one can easily be tempted to ascribe the

failure to the nonexistence of the construct. However,

recent research (Davidson & Sternberg, 1984) indi-

cates that a main reason psychologists have had so

much difficulty in isolating insight is that it involves

not one process, but at least three related processes.

Whatare the processes involved in insightful thinking?

THE PROCESSES OF INSIGHT

According to research conducted by Davidson and

Sternberg (1984), insight comprises three fundamental

mental processes. Insightful thinking occurs when

these processes are performed in situations where the

individual does not have a routine set of procedures

for solving a problem. The three processes are selective

encoding, selective combination, and selective comparison.

Selective Encoding. Insight occurs in encoding

whena personsees in a stimulus, or set of stimuli, one

or more things that previously have been nonobvious.

Significant problems generally present an individual

with a vast amountof information, only some of which

is relevant to problem solution. An insight of selective

encoding involves restructuring one’s mental represen-

tation so that information that was originally viewed

as being irrelevant is now seen as relevant for problem

solution.

Ignaz Semmelweis’s discovery of the importance of

asepsis is a famous example of a selective encoding

insight. While on the staff of a hospital in Vienna,

Semmelweis noticed that more women on the poor

ward were dying from infection during childbirth than

were women on the rich ward. He encoded that doc-

tors washed their hands less frequently while on the

poor ward, and herealized the relevance that this had

for spreading puerperal fever.

Selective Combination. Insight occurs in com-

bination when one connects elements of a problem

situation in a way that previously has been nonobvious

to the individual. The elements are all there and often

easy to see; the difficulty lies in finding a procedure to

link them.

Darwin’s formulation of the theory of evolution

seems to have involved an insight of selective combi-

nation. He hadall the facts for a long time; what he

finally discovered was howto put the facts together

to form a coherent theory.

Selective Comparison. Insight occurs in com-

parison when one discovers a nonobvious relationship

between new information and information acquired in

the past. It is here that analogies, metaphors, and

models are used to solve problems. An insightful per-

son suddenly realizes that new information is similar

to old information in certain ways, and then uses this

information better to understand the newly acquired

information.

Archimedes’ theory of “specific gravity” is a famous

example of a selective comparison insight. While

trying to determine whethersilver had been put into

King Hiero’s gold crown, Archimedes stepped into a

bath. He noticed that the amount of water that was

displaced was equal to the volumeofhis body that was

under water. By drawing an analogy betweenhis bath

and the problem with the crown, Archimedes sud-

denly knew how to determine the purity of the metal.

He could compute the crown’s volumebyplacing it in

water and measuring the amount of displaced water.

The crown could then be weighed against an equal

volume ofgold.

Not every instance of selective encoding, selective

combination, or selective comparison is an insight. To

be referred to as insightful, these processes must seem

to occur abruptly when they do occur, and once they

have occurred, must result in a change in the solver’s

mental representation of the problem.

THE RELATION BETWEEN

INTELLIGENCE, IQ, AND INSIGHT

Intelligence, IQ, and insight are closely intertwined

concepts.Intelligence has been defined in many ways,

but for present purposes,it will be defined as the abil-

ity to comprehend information, solve problems, and
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make decisions in a variety of situations. IQ is a mea-

surement of a part of intelligence—in particular, that

part which applies to the comprehension, knowledge

retrieval, problem solving, and decision making re-

quired in academic kinds oftasks. Although somein-

vestigators have considered IQ to be synonymous with

intelligence, this view is uncommon amongrecentthe-

orists of intelligence (see definitions in Sternberg &

Detterman, 1986), most of whom regard conventional

intelligence tests as measuring abilities that span only

a narrow range ofthefull set of abilities that constitute

intelligence.’ Insight is also a part of intelligence,

namely, that part which is applied to the solution of

problems that are ill-structured and nonroutine. IQ

and insight both involve the processesof selective en-

coding, selective combination, andselective compari-

son (Sternberg, 1985). In the case of IQ, these three

processes are used in familiar ways; the problem solver

knows the procedures that are applicable for solving

the types of problems found on IQ tests, and, conse-

quently, the selection of information is fairly routine.

In the caseofinsight, the problem solver does not have

a familiar representation and set of procedures that

can be used on the problem. A newrepresentation and

new operators are constructed through the processes

of selective encoding, selective combination, and selec-

tive comparison. Some individuals are better able to

have insights than are others; this difference is related

to differences in intelligence. In other words, highly

intelligent individuals are morelikely spontaneously to

apply the three insight processes than are individuals

with average or below-averageintelligence.

In conclusion,insight involves a transition from not

knowing the solution to knowing the solution. This

transition is experienced by the problem solver as oc-

curring suddenly,and it results in a changein the solv-

er’s mental representation of the problem. Highly

intelligent individuals are morelikely than those of av-

erage or below-average intelligence to engage in in-

sightful thinking.

(See also: INTUITION.)

BIBLIOGRAPHY

BuRKE,R.J., & MAIER, N. R. F. (1965). Attempts to predict

success on an insight problem. Psychological Reports, 17,

303-310.

DaAvIDSON,J. E. (1986). Insight and intellectual giftedness.
In R. J. Sternberg & J. E. Davidson (Eds.), Conceptions of

giftedness. New York: Cambridge University Press.

DAVIDSON,J. E., & STERNBERG,R. J. (1984). Therole of in-

sight in intellectual giftedness. Gifted Child Quarterly, 28,

58-64.

DUNCKER, K. (1945). On problem solving. Psychological

Monographs, 58, 5 (Whole No. 270).

GRUBER, H. E. (1979). On the relation between “Aha ex-
periences” and the construction of ideas. History of Sci-

ence, 19, 41-59.

METCALFE, J. (1986). Premonitions of insight predict im-

pending error. Journal of Experimental Psychology: Learning,

Memory, and Cognition, 12, 623-634.

METCALFE,J., & WEIBE, D. (1987). Intuition in insight and

noninsight problem solving. Memory & Cognition, 15, 238-

246.

PERKINS, D. (1981). The mind’s best work. Cambridge, MA:

Harvard University Press.

STERNBERG, R. J. (1985). Beyond IQ. Cambridge, England:

Cambridge University Press.

STERNBERG,R.J., & DETTERMAN,D.K. (EDS.). (1986). What

is intelligence? Contemporary viewpoints on its nature and defi-

nition. Norwood, NJ: Ablex.

WEISBERG, R. W., & ALBA, J. W. (1981). An examination of

the alleged role of “fixation” in the solution of “insight”

problems. Journal of Experimental Psychology: General, 110,

169-192.

JANET E. DAVIDSON

INTELLIGENCE QUOTIENT (IQ) The in-

telligence quotient (IQ) is the index of humanintelli-

gence as measured bya test score. It typically is one

part of a two-part determination of an individual’s in-

telligence, used in conjunction with an appraisal of

adaptive behavior based on the individual’s compe-

tence in everyday living, such as his or her school or

work performance.

The first scale for measuringintelligence was based

on a test given to subnormal children in France by

Alfred Binet and Théophile Simon in 1905. Thescale

characterized a person’s ranking among peers (the

mental age)—a mentallevel that corresponded to the

actual age (the chronological age) of normal children

whose performance (number of test items answered

correctly) had been equaled on thattest.
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In 1912, William Stern expanded the concept of

mental age into a quotient when he conceived the idea

of dividing the mental age (MA) indicated by the ex-

aminee’s actual earned test score age by the chrono-

logical age (CA) and multiplying by 100: IQ equals MA

divided by CA times 100. Thus, an 8-year-old who

correctly answers the same number of test items as

does the average 8-year-old earns an IQ of 100 (8 di-

vided by 8 times 100); a 10-year-old who correctly

answers the same numberas does the average 8-year-

old earns an IQ of 80 (8 divided by 10 times 100); and

a 6-vear-old who correctly answers the same number

as does the average 8-year-old earns an IQ of 133 (8

divided by 6 times 100).

In 1916, Stern’s method wasretained by Lewis Ter-

man of Stanford University in his development of the

Stanford-Binet Intelligence Scale, the ULS. adaptation

of the 1911 version of the Binet-Simon Scale. The MA

was retained in computing an IQ until the 1937 revi-

sion; in the 1960, and 1972, and 1986 revisions, the

Stanford-Binet substituted a variant of the deviation

quotient (DQ), first used by David Wechsler in his

1939 Wechsler-Bellevue Scale.

BIBLIOGRAPHY

KAUFMAN, ALAN,S. (1990). Assessing adolescent and adult in-

telligence. Boston: Allyn & Bacon.

MATARAZZO, JOSEPH D. (1972). Wechsler’s measurement and

appraisal of adult intelligence: Fifth and enlarged edition. New

York: Oxford University Press.

JOSEPH D. MATARAZZO

INTERACTIONIST VIEWS ON INTELLI-

GENCE

to refer to those theoretical views that focus on the

In psychology, the term interactionist is used

relationships between the person and the environ-

ment. Interactionist views on intelligence entail a set

of perspectives on cognitive functioning as an ongoing

process. Rather than emphasize commonly understood

states of being (e.g., “being intelligent”) and/or an

interindividual comparative version (e.g., “Jimmy is

more intelligent than Johnny”), the interactionist

viewpoint leads to clarification of the question: In

what ways do persons’ mental processes operate so as

to allow an adequate adaptation of the person to the

environment? Likewise, persons reorganize their envi-

ronments by active efforts, the results of which lead

to further needs to adapt oneself to the changed en-

vironment. The person’s psychological functions are

considered as meansto the end of constant adaptation

(see Valsiner, 1984). Hence, for those investigators

whoadhere to the interactionist perspective, the term

intelligence is merely a general common-language label,

rather than a scientific term, to refer to the function-

ing and emergence of cognitive (mental) functions.

A related, more general view on intelligence can be

found under the label contextualism (see Sternberg,

1984, 1985). However, the interactionist view only

partially overlaps with the latter in its meaning. Not

every contextualist viewpoint is interactionist, but all

interactionist approachesare necessarily contextualist.

The interactionist approaches are distinguishable by

the presence of explicit interactive feedback loops be-

tween the person and the environment, together with

the recognition of the irreversible nature of time.

In modern psychology, the popularity of the study

of cognitive functions has led to the opening of new

alleys of research into the mental and affective spheres

of humanbeings (Gigerenzer, 1992). These new direc-

tions include the return to the ideas from mental

psychology of the end of the nineteenth century (Dan-

ziger, 1990), the increasingly widespread use of com-

puter terminology, and a focus on the social

environment that is the context for the particular

processes of thinking and feeling (in researchers’ jar-

gon, usually called cognition and affect, respectively).

Cognitive psychology has benefited from the social

fame of cognitive science over the recent decades.

NONDEVELOPMENTAL AND

DEVELOPMENTAL PERSPECTIVES

The main task of cognitive research, the develop-

ment of an adequate understanding of how minds

function in the contexts of life experiences, has been

approached from twodistinctly different perspectives.

First, the “nondevelopmental” perspective leads to

varied conceptualizations of how the mind functions

in its present state of organization, called the “steady

state.” From this point of view, the mind is an infor-

mation-processing device that can interact with a va-

riety of everyday life contexts, discover problems to

be solved in those contexts, and work toward their
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solution (Neisser, 1976). The structure of the mental

processes involved in these encounters is not expected

to change with the experience involved, yet the inter-

active feedback loop is in action (see Miller, Galan-

ter, & Pribram, 1960: “Test-Operation-Test-Exit,” or

TOTE, model).

In contrast, the “developmental” perspective leads

investigators to conceptualize the process of gainful

change (qualitative transformation)in the organization

of the structure of mental processes. In the course of

interaction with the environment, the cognitive proc-

esses of a person can undergo complex reorganization,

both progressive, in the sense that novel processes that

afford tackling new problems emerge, and regressive,

in that cognitive functions are lost when not necessary.

The general law of developmentis that of differentia-

tion and dedifferentiation of organizational forms, via

articulation and_ hierarchical control mechanisms

(Werner, 1957). When applied to intelligence, the de-

velopmental perspective would prescribe a careful

study of the emergence of cognitive structures in a

person’s efforts to solve different problems. The main

question asked is how new hierarchical structures de-

velop in the process of activity.

HISTORY OF INTERACTIONIST

PERSPECTIVES

Interactionist perspectives on cognitive develop-

ment antedate psychology’s invention of the term in-

telligence, as these perspectives emerged from the

context of evolutionary thought applied to mental

functions of different animal species in the late nine-

teenth century (Romanes, 1888). A major question for

evolutionary thinkers since then has been whether ev-

olutionarily lower levels of animal species can dem-

onstrate mental functions comparable to those at

higher levels (e.g., humans) and whether the mental

functions demonstrable at the higher levels can be ex-

plained by concepts that pertain to lower levels (see

an accountofthis history in Gottlieb, 1992). The con-

cept of “consciousness” and its regulatory role in

the organism—environmentrelationship (see Morgan,

1892) was at the heart of the issue of interactionist

perspectives on mental functions. In philosophy, the

issue that underlay the emphasis on treating mental

functions in an interactionist framework was “free

will” (Meumann, 1908). In our contemporary psy-

chology of cognitive processes, this theme continues

to be discussed underthe label intentionality.

Contributions by Baldwin. Thecentralintel-

lectual figure in interactionist approaches to intellec-

tual functioning was the American psychologist James

Mark Baldwin (see Baldwin, 1930). His interactionist

stance was based on his concept of a “circular reac-

tion,” which envisions that in organism—environment

interaction the responses to external stimulation are

turned into stimuli for further reactions, with novelty

constantly resulting from this cycle. Based on the no-

tion of circular reaction is Baldwin’s main concept for

explaining development,that of “persistent imitation,”

wherein the organism’s reconstruction of externally

given models by way of experimenting with their

properties results in the creation of moderately novel

outcomes. Baldwin (1911) thusrelates intelligence to

the persistent nature of creative imitation:

Imitation to the intelligent and earnest imitator is never

slavish, never mere repetition; it is, on the contrary, a

meansforfurther ends, a method of absorbing whatis pres-

ent in others and of making it over in forms peculiar to

one’s own temper and valuable to one’s own genius

[p. 22].

The question of intelligence is solved by Baldwin de-

velopmentally, by explaining it through creative imi-

tation in the person-environment relationships.

The

work of Jean PIAGET in the area of cognitive develop-

Piaget’s Interactionist Perspective.

ment is widely known but poorly understood (with

some exceptions, notably Chapman, 1988) in contem-

porary psychology. Piaget built his conceptual system

on the developmental perspective of Baldwin and in

parallel with gestalt psychological thinking (see Kohler,

1921). Piaget’s focus on intelligence is embedded in

his genetic epistemology (Piaget, 1970) of develop-

ment through efforts to restore harmonyin relations

between person and the world. That harmonyis con-

stantly violated, and the person’s cognitive functions

are oriented toward establishing its reorganization by
’way of a process called “equilibration,” which entails

two interdependentprocesses, the assimilation of new

information to the previous knowledge structure and

the accommodation of that structure to incoming in-

formation (see Piaget, 1971). Piaget’s views on cogni-
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tive development have been developed further in a

numberof directions (Beilin & Pufall, 1992).

Contributions of the Hamburg School. In

the history of human sciences, the contributions to

interactionist perspectives on intelligence on behalf of

the cohort of researchers at the University of Ham-

burg in the 1920s is noteworthy. The “Hamburg

school,” led by the theoretical orientations of William

Stern in psychology, Jakob von Uexkull in theoretical

biology, and Ernst Cassirer in philosophy, included a

numberof relevant developmental psychologists, such

as Heinz Werner (1940) and Marta Muchow (Wobhl-

will, 1985).

William Stern (who also happens to be the author

of the term intelligence quotient, or IQ) made a profound

contribution to focusing psychology on the study of

person—environmentrelationships and of the hetero-

geneity of organization of the person (Stern, 1906).

From the perspective of the interactionist personology

of Stern (1938), intelligence is

the personal capacity to meet new demands by making

appropriate use of thought as a means. ... It is the task

of intelligence (in contrast to memory) to meet new de-

mands imposedbylife, by making appropriate use of the

means of thought at hand. Hence being able to think is

in itself not intelligence; intelligence is the selective ap-

plication of the meansin the right place andin the right

way[p. 309].

The

cultural-historical views on human development that

Sociosemiotic Developmental Views.

were developed in late 1920s by Lev vyGoTsky (see

Van der Veer & Valsiner, 1991) and Alexander LURIA

(see Luria, 1979) provided the basis for sociosemiotic

developmental views of intelligence. Therein, intelli-

gence is viewed as an outcome of development from

“lower” (involuntary) to “higher” (voluntary) psycho-

logical functions, by way of the construction of novelty

through dialectical synthesis. The Vygotsky-Luria se-

miotic tradition has been developed further by the

Belgrade school of semiotically based developmental

psychologists (Ivic, 1978) and by the analysis of cog-

nitive processes in terms of “voices” (also based on the

literary scholarship of Mikhail Bakhtin; Wertsch,

1991). The sociosemiotic tradition reconceptualizesis-

sues of intelligence in terms of a “zone of proximal

development,” or the set (“zone”) of psychological

functions that are currently in the process of emer-

gence, in contrast to the functions that have already

emerged by the given time (Valsiner & Van der Veer,

1993; Van der Veer & Valsiner, 1991). This has led to

a numberof novel perspectives on the teaching/learn-

ing process in socially guided human development

(Ignjatovic-Savic et al., 1988; Newman, Griffin, &

Cole, 1989).
Activity Theories. Parallels with the sociose-

miotic views of the cultural-historical school are found

in activity theories of intelligence (see Oppenheimer,

1991). The contemporary emphasis on the study of

socially situated teaching/learning processes (Rogoff,

1990; Rogoff & Lave, 1984) has grown out from the

activity-oriented viewpoints. It has redirected psy-

chologists’ and educationalists’ research interests to-

ward the reality of human development in everyday

settings and offers productive alleys for educational in-

tervention.

CONCLUSION

The interactionist perspectives on cognitive processes

have concentrated on the explanation of mental func-

tioning as a process of adaptation. These perspectives

have borrowed from Alfred Binet’s largely forgotten

theoretical emphasis on case-study analyses of mental

adaptation (see Binet, 1903) and developed it further

in multiple directions of thought, which have re-

mained conceptually separate from the widespread

proliferation of intelligence-testing practices. In their

orientation, these perspectives are close to the con-

temporary emphasis on ecological approaches to

human development (Bronfenbrenner, 1979, 1989),

systems-theoretic analyses of human psychology (Ford

& Lerner, 1992), and the coconstructivist perspectives

on psychological functioning (Wozniak, 1986). Cur-

rently emerging traditions of cultural psychology

(Boesch, 1991; Cole, 1985, 1990; Shweder, 1990) con-

stitute a productive basis for future advancement of

interactionist perspectives on cognitive processes and

their development.

(See also: VYGOTSKIAN THEORIES OF INTELLIGENCE.)
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JAAN VALSINER

INTERFERENCE The conceptsof interference

and inhibition date back to the late nineteenth cen-

tury, and they played an importantrole in theories of

learning and memory. It was not until the late twen-

tieth century, however, that these concepts began to

make a contribution to theories of intelligence. The

basic premise of modern-day interference theoristsis

that many, if not most, intellectual pursuits are inter-

ference-sensitive, inasmuch as they involve either ir-

relevant stimuli or are likely to trigger irrelevant or

inappropriate thoughts (Table 1). As a consequence,

the ability to resist interference, by inhibiting or sup-

pressing information that is not relevant to the task at

hand, is a critically important dimension ofintelli-

gence. This entry discusses specific phenomena that

illustrate the wide generality of this emerging perspec-

tive on intelligence.

INTERFERENCE-SENSITIVE TASKS

Attention. One of the most important functions

of the intellect is its role in selective attention. At any

given momentoursenses are exposed to a vast array

of stimuli, only a portion of which are relevant to the

task at hand. To function effectively, therefore, it is |

necessary to ignore or suppressirrelevant, potentially

interfering information.

Laboratory measures of selective attention index

the ability to focus, divide, or maintain attention in

the presence ofirrelevant stimuli. In the Stroop Test,

for example, the individual is required to name the

color of the ink in which an incongruent word is writ-

ten (e.g., the word red may beprinted in green ink) as

quickly as possible. The amount of time needed to do

so compared with some other timed measure (e.g.,

naming colors on a color chart) provides an estimate

of resistance to interference.

The results of studies using such tasks demonstrate

both individual and developmental differences in se-.

lective attention. Stroop interference declines with age

from 7 years to adulthood, remains reasonably stable

over the young-to-middle-adult years, and increases

for older adults (Davies, Jones, & Taylor, 1984). In

general, these findings are consistent with everyday

observations suggesting that both younger children

and older adults are moreeasily distracted by external

events than are younger adults. Further, individual dif-

ferences in selective attention tasks are correlated with

more general measures ofintellectual ability. For ex-

ample, subjects who were more resistant to inter-

ference in a selective attention task containing an

irrelevant dimension also tended to score higher on

the Scholastic Aptitude Test, a widely used college en-

trance test (Smith & Baron, 1981).

Comprehension. Individuals differ in many

ways,including the ability to comprehend written and

spoken language. Further, studies have shownthatskill

in comprehending written and spoken stories corre-

lates highly with skill in comprehending nonverbalpic-

ture stories. Thus, there appears to be a general

comprehensionskill that extends beyond language and

into many of our everyday activities (Gernsbacher,

Varner, & Faust, 1990). In addition, performance on

most aptitude and general ability tests, particularly pa-

per and pencil tests, such as the verbal portion of the

Scholastic Aptitude Test, are highly dependent on

comprehensionskill.

New evidence suggests that less skilled compre-

henders, including young children and olderadults, are
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TABLE1

Three sources of interference
 

 

Type Description

Proactive A previous event interferes with later

thinking (A interferes with B).

Retroactive New information interferes with a previous

memory(Binterferes with A).

Coactive Two simultaneous events interfere with each

other (A and B interfere with each

other).
 

less able to resist the influence of irrelevant informa-

tion than are skilled comprehenders. Both youngchil-

dren and older adults suffer from the tendency to

carry over no-longer-relevant information into current

processing. For example, older adults are morelikely

to maintain and consider interpretations of mate-

rial they are reading than are younger adults, even

whenthose interpretations have been contradicted or

superseded by new information (Hasher & Zacks,

1988).
As to individual differences, less skilled readers ex-

hibit greater interference from words thatare irrele-

vant or inappropriate to the meaning of sentences as

a whole than do more skilled readers. For instance,

one second after reading a sentence such as “the man

moved the piano,”less skilled fifth gradersstill show

activation of semantically associated but contextually

inappropriate words, such as “music”; in contrast, one

second after reading the same sentence, moreskilled

fifth-grade readers demonstrate activation of only con-

textually relevant words, such as “heavy” (Merrill,

Sperber, & McCauley, 1981). It does not appear, how-

ever, that less skilled readers are less cognizant of what

is contextually appropriate than are moreskilled read-

ers. Instead, they appear to be less able to resist the

influence of irrelevant associations. As a result, infor-

mation that is inappropriate to the developing repre-

sentation of the meaning of the text remainsactivated

(Gernsbacher & Faust, 1991).

Unfortunately for those who are highly susceptible

to text-based sources of interference, research suggests

that many text passages may be troublesome. For ex-

ample, a text that presents two or morerelated topics

in succession may produce abundant amounts ofin-

terference. Reading first about arteries and then about

veins in a section on the cardiovascular system may

seriously interfere with the reader’s understanding of

the topic. The interference-prone reader is likely to

confuse arteries and veins and be unable to respond

correctly to questions about the properties of either

(Dempster, 1988). Significantly, interference-prone

college students tend to perform more poorly on a

variety of measures of reading comprehension,suchas

the Scholastic Aptitude Reading Test, than do those

who are less susceptible to interference (Dempster,

1985).
Problem Solving. It is becoming increasingly

clear that errors in problem solving may arise because

of misleading cues or irrelevant information. An indi-

vidual may fail to reason correctly because the visual

properties of the stimulus cause the person to “see”

the problem incorrectly or because of some otherir-

relevant information.

One well-studied problem with misleading visual

cues is conservation. Conservation refers to the ability

to understandthat certain properties of objects, such

as mass, remain unchangeddespite irrelevant changes

in the appearance of one or moreof the objects. Stud-

ies have found age-related improvements in conser-

vation reasoning during childhood as well as declining

performance with increasing age during adulthood

(Dempster, 1992). Although these changes have been

explained in different ways, the interference perspec-

tive suggests that age changes as well as individual dif-

ferences in conservation performance reflect one’s

ability to resist highly salient perceptual cues that con-
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flict with the logically correct solution (Brainerd &

Reyna, 1990; Dempster, 1992).

Errors in reasoning as a function of interference

mayalso arise in problemsthat are strictly verbal, such

as verbal analogies problems, which have played an

importantrole in theories of intelligence. Consider the

following:

Elephant is to small as is to

(a) large:little (b) hippopotamus:mouse

(c)*lion:timid (d) turtle:slow

Although the problem has no obvious misleading

cues, thinking-aloud protocols suggest that students

who do poorly on this and related items often make

mistakes that appear guided by irrelevant associations.

Such students frequently pick (a) and, when asked to

explain their choice, answer that “an elephant and

small are opposites, and large and little are also op-

posites.” Apparently, the inability to inhibit a superh-

cially compelling association prevents them from

developing the idea that an elephant is an animal and

smallness is a quality that is not characteristic of that

animal (Whimby, 1985).

A more direct link between intelligence and atten-

tion to irrelevant information when attempting to

solve verbal analogies problemsis suggested by a study

that comparedintellectually gifted and nongifted stu-

dents. Gifted students allocated approximately the

same amount of time to relevant novel information

that preceded an analogies problem as did nongifted

students, but quickly dismissed irrelevant novel infor-

mation. Nongifted students, however, allocated as

muchtimeto irrelevant novel information as they did

to relevant novel information (Marr & Sternberg,

1986).

CONCLUSIONS

Research in cognitive psychology suggests that

resistance to interference, and by implication the

capacity for inhibition, is a critically important dimen-

sion of intelligence. Research in a variety of domains,

including selective attention, comprehension, and

problem solving, provides compelling evidence that re-

sistance to interference enters into a broad spectrum

of intellectual phenomena. Further, the interference

perspective represents a unifying framework for un-

derstanding diverse expressions of intellectual devel-

opment, cognitive aging, and individual differences.

For example, it appears that increased resistance to

interference during childhood is a major factor in the

developmentof intellectual competence and that de-

creased resistance to interference in late adulthoodis

a majorfactor in declining mental ability later in life.
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FRANK N. DEMPSTER

INFANT AND PRE-

Impelled by reports of failing test scores

INTERVENTION,

SCHOOL

aig poor academic performances by children from

poor or low-literacy families, educators in the early

1960s implemented intervention programs that used a

variety of models designed to increase the learning

skills and ultimate academic achievements of children

at risk for later school failure. Intervention models dif-

fered in the locale in which they were carried out(e.g.,

center versus home) and in the target person for the

intervention effort. Some provided group instruction

or learning opportunities for children. Others tried to

empower families to become teachers of their pre-

school youngsters. A few of the models addressed

emotionalas well as learning needs of the child under

the hypothesis that attention to cognitive curriculum

alone would not provide the emotional basis for intel-

lectual gains. Time of entry and duration of program

varied. Some programs focused on infants, and pro-

gram enrichment continued for two or more years.

Others targeted children in the year before they en-

tered elementary school to provide an intellectual

boost that would allow them to do well in kindergar-

ten. Almostall the intervention and prevention pro-

grams were able to demonstrate short-term academic

gains.

MODELS

Group Programs. TheSyracuse Children’s Cen-

ter (Caldwell et al., 1970) was a pioneer infant inter-

vention model designed to prevent the downwarddrift

in IQ so typically found within the first several years

among children growing up in disadvantaged environ-

ments. Sensitive to infant needs to build a secure emo-

tional relationship with the mother, the Children’s

Center admitted babies to group care only after the

first half-year, and enrichment was provided half-days

for the first year of program. So cautious were the

early infant interventionists that Mary Elizabeth Keis-

ter (1970) reported with relief that participation in her

enriched university-based program did not harm in-

fants intellectually.

Among the more narrowly conceived group pro-

grams to boost intellectual and language achievement

was C. Bereiter and S. Engelmann’s (1966) “pattern

drill” model. Each teacher worked with a small group

of disadvantaged 4-year-olds whose language scores

fell below national norms. Children responded to spe-

cific questions with specific phrases that indicated

concepts such as classification names or causal rela-

tionships. (Response examples are “If the block is big,

it must be blue” and “No, this is not a book. This is a

pencil.”) Although early results suggested the efficacy

of this model, later reports suggested that other, more

child-development based models, had longer-term ef-

fects in sustaining cognitive gains. However, Gerstein

& George (1991) reported that disadvantaged 5-year-

olds who had participated in this direct-instruction

model in kindergarten (reading, math, and language

sessions in groups of six to ten preschoolers with a

teacher) outperformed comparison students academi-

cally six years after participating.

The Frank Porter Graham Center in Chapel Hill,

North Carolina, provided a high-quality, initially

purely cognitively oriented group program from three

months to school age, for African-American infants of
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low-education single mothers. Some of the babies

were fetally malnourished, and others were not. Pro-

gram effects after three years were remarkable (Ramey

& Gowan, 1990). Experimental infants who were nor-

malat birth achieved Stanford-Binet IQ scores of 98.1

and fetally malnourished infants also randomly as-

signed to the educational program attained 96.4. In

contrast, the group of normal infants randomly as-

signed to the control group and those control infants

who wereinitially fetally malnourished had IQs, re-

spectively, of 84.7 and 70.6. To attribute the cognitive

gains to program educational efforts entirely is difficult

because control mothers gradually showedless interest

in their infants than experimental group mothers. Ed-

ucational enrichment producestransactional effects, so

that the parents of children whose learning has been

given a boost may find the children more interesting

and more receptive to learning interchanges at home.

Thus, early educational intervention seemsto havein-

direct as well as direct effects on children’s early cog-

nitive development. The goals of the ABECEDARIAN

PROJECT werelater modified to include more prosocial

emphases when the program graduates were found to

be fifteen times as aggressive as control children in

kindergarten classrooms and settings, and aggression

declined sharply in later program cohorts. In a further

intervention to enhance the parent-as-teacher role,

“contingent verbal responsiveness was an important

component of the social mediated experiences that

seem to be at the nucleus of influences on early cog-

nitive development” (MacPhee, Ramey, & Yeates,

1984, p. 361).
The Perry Preschool Program (Berrueta-Clementet

al., 1984) randomly assigned low-income African-

American disadvantaged children with IQs between 60

and 90 either to program or to control groups. Attri-

tion in the follow-up study at age nineteen was re-

markably low. High-school graduation rates and scores

on an adult test of functional competence were signif-

icantly higher for the Perry preschool group than for

controls. Fewer preschool students were labeled men-

tally retarded than were control students, and program

graduates spentslightly over half the number of years

(of nonprogram children) in special-education classes.

Although some program graduates did poorly academ-

ically, in general this program for poorchildrenat cog-

nitive risk shows the long-term positive effects of two

years (WAVE1 children had only one year) of devel-

opmentally appropriate programming. By age twenty-

seven, 71 percent of the program group had obtained

a high school graduate degree or equivalent, compared

with 54 percent of the controls, and the program

group scored significantly higher on educational per-

formance (Schweinhart, Barnes, & Weikart, 1993).

Tutorial Models.

models, a tutor came to the home to work directly

In most tutorial intervention

with the infant to promote cognitive advancement. In-

fants typically gained about ten IQ points in compar-

ison with controls after one year of in-home cognitive

tutoring. In Palmer’s model (Day & Parker, 1977), tu-

tors worked with African-American male toddlers to

boost concept development and knowledge of polar

opposites, such as heavy—light, wet—dry, and over—

under. One group of toddlers received carefully

sequenced activities to promote concept learning

through direct tutoring, and a second “discovery”

group explored the materials in the presence ofa re-

sponsive tutor whodid notinitiate teaching. After one

year, the concept group performedbetter thanthe dis-

covery group;butafter several years, both of the pro-

gram groups were indistinguishable from each other

and superior in concept knowledge to control young-

sters who had not experienced either curriculum.

Schaefer trained in-home tutors to present cogni-

tively enriching learning games to poor African-Amer-

ican toddlers for a year (see Day & Parker, 1977, for

elaborate descriptions of such early programs). Al-

though their IQ scores were significantly raised in

comparison with control children, the gains dissipated.

By 6 years, there were no longer significant differences

between program children and controls who hadal-

ready had a year of elementary school. In that tutorial

program, mothers were not required to learn any tasks

to carry out with the babies nor were they encouraged

to gain insight into the techniques and principles that

the interveners were using.

Some tutorial models focused on teaching the

mother how to enhance her infant’s cognitive devel-

opment. |

Levenstein’s (1988) Mother-Child Home Program

(MCHP)targeted low-income housing-project families

in Long Island for either one or two years of interven-
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tion. Mothers were given a toy or book during each

home visit and were shown howto use the materials

to encourage language interactions with their toddlers.

In both short-term and long-range outcome studies,

IQ scoresfor all six cohorts of MCHPgraduates were

significantly superior to those of untreated or placebo-

treated control groups and to their own pretest IQ

scores. The average gain after two years was 17 IQ

points. Postprogram score advantages lasted into fifth

and eighth grades. Fifty-two younger siblings of

MCHPchildren entered with IQ scores one-half stan-

dard deviation higher than the pretest scores of their

older siblings. This fact suggests that mothers fostered

the younger children’s intellectual development through

parentingskills learned in the program. This model has

been replicated at many sites and has modest costs

compared with programs that require preschoolsites.

The model promotes cognitive gains primarily for

high-risk mothers labeled hesitaters (those who do not

have a high school diploma), rather than strivers, who

have worked to attain the high school diploma.

D. Olds has similarly noted that significant cognitive

achievements were found in his homevisitation pro-

gram only for children of young, single, and poor

mothers—those who were most at risk (Olds et al.,

1985).
In Vermont, the Mother-Infant Transaction Pro-

gram taught mothers of low birth-weight infants

(LBW) to respond appropriately to infant cues. De-

spite biomedical vulnerability, “the intervention pre-

vented cognitive lags among LBW children” (Achen-

bach, Phares, & Howell, 1990, p. 1672). The seven-

year follow-up revealed that once social class status

was controlled for, children of these trained LBW

mothersachieved significantly higher cognitive scores

on the KAUFMAN ASSESSMENT BATTERY FOR CHILDREN.

The HIPPY model (National Council of Jewish

Women, 1982) was designed to combat continued ed-

ucational disadvantage in Israel among preschoolers

from North African immigrant families in comparison

with preschoolers in Western families. This disadvan-

tage persisted despite excellent preschool education

available to all. Mothers received weekly in-home pro-

grammedinstruction from homevisitors whostress

language, math, sensory, and perceptive skills pre-

sented in gamelike activities. By participating in the

activities, children developed habits of paying atten-

tion, concentrating, anticipating, and finding out what

is expected of them in a learning situation. In theini-

tial HIPPY research, at the end of kindergarten, pro-

gram children were doing better on the Boehm Test

of Basic Concepts, which correlates highly with read-

ing readiness. At the end offirst grade, the HIPPY

hometutorial group was superior to control students

in math. By the end of second grade,significant dif-

ferences between home tutored children and control

youngsters were evident in reading and math. By age

17 to 18 years, 69 percent of HIPPY graduates were

at correct grade levels compared with 53 percent of

the others. This model is now in use in several cities

in the United States, including Miami, St. Louis, and

Little Rock.

Mixed Models.

mixing tutorial and group learning situations and in-

Variations in models include

volving parents as teaching aides in classrooms (Honig,

1979). The Milwaukee Project recruited babiesat birth

from families in which low-IQ mothers lived in di-

lapidated housing in poor neighborhoods. Mothers

learned literacy skills and job skills as laundry or die-

tetic aides, but they were not taught child-develop-

ment knowledgeorskills. One-on-onetutorial sessions

were held with the infant in the home during thefirst

months until the mother allowed the tutor to bring

the infant to the learning center. Caregiver/infant ra-

tios were 1: 1 until a year; 1 : 2 until 15 months, and

1: 3 by 18 months. Careful curricular planning of the

educational component resulted in mean preschool

IQs of 121.6 for experimental children compared to

control IQs of 95.7. Children in this program scored

thirty-nine IQ points higher than their older siblings

had scored at the same. age. Longitudinal results,

however, were discouraging (Garber, 1988). By 120

months, experimental mean IQs were 104.2 and con-

trols tested at 86.3. Although the experimental chil-

dren retained an IQ advantage, by the end of high

school they were showing the same pattern of aca-

demic failure, school drop out, and conduct problems

as their peers in the inner-city public schools they

attended. Three factors seem to account for the

dissipation of intellectual advantage among program

graduates: lack of educational continuity of special en-

richment; lack of emphasis on empowering parentsas
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primary educators of their own children; and a public

school milieu characterized by negative attitudes to-

ward learning.

In the Houston PCDC (Parent-Child Development

Center) demonstration program, Mexican-American

infants were taught in a home-visitation program for

an initial trust-building year, after which the children

entered a group program to build language and cog-

nitive skills. Cultural sensitivity in working with some

families may mean “piggybacking” one model in se-

quence with another to advance child cognition.

A. McQueen and V. Washington (1990) randomly

assigned low-income African-American mother-child

pairs to one of three groups. All the children were

already in preschool. Mothers were either in a control

group, in a group in which mothers read a story a

week to their child at home, or in a Parent Education

Program (PEP) in which mothers learned howto teach

their children, constructed educational toys and ma-

terials to stimulate verbal conversations, read stories

and discussed them with the child, and had the child

tell the story to classmates. Mothers in the PEP group

also served as teacher assistants in their own child’s

classrooms. Only in the PEP group were posttest Pea-

body Picture Vocabulary Test mean scores higher than

pretest scores. The PEP children’s mean verbal PPVT

intelligence scores reflected a gain of twenty months

during a period of three months in contrast to the

other two groups. Thus, simply attending a preschool

program does not necessarily boost the cognitive

scores of disadvantaged preschoolers. Gainsare found,

however, when parents are actively involved with spe-

cific language-focused instructions in working with

their own children at homeandin the classroom.

Omnibus Models.

were broadly based to ensure that cognitive gains

Someintervention programs

would be more likely sustained after the program

ended. The Syracuse Family Development Research

Program (FDRP) was a long-term omnibus model

whose goal wasto sustain family functioning through

home visitation and high-quality child care. Low-in-

come, teenaged single mothers who gave birth before

completing high school learned nutrition,life coping

skills, story-reading, and Piagetian cognitive games to

play with infants and preschoolers. From 6 months

onward, the infants entered the Syracuse Children’s

Center group care program. The curriculum combined

ideas from Erik Erikson, Jean PIAGET, and language de-

velopmenttheorists. For five years, children attended

a mixed-age, open-education program with four major

learning areas from which they could choose. Teachers

also targeted specific skills in tutorial small groups

available daily. Weekly homevisits and monthly parent

meetings provided active supports for parents. By 5

years, significantly more of the program children at-

tained Stanford-Binet IQ scores above 89, when com-

pared to their controls. Longitudinal follow-up ten

years after graduation (Lally, Mangione, & Honig,

1988) revealed that FORP graduates weresignificantly

morelikely to expect to be in school five years later.

Females, but not males, were doingsignificantly better

academically than control youth. A 6 percent juvenile

delinquency rate for program graduates was signifi-

cantly lower than the 22 percent rate for control

youth. Problems for disadvantaged males in families

with no strong male role models for intellectual and

educational achievement were highlighted by the lack

of academic superiority of FDRP male graduates in

comparison with controls.

Even Start is a family-focused model thatintegrates

early childhood education and adult literacy education

for parents into a unified program thatalso provides a

range of support services such as mental health refer-

rals. The goalis to engenderattitude andskill changes

in parents in order to motivate long-term family sup-

port for children’s learning (Administration for Chil-

dren, Youth and Families, 1992, pp. 386-390).

In Project CARE, IQ scores from the Stanford-

Binet tests were notsignificantly higher at 48 months

for those children who had received educational care

in the Abecedarian Project combined with a family ed-

ucation program for their high-risk families in com-

parison with children who had received either home

visitation exclusively or had attended no program

(Wasik et al., 1990).

The Consortium for Longitudinal Studies (1983)

carried out systematic inquiry into the pooled effects

through twelfth grade of a variety of model enrich-

ment programs(tutorial and group) that targeted pov-

erty or minority culture preschoolers. Across projects,

program/control IQ score differences were 7.42 after

program, 4.32 after one year, and 4.63 after two years

of the program. The early education programs “pro-

duced an increase in children’s IQ scores that lasted
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for several years after the program .. . [but] the effect

was not permanent” (p. 428). Program children did

complete more years of schooling and were signif-

cantly less likely to be retained in the same grade than

were control youngsters. Across the eight projects, the

average rate of grade retention was 19.8 percent for

program graduates and 32 percent for control stu-

dents. In addition, “control subjects averaged 3.08

years in major academic [remediation] placements

compared to 1.23 years for program participants”

(p. 436). Finally, the preschool programsincreased the

rate of high-school graduation or equivalency diplomas

in comparison with control children (Lazar et al.,

1982). Despite significant differences in many of the

models, all the curricula were successful in reducing

school failure. As the consortium concluded, “It ap-

pears that a variety of curricula are equally effective in

preparing children for school and that~any of the

tested curricula is better than no preschool program

at all” (p. 442).

INTERVENTION PARAMETERS

Al-

though intervention models differ in developmental

Quality and Intensity of Intervention.

rather than academic focus, in age of preschoolers

served, and in length of program time, two qualities

have tended to characterize models that have signifi-

cantly raised preschoolIQ. In an analysis of seventeen

early intervention programs that involved random as-

signment of program and control preschoolers, the

best predictors of IQ gains of enrolled preschoolers

were quality of program, intensity of teacher—child

contact, and breadth of program (Bryant & Ramey,

1987). In the National Day Care Study in Atlanta,

Georgia, children were randomly assigned to class-

rooms varying systematically in quality factors. The

growth of their cognitive scores was most closely tied

to the quality of the child care centers they attended

(Ruopp et al., 1979). Analyzing the cognitive and lan-

guage data in a study of child care programsin Ber-

muda, K. McCartney (1984) similarly concluded that

high-quality programs appeared to have a positive

effect on language development. When caregivers

showed moreindividual attention to children, engaged

them in morestructuredactivities, and interacted with

them in smaller groups, the Preschool Inventory (a

measure of school readiness) and PPVT scores were

higher. Cognitive development was higher in centers

where this was a specific staff goal and the focus was

more on individual development than on group expe-

rience. Such findings make necessary a cautious re-

sponse to conflicting data about effects of intervention

programs.Intellectual gains can be optimally predicted

when programs meetspecific criteria of individualized

cognitive attention in interactions with preschoolers

and when developmentally appropriate activities are

carefully structured for the children.

Programs that emphasize one particular aspect of

cognitive content will likely result in children making

significant advances in that area. In a study that em-

phasized visual—spatial problem-solvingskill, program

children showed superior performance in this area on

the Griffiths IQ test (Fowler & Khan, 1974).

Research Design Difficulties. Several factors

makeit difficult to assess the long-term sustained ef-

fects of enrichment programs designed to have an im-

pact onintellective developmentof preschool children

at risk for school failure (Clarke-Stewart & Fein,

1983). Different programs use different measures such

as rate of dropout from school, specific cognitive or

IQ or languagetests, and rate of assignment to special

education.

Social class impacts on extent ofintellectual gains.

Fowler and Khan (1974) reported 19 and 16 IQ point

gains respectively, for middle and lower socioeconomic

(SES) preschoolers. After two years in the Syracuse

Children’s Center, middle and low SES infants had

gained 17 and 9 IQ points, respectively (Caldwell et

al., 1970). Of special interest is the finding that by 30

months, low SES infants showed arise in IQ (above

105), and matched, exclusively home-reared controls

showed the IQ decrease typical of low SESinfants.

A troubling finding is that often disadvantaged

preschoolers still experience school difficulties despite

IQ gains. For example, migrant workers’ children in

Woolman’s microsocial learning environment program

(see Consortium for Longitudinal Studies, 1983)

within a year improved their Wechsler IQ scores from

79.2 to 88.8. Although the difference is significant, the

latter IQ score does not bode well for later school

SUCCESS.

Subject attrition over time impacts on longitudinal

follow-up of children. Control families whoare less

 

603



INTERVENTION, INFANT AND PRESCHOOL
 

attached to program goals and personnel may be most

difficult to locate and only the most highly successful

of control children maybe available after several years.

Sample attrition is often most severe in the most

stressed families. Thus, findings of superior cognitive

functioning among program children in longitudinal

follow-ups make the data difficult to interpret. The

children who may not benefit are least likely to be in

the follow-up sample. In other research designs, more

needy children are enrolled in enrichment groups, de-

spite the fact that families are carefully matched at the

outset. In these cases also, comparisonswill be difficult

because the program families and children may have

had more life stresses and difficulties than those con-

trol families motivated enoughto beavailable for proj-

ect assessments over the years.

Enrichment programs maylack funds for a control

group either by random assignment or carefully

matched controls. For example, in family focused en-

richment programs chosen for their excellence, mea-

sures of intellectual achievement were primarily

collected on program children only. B. Goodson, J.

Swartz, and M. Millsap (1991) noted pre—post cogni-

tive gains in reviewing seventeen promising programs

for disadvantaged youngsters and concluded: “We

have some indication that these programs work, but

virtually no information about what works best with

different populations” (p. 103). Programs that work

well for some groups of children may notbeaseffec-

tive with others. Children from different cultural

groups sometimes differ in learning styles. Tutorial

techniques may workbest for some youngsters, while

group experiences may be more effective for others.

CONCLUSIONS

Active parent involvement with program goals may
be the crucial componentthatincreases the effective-
ness of an intervention curriculum. Sadly, this means
that when children live in particularly chaotic situa-
tions with drug-addicted families, sometimes with no
parents, program efficacy may be lower despite the

fine quality of curriculum materials and caregivers.

Thus, administrators should not dismiss excellent cur-

ricular ideas simply because in a particular case they

did not result in long-term sustained intellectual post-

program gains. When family supports and sustained

learning experiences in the family can also be imple-

mented, these curricula have proved effective in sup-

porting educational success, particularly for females

(Honig, 1982; Lally, Mangione, & Honig, 1988).

Although alternative, more pessimistic, points of

view exist, early intervention has been found to in-

crease intellectual achievements. Careful analyses of

program effects across models, theoretical bases, target

populations, time of entry, length of program partici-

pation, and other parameters suggest that program

enhancement of preschool intellectual achievements

will be more probable. Among these parameters are

the following scenarios: Families are initially at high

risk for failure to support early learning; enrichment

beginsin infancy; the ratio of caregivers to childrenis

high in preschool classrooms; practices are develop-

mentally appropriate; curricula emphasize hands-on

activities; rich language experiencesare carried out by

highly trained teachersin stable employment; and par-

ents are actively recruited and supported through in-

homevisitation as teachers of their own children.

HEAD START

Project Head Start was conceived initially as a

proactive governmental attempt to “eradicate the neg-

ative effects of poverty on children’s development”

(Zigler & Styfco, 1993, p. 1). Under the auspices of

the United States Department of Health and Human

Services, Head Start provides 3-to-5-year-old children

from low-income families with half-day enrichment

programsto boostsocialization and cognitive skills and

to detect health problems and facilitate treatment so
early learning is not impeded (Zigler & Muenchow,
1992). Thus, Head Start services comprehensively in-

clude cognitive, socialization, dental, mental health,

medical, language, nutrition, and social services. In
1990, Head Start programs enrolled 575,802 at-risk
preschoolers, out of a total of 2,475,000 poorchildren
eligible for the program. During the twenty-fifth an-

niversary year of the founding of Head Start, nearly

one-half million preschoolers in 24,000 Head Start

classrooms were daily receiving several hours of cog-

nitive and social boosts to their development (Horn,

1990).
Early, short-range studies showed positive gains in

IQ scores and better reading readiness or languagetest
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results. Results from the Westinghouse Learning Cor-

poration and Ohio University study of long-range ef-

fects of Head Start revealed, however, that when

matched with first, second, and third graders who had

not attended the program, the Head Start graduates

from 104 centers were still considerably below na-

tional norms on standardized tests of language and

scholastic achievement. Summer programs alone were

ineffective in producing cognitive gains, and full-year

programs were only marginally effective. Children who

had attended Head Start, however, are more advanced

than control children in kindergarten, and they con-

tinued to outperform controls in first grade (Leeetal.,

1990). The use of IQ as an outcome measure of Head

Start and of most early intervention programs does

more than measure formal cognitive abstract abilities

such as reasoning and speed of information processing.

Two researchers have reported that IQ “is also an

achievement test highly influenced by the child’s partic-

ular experiences ... fand] intelligence test perfor-

manceis greatly influenced by a variety of motivational

and/or personality variables that havelittle to do with

either formal cognition or achievementvariables” (Zig-

ler & Trickett, 1978, pp. 792-793). They suggest that

IQ changesresulting from early intervention programs

reflect primarily motivational changes that influence

test performance rather than actual changes in cogni-

tive functioning and propose that social competence

(rather than IQ to whichit is related in complex ways)

be used as “the major measure of the success ofinter-

vention programs such as HeadStart” (p. 793).

Goals of the Follow Through program proposed by

President Lyndon B. Johnson in 1967 wereto build on

Head Start by providing continuing help to the chil-

dren as they entered regular school. Because of fund-

ing constraints, Follow Through became a limited

planned variation experiment with twenty-two spon-

sors, to determine whether various curricular models

would have differential effects on low-income chil-

dren. In 1969, a limited number of communities par-

ticipating in Follow Through wereinvited to join the

Head Start Planned Variation Program (HSPV) to en-

hance continuity. Participants achieved substantially

greater test gains than children not enrolled in any

preschool but no better results than comparison chil-

dren in regular Head Start. Goodson, Swartz, and Mill-

sap (1991) found that the effectiveness of models

varied from site to site and that no model succeeded

everywhere it had been tried. Direct instructional

models had a higher average effect by third grade on

basic skills compared. with some models, but particular

HSPV models were notsignificantly better than others

(Rivlin & Timpane, 1975).

In response, Head Start funded thirty demonstra-

tion projects in 1986-1987 to develop strategies to aid

preschoolers in making the transition from Head Start

to kindergarten. These linkages presumably will help

disadvantaged youngsters to sustain the gains they

make in HeadStart. In addition, teacher qualifications

have been gradually improved so that 79 percent of

Head Start teachers have a Child Development Asso-

ciate degree or similar credential, and parents are

encouraged toward upward educational mobility,

which will enhance chances for sustaining children’s

cognitive achievements (Horn, 1990).

Despite ongoing attempts to improve Head Start

and to provide linkages and transition supports for

participants as they graduate to public school, no de-

finitive answer exists to the question of whetherearly

intervention programs such as HeadStart can actually

raise intelligence per se. This uncertainty stems from

several circumstances: Head Start children enter inter-

vention after the infant-toddler period, when intellec-

tual growth could be more easily influenced; intervention

classrooms differ markedly in developmental appropri-

ateness in implementation, the extent of teacher

education in child development and early childhood

educationis not uniformly high; and the degree of sup-

port for substantial, sensitive, and sustained parental

involvementin the child’s early learning varies widely

among families and classrooms. If intellectual success,

however, is measured not by IQ gains but by lowered

school failure, dropout, and retentionrates, then early

intervention programs have demonstrated effective-

ness in increasing cognitive competence.

(See also: INFANCY; INFANT TESTS AS MEASURES OF EARLY

COMPETENCE.)
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ALICE STERLING HONIG

INTERVENTIONS, LATER Intellectual com-

petence and performance are determined by several

factors. In addition to genetic endowment these fac-

tors include acquired knowledge, skills, and attitudes.

The acquisition of these assets is a lifelong process.

Whatindividuals learn during their formative years is

widely acknowledged to influence greatly their cogni-

tive development and performance for a long time.

Later experiences also can be important determinants

of the intellectual capabilities and functioning of

adults.

Although interest among educators and researchers

in teaching thinking in school is not new, it has been

particularly high in recentyears. This interest has been

expressed in research on the teaching and learning of

thinking, in the development and promotion ofways

to teach thinking, in the development of programs and

materials intended to facilitate that teaching, in the

convening of many conferences addressed to the sub-

ject, and in the publication of numerous books and

articles that focus on various aspects of thinking and

how it can be enhanced.

Reasonsfor this interest in the teaching of thinking

include practical concerns about the anticipated needs

of an intellectually-able workforce in the future, the

belief that a thinkingcitizenry is the best assurance of

the survival of democracy, and the philosophical per-

spective that the ability to think has a lot to do with

what it means to be human. Furthermore, there are

data that indicate that the educational system has not

been doing the best possible job in this respect (Na-

tional Assessment of Educational Progress, 1981, Na-

tional Commission on Excellence in Education, 1983).

These data provide strong motivation to find moreef-

fective ways to teach thinking.

ASPECTS OF EFFECTIVE THINKING

Thinking has many aspects, and there are many

ways to attempt to improve it. Researchers and de-

velopers of programs to teach thinking have ap-

proached the problem from a variety of perspectives,

and they have focused their attention on severalas-

pects of what it means to think well. The following

review of the work that has been done (from Nicker-

son, 1988/1989) highlights the aspects of thinking em-

phasized by researchers and program developers:

1. basic operations or processes (e.g., classification,

generalization, deduction)

2. subject-matter knowledge (e.g., knowledge about

physics, biology, literature, bicycles, postage stamps)

3. knowledge of formal principles or standardsof rea-

soning (e.g., logic, statistics)

4. knowledge of informal principles and tools of

thought (e.g., rhetoric, problem-solving heuristics)

5. metacognitive knowledge (e.g., knowledge about

human cognition, knowledge of one’s own cogni-

tive strengths and weaknesses, knowledge about

how to monitor and control one’s own thought

processes)

6. values/attitudes/dispositions/styles (e.g., reflective-

ness, fairness, objectivity)

7. beliefs (e.g., about problems, approaches, self,

causes, importance ofeffort)

Basic Operations or Processes. Some re-

searchers and program developers have attempted to

identify mental operations, or skills, that seem to be

involved in high-level thinking acrossa variety of sub-

ject areas (physics, automotive repair, computer pro-

gramming) and to develop methods for improving

them (Ehrenberg & Ehrenberg, 1982; Feuerstein et al.,

1980; Marzanoetal., 1988). The specific skills identi-
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fied by these efforts vary considerably from program

to program. Whatare called skills in some contexts

are called abilities, operations, processes, or something

else in others. The common idea is that there are a

fewabilities that are fundamentalto effective thinking

in any context; the hope is that a focus on these abil-

ities and an attempt to improve them through instruc-

tion explicitly designed for that purpose will improve

thinking generally.

Subject-matter Knowledge. Someinvestiga-

tors have focused on generally useful skills. Others

have emphasized the importance of the acquisition of

knowledge of specific subjects and of problem-solving

techniques that are especially useful for work in those

areas. Those who support this latter view point out

that thinking does not occur in a vacuum; to think,

one must think about something, and the quality of the

thinking is likely to depend greatly on how much one

knows about the subject about which oneis thinking.

They note too that expert problem solversin a partic-

ular subject area tend to be distinguished from novices

by the fact that they not only know more about the

area but that their knowledgeis organized in a more

useful way (Larkin et al., 1980). Related to the as-

sumption that subject-matter knowledgeis essential to

good thinking is the assumption that the problem-

solving techniques that are most effective in specific

contexts tend to be relatively unique to those contexts

and that, therefore, the teaching of approaches to

problem solving should also be done on a subject-mat-

ter basis (Chi, Glaser, & Rees, 1982).

The series of books on ULS. history, entitled Evalu-

ating Viewpoints: Critical Thinking in United States History

Series, written by a high-school teacher (O'Reilly,

1990-1992), approaches the teaching of thinking

within the context of traditional subject matter. The

first book of the series begins with a focus oncritical

thinking as a topic of study in its own right; subse-

quent units deal with specific aspects of critical think-

ing—identifying and evaluating sources, evaluating

evidence, evaluating arguments—in the context of

discussions of historical events. Another example of

embedding instruction of thinking within a context

other thana traditional elementary or high-school sub-

ject is Waller’s (1988) text, which uses the setting of

the courtroom and a jury trial.

Formal Principles or Standards of Reason-

ing. The effectiveness of instruction in formal logic

to improve the thinking of people who receive such

instruction has been debated for a very long time.

Muchof the debate centers on the question of how

relevantlogic, at least as traditionally taught, is to the

kinds of reasoning required by the challenges of every-

day life (Fisher, 1988; Toulmin, 1958). In recentyears,

considerable attention has been given to the question

of how effectively people reason about situations that

are characterized by many possible outcomes and a

high degree of uncertainty (e.g., a weather forecaster

trying to determine the likelihood of rain, a military

officer assessing the chancesthat a particular strategy

will be successful, a physician judging the probability

that a patient has a specified disease) and to whether

reasoning in suchsituationsis improved bytraining in

statistics and mathematical probability theory. Thereis

considerable evidence that people who lack training in

statistics and probability often reason inappropriately

when they have to judge the likelihoods of uncertain

events (Kahneman & Tversky, 1982; Nisbett & Ross,

1980; Tversky & Kahneman, 1974). Although training

in statistics and probability theory is no guarantee

against sucherrors, there is some evidence that people

who have had such training are less likely to make

them than those who donot (Nisbett et al., 1987).

Informal Tools of Thought.

solving has been studied by psychologists almost since

the beginning of psychology as an experimentalsci-

ence. Most of the early work was addressed to the

Human problem

question of how people approach problems when left

to their own devices; little came out of this work in

the nature ofprescriptions for problem solving. Since the

late 1950s, however, there has been considerable in-

terest among psychologists and othersin the possibility

of specifying generally effective problem-solving pro-

cedures. This interest was sparked,in part, by the ap-

pearance on the sceneof electronic computers. If such

procedures could be specified precisely, they could be

implemented as computer programsandthe usefulness

of computers would thereby be enhanced.

A variety of strategies, or “heuristic” principles and

procedures, seem to distinguish problem solving that

is more effective from problem solving that is less ef-

fective. There have been several attempts to isolate
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what is known abouteffective problem-solving strat-

egies, and to organize this information for people who

wish to study problem-solving techniques on their

own. Heuristic problem-solving techniques have also

been included in thinking-skills programs designed for

classroom use (Adams, 1986, Sternberg, 1986) as well

as the focus of a numberofcollege-level courses (Rub-

enstein, 1975; Schoenfeld, 1985; Wheeler & Dember,

1979),
Metacognition—Thinking about Thinking.

Several researchers have stressed the importance of

metacognitive knowledge, or METACOGNITION more

generally, as a factor in thinking. Metacognition means

knowledge about cognition in general and about one’s

own cognitive strengths and weaknesses in particular

and about the ability to manage and monitor one’s

own performance on cognitively-demanding tasks.

Amongtheearliest advocates of the teaching of meta-

cognition were Brown (1978, 1980) and Flavell (1979,

1981). Although the teachability of specific strate-

gies—sometimes called executive control strategies—to

direct and manage one’s own thought processes is a

matter of continuing debate, some investigators have

reported success in this regard (Belmont, Butterfield,

& Ferretti, 1982).

Attitudinal Factors.

thinking have emphasized the importance of attitudes

Some efforts to improve

or dispositions and similar factors, such as values and

styles (Paul, 1984, 1992; Ennis, 1985, 1987; Lipman,

1991; Newmann, 1991). One can hardly doubt either

the beneficial effects of such characteristics as inquis-

itiveness, fairmindedness, and reflectiveness, or the

negative impact of their opposites. The question of

how to teach or promoteattitudes, dispositions, intel-

lectual values or styles that are conducive to good

thinking remains a challenge for research. Investigators

whohavestressed such factors have typically stressed

also the importance of supportive environments, that

is, communities of learning or inquiry that encourage

students to think and share the products of their

thinking and that reward them for doing so.

Beliefs.

attitudes and dispositions is the idea that beliefs also

Closely associated with the emphasis on

can influence the quality of one’s thinking. One can

hold any of a variety of beliefs about the nature of

knowledge, about the roles of effort and luck in

achievement, about the modifiability of one’s own

capabilities and limitations, about the usefulness of

learning what is taught in school, about personal re-

sponsibility in opinion formation and decision making,

and so on. What one believes about these and similar

issues can affect not only how one thinks but how

much effort one puts into thinking (Dweck & Eliot,

1983; Baron, 1985; Deci & Ryan, 1985).

These emphasesare different, but they are not mu-

tually incompatible; although investigators differ con-

siderably with respect to where they believe the

emphasis should be placed, most would acknowledge

the importance of aspects of thinking in addition to

those they stress in their own work. Most would prob-

ably agree that there are learnable skills and strategies

that can be applied in many contexts. Few would

question the importance of subject-specific knowl-

edge. No one would deny that the quality of thinking

is influencedbyattitudes, dispositions, and beliefs. The

question of exactly how best to improve thinking

through instruction and education is much debated,

but the idea that the quality of thinking is influenced

by many factors is not.

ACADEMIC LEVEL OF PROGRAMS

Approaches to the teaching of thinking have been

developed for applications at all levels of education.

Some of the better-known programs, such as Instru-

mental Enrichment (Feuerstein et al., 1980) and Phi-

losophy for Children (Lipman, Sharp, & Oscanyan,

1980) are intended for use primarily (though not nec-

essarily exclusively) in lower- and middle-school set-

tings. Others, are more appropriate for upper-middle

or high-school contexts.

The fact that many high-school graduates arrive at

college without the thinking ability that the college

curriculum assumes (Mullis & Jenkins, 1988) has mo-

tivated the development of a variety of programsin-

tended to strengthen the thinking skills of incoming

college students who need such remediation. Examples

include ADAPT (Accent on the Development of Ab-

stract Processes of Thought) (Fuller et al., 1980),

COMPAS(Consortium for Operating and Managing

Programs for the Advancement of Skills) (Schermer-

horn, Williams, & Dickison, 1982), and SOAR (Stress

On Analytical Reasoning) (Carmichaelet al., 1980).
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Much of the guidance that has come out of the

work on problem-solving strategies and metacognition

is applicable to people of any age, but in particular to

those whose school years are behind them, as well as

to those whoarestill in the process of acquiring their

formal education. This guidance is available not so

muchin formal programs as in books that are acces-

sible to any interested reader.

EVIDENCE OF EFFECTIVENESS

A large amount of material has been published re-

garding the teaching of thinking. Many approaches

have been developed either to teach thinking in school

contexts or to help people improve their thinking on

their own. There are two types of evidence that these

approaches work and result in their intended im-

provements in thinking. One is the results-oriented

documentation that would be produced by formal

evaluations, that is, objective data showing whata pro-

gram can accomplish. Anotheris a rationale that rests

on a well-developed and tested theory of thinking or

specific aspects of thinking.

Some approaches have been subjected to evaluative

testing, and a few have some theoretical basis. Some

have neither claim to credibility. The latter represent

their developers’ beliefs about how thinking should be

taught, but they provide no evidence of effectiveness

beyondthat. This is not to say that all such approaches

are wrong, but only to caution that in the absence of

either empirical evidence of effectiveness or a com-

pelling theoretical rationale, claims of what a program

will accomplish should be considered as only predic-

tions that need to be putto thetest.

Fair and conclusive evaluations of educational in-

novations are very difficult to conduct. In any educa-

tional system there are variables that are beyond an

investigator’s control. As a consequence,the data from

even the most carefully conducted evaluation experi-

ments often are open to more than one interpretation,

and, therefore, do not provide unequivocal answers to

the questions to which the evaluations were addressed.

Reliable evaluative data are relatively scarce, partly be-

cause of how difficult it is to conduct educational eval-

uations and perhaps because program developershave,

in somecases, been sufficiently convinced of the merits

of their own approaches that they have not been

highly motivated to attempt evaluations.

Although most program developers are careful not

to make unwarranted claims for what their programs

can be expected to accomplish, some of the descrip-

tions of commercially available material are more pro-

motional than is appropriate from strictly scientific

point of view. A few program developers or authors

do make unsubstantiated and highly dubious claims of

being able to effect substantial increases in general in-

tellectual competence through the use of certain men-

tal exercises over a relatively short period of time.

Although the line between approaches that have sound

scientific bases and those that do not is not as easy to

draw as one might wish, the following questions are

worth raising when attempting to judge the probable

merits of a program or approach that oneis consid-

ering adopting.

1. What are the program’s specific objectives? Are

they clear? In what ways is the program intended

to enhance thinking? Are its objectives the ones you
wish to pursue?

2. Is the program’s documentation clear and adequate?

Does it provide the guidance needed to use the

program effectively?

3. What evidence exists that the program’s objectives

are realized when the program is used as intended?

Whatevidence is there that any improvementsthat

the program effects generalize and last? In the ab-

sence of such evidence, what arguments are made

that the anticipated improvements should do so,

and how compelling are they?

4. Are the assumptions regarding teacher qualifica-

tions clear? Be cautious if no assumptions are made

in this regard or if the teacher’s qualifications are

treated as unimportant. The teacher’s own thinking

competenceis a critical factor in the utilization of

any structured effort to enhance thinking through

instruction.

5. Does the promotional literature make the program

sound too good to be true? If so,it probably is.

Thinking is complex,andits many aspects are only

partially understood. Improving it is possible, but

it is an ambitious undertaking and there are noef-

fective, quick and easy ways of doing so.
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FURTHER READING

Reviewsof research on the teaching of thinking in-

clude Resnick (1987) and Nickerson, Perkins, and

Smith (1985). Overviews of many research and dem-

onstration programs can be found in Chipman,Segal,

and Glaser (1985), Costa (1985), Baron and Sternberg

(1986), Schwebel and Maher(1986), Presseisen (1988),

and Mulcahy, Short, and Andrews (1991). In addition

to edited collections of descriptive overviews of pro-

grams, there are books that give extensive information

on specific programs. Representative of such books are

Instrumental Enrichment (Feuerstein et al., 1980), Philos-

ophy in the Classroom (Lipman, Sharp, & Oscanyan,

1980), and Intelligence Applied (Sternberg, 1986). Swartz

and Perkins (1989) have provided an overview of work

in the field written explicitly for teachers and other

educational practitioners.

Several published sets of program materials are in-

tended for classroom use. These include Basics (Ehren-

berg & Ehrenberg, 1982), Odyssey (Adams, 1986) and

Tactics for Thinking (Marzano & Arredondo, 1986). In-

formation relevant to the teaching, or learning, of

thinking skills is to be found also in numerous books

that deal with one or another aspect of what it means

to think effectively and suggest ways to improve one’s

own thinking (Adams, 1974; Bransford & Stein, 1984;

Chaffee, 1990; Halpern, 1989; Hayes, 1989; Jones &

Idol, 1990; Kahane, 1984; Nickerson, 1986; Ruben-

stein, 1975; Ruggiero, 1984; Wickelgren, 1974). Some

of these books emphasize creative thinking, some em-

phasize critical thinking, some emphasize problem

solving or what might be called pragmatic thinking.
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RAYMOND S. NICKERSON

INTUITION

sophical concept implying the immediate grasping of

Intuition was originally a philo-

an object or idea without any apparent conscious rea-

soning. Intuition is thus a close cousin of sudden in-

sight. In psychology, however, intuition has fared

considerably less well than insight. The different re-

ception accorded these closely related notions prob-

ably derives from subtle differences in the everyday

usage of these two terms.

In commonparlance,intuition implies a feeling that

a particular solution, decision, guess, or premonition

is correct, evenif it flies in the face of evidence to the

contrary. An intuition in this sense may occasionally

prove justified, but such an outcome is typically re-

gardedas rare and therefore attributable to blind luck

or uncommon genius. Insight implies that a problem

has been successfully resolved in light of available evi-

dence. So, even if the solution turns out to be

mistaken, it is viewed as an understandable error, ra-

tionally made. Further, intuition but not insight is

often viewed as antithetical to analytic thinking, which

is regarded as the consciousorat least potentially con-

scious use of abstract symbols, critically and rationally

employed in accordance with rules of logic. Indeed,

intuition is often defined, at least in part, as nonan-

alytic thought. By way of contrast, there is no danger

of self-contradiction in asserting that analytic thinking

about a problem can yield a sudden insight into its

solution. Finally, because of the first two points, intu-

ition is often tainted by an implication of irrationality,

illogicality, or mental laziness, whereasthisis less likely

to be the case for insight.

INTUITIVE JUDGMENTS ARE

ERROR-PRONE

A great deal of research on decision making and

judgmenthas further diminished the tenuous reputa-

tion of intuition. These investigations, spearheaded by

Amos Tversky and Daniel Kahneman (1983), have

shown that people are very prone to make erroneous

decisions on the basis of intuition. One example helps

to demonstrate their point.

People were asked for their intuitive judgments

about how many seven-letter words ending in “ing”

would occur in four pages of a novel. A second ques-

the

sixth of seven letters. Notice that all words ending in

acl 99tion asked how many words would have “n” as

“ing” comprise a subset of words having “n” as the

sixth letter, so it stands to reason that “-----n-” words

will be far more frequent than “----ing” words.In fact,

however, people estimated that there were almost

three times more words ending in “ing” than words

having “n”as the sixth letter.

How could people’s intuitions have been so far off

the mark? Asit happens, people find it mucheasier to

think of specific words ending in “ing” than non-“ing”

words having “n”as the sixth letter. It therefore seems

probable thatthe relatively high accessibility of seven-

letter words ending in “ing” unduly influenced esti-

mates of their frequency. In fact, a great deal of

research has shownthatintuitive judgments are biased

by factors such as how readily information comes to

mind—unexaminedforits plausibility or pertinence in

light of other background considerations. This _re-

search also indicates that humans are almost perverse

in their tendency to make such intuitive decisions.It

has been argued that this tendency compromises hu-

manrationality because it so often generates avoidable
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errors in judgment. Whatis more, being well educated

does not necessarily prevent a person from falling into

such “intuition traps.” Even very sophisticated people

are prone to make such errors of intuition, which—

once pointed out—may seem obvious and foolish to

them.

INTUITION AND PROBLEM SOLVING

Other work related to intuition is less pessimistic

in its implications. Consider an early investigation of

problem solving reported by Norman Maier. People in

this study were confronted with the following prob-

lem: Tie together the free ends of twostrings that are

suspendedfrom the ceiling, but so far apart from each

other that a person cannot grasp both strings at the

same time, even if the person grasps one and walksit

toward the other. Oneelegant solution to this problem

involved realizing that a pair of pliers, which werelay-

ing in full view, could be used as a pendulum bob.

Thus, the pliers could be tied to the end of onestring

and swung toward the second one. The person could

then go to the secondstring, grasp it, and await the

arrival of the first one. It was then simply a matter of

liberating the first string from the pliers and tying it

to the second string.

Thirty-seven people who did not solve the problem

in about ten minutes were given an important clue,

though it was not announced as such. The clue in-

volved the experimenter “inadvertently” nudging one

of the strings, thereby putting it into lateral motion.

After being exposed to this clue, twenty-three people

solved the problem—most of them within sixty sec-

onds. The vast majority of these people had no idea

that the movementofthe string had inspired the so-

lution, however; in fact, most of them said they hadn’t

even noticed the string move. Incidentally, when the

experimenter simply twirled the string between his

thumband finger, it did not generate the pendulum-

bob solution. So, it seems likely that the lateral move-

mentof the string was the key factor in producing the

correct solution, even though most people exposed to

this clue seemed obliviousto it.

The string-pendulum investigation usefully intro-

duces andillustrates a view of intuition that can be

distinguished from both the original philosophical

notion of intuition as the immediate grasping of

something true and the late-twentieth-century psy-

chological view ofintuition as generating irrational, er-

ror-prone judgments.

INTUITION: A REFORMULATION

The aboveinvestigation has two quite different im-

plications. On one hand, the findings can be inter-

preted as revealing a crucial flaw in human cognition:

People are unable to provide an informed account of

their own behavior, and such ignorance can foster

irrational conduct and decisions. This implication

squares with the outcome of the word-estimating

study mentioned earlier. Suppose people had realized

that their intuitive judgments were in dangerof being

unduly influenced by the relative ease with which they

could think of words ending in “ing.” Surely they.

would have taken this knowledge into account and

saved themselves a potentially embarrassing error.

On the other hand, findings from the pendulum-

string problem have a positive implication that is not

so well revealed in the word-estimating task. It is well

established that people can be conscious of only a few

things at once. The participants in Maier’s study were

tacitly informed by the lateral motion of the string,

however, thereby permitting them to transcend the

limitations that conscious experience imposed ontheir

efforts to solve the problem. In sum, the possibility

that human judgment can be unconsciously biased is

balanced by the fact that it can also be tacitly informed

by considerations that are not well represented in con-

scious experience.

This latter possibility is the basis for an emerging

view ofintuition that is consistent with late-twentieth-

century research in cognitive psychology. According to

this view, intuition is not a mental pipeline to the

truth. Rather, it involves the automatic activation of

relevant information in a mannerthat can yield helpful

insights or hunches.

A basic assumption of this reformulation is that

clues to a problem or puzzle reflect and eventually

reveal an underlying structure or coherence. If rele-

vant memories andideas are clue-activated enough to

become conscious, their significance for the problem

at hand is recognized and experienced ‘as an insight or

hunch. Accordingly, we can define intuition as the per-

ception of clues to coherencethattacitly activates and
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guides thought toward an insight or hunch about the

nature of the coherence in question. Notice that, by

this definition, intuition is a mental process that can

generate insight as a product.

Figure 1 helps illustrate this reformulated notion of

intuition. It is an example of a so-called Gestalt-clo-

sure task—in this case, a schematic rendering of a

whistle. People who see the whistle often take a few

moments to do so. What happens between the time

when they see a confusing array of black patches and

lines and when they see them as a whistle? According

to the above formulation, there is enough “whistle-

ness” in the Gestalt to activate incipient thoughts of a

whistle (instead of a trombone,say). If and when the

idea of a whistle is activated sufficiently to become

conscious, its relevance to the Gestalt is apt to be rec-

ognized immediately in the form of a suddeninsight.

Implications and Limitations of a Reconcep-

The above for-

mulation has some important implications and

tualized Concept of Intuition.

limitations. First, intuition is constrained by a person’s

past experience. Clues to coherence cannot automati-

cally activate relevant memories unless they are avail-

able to be activated. For example, people who have

never seen a whistle are unlikely to recognize one

whenit is depicted in a highly schematic, Gestalt-clo-

sure fashion. For such people, there is nothing in their

storehouse of memories that can be activated by Ge-

stalt’s “whistleness”; consequently, the “whistleness”

of the Gestalt can have no clue value for them. In sum,

stored memories and knowledge limit the range over

which intuition can operate.

—  
Figure 1

A Gestalt-closure depiction of a whistle

Second, thoughtis intrinsically intuitive in nature:

Thinking inevitably proceeds from partial information

to interpretation—from clues to coherence to a hunch

about the coherence in question. To borrow Jerome

Bruner’s (1955) felicitous phrase, we all go “beyond

the information given” (p. 41). However, some people

need fewer clues to discern the coherence that under-

lies them, or discern coherence faster on the basis of

the sameclues that are available to everyoneelse. This

success is partly a matter of familiarity with a partic-

ular domain of inquiry and partly dependent on a va-

riety of other considerations. For instance, in the

context of problem solving, a high level of anxiety

tends to yield conventional or stereotyped responses,

whereasa low to moderate level of arousal has a higher

probability of generating productive hunches. In any

case, people who seem to have a singular facility for

going beyondthe information given may be widely re-

garded by their peers as intuitive. According to the

present, reformulated notion of intuition, however,

this is an honorific rather than a technical use of the

term.

Third, the question of what actually transpires be-

tween perceiving clues and perceiving the coherence

they reveal remains to be worked out in detail. Some

authorities argue that the cognitive processes involved

are essentially very fast versions of conscious, analytic

processes that have become routinized and habitual

through repeated practice. Others suggest that intu-

ition involves fundamentally different cognitive proc-

esses from those involved in conscious reasoning.

According to this view, intuitive processes are not con-

ducted in words or abstract symbols and are not con-

strained by logic. Rather, they are triggered more or

less automatically by clues in accordance with psycho-

logical lawsof association and conditioning. Still others

emphasize thatanalytic and intuitive modes of thought

form a continuum andthat the nature of a problem—

and the manner in whichit is presented—determine

whether an analytic or intuitive approach to problem

solving is apt to be more successful. This view empha-

sizes that an intuitive approach to problem solving is

not always inferior to an analytic approach, frequent

claims to the contrary notwithstanding.

Finally, during the course of problem solving, even

though a hunchorinsight may surface suddenly as an

“aha experience,” the intuitive processes underlying its
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emergence are morelikely to be continuous than dis-

continuous in nature. In other words, sudden insight

is not as spontaneousas it seems. Nevertheless, it can

be verydifficult for people to provide an accurate ac-

count of howthey got from the clues of a problem to

a satisfactory conclusion. This difficulty occurs in part

because the sudden emergence of a hunch or solution

immediately arrests attention and decreases the likeli-

hood that the person will retrospectively scan the im-

mediately preceding mental processes. In addition, the

mental processes that generate hunchesare typically

implicit and automatic, which makes it intrinsically

difficult, if not impossible, for them to be well repre-

sented in conscious experience. Thus, systematic in-

vestigation of intuition and insight in problem solving

will ultimately have to depend on morethan theretro-

spections of the successful problem solver. Attempts

in this direction began to appear in the literature in

the mid-1980s. One program of research led by Nobel

laureate Herbert SIMON (1986) has attempted, with

some success, to generate computer simulations of in-

tuition and productive thought.

INTUITION, NEW KNOWLEDGE,

AND ERROR

Intuition (along with the somewhat related notion

of creativity) addresses the problem of how people

generate and acquire new knowledge. This is a philo-

sophical issue that goes back at least to Plato. His the-

ory of anamnesis argued that new knowledge was

generated by rememberingideas that the person’s soul

had known in a previous life. While this notion may

seem quaint and outdated, its emphasis on memoryis

quite contemporary. Wedonotliterally rememberso-

lutions to problems, however. Rather, the clues pro-

vided by a problem activate relevant memories, and

then we recognize how they can be adapted to the

problem at hand. Moreover, this process does not

guarantee a correct answer. To the contrary, the pos-

sibility for generating new knowledge guarantees the

inevitability of error. Indeed, intuitive processes that

could not generate error could not generate anything

new atall, including genuine insights into the nature

of things.

(See also: INSIGHT.)
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KENNETH S. BOWERS

IQ GAINS OVER TIME
every one for which data exist, each generation out-

In twenty countries,

scores the previous generation on IQ tests, often by

huge margins. These IQ gains over time probably be-

gan no later than the last decade of the nineteenth

century at a time when, paradoxically, IQ tests did not

yet exist. The twenty countries are: Britain, Northern

Ireland, Canada, the United States, New Zealand, and

Australia, Norway, Sweden, and Denmark; France,

Belgium, and the Netherlands; the former East and

West Germanies, Austria, and Switzerland; Israel; Bra-

zil; and China and Japan.

MAGNITUDE OF IQ GAINS

IQ gains covering the last sixty years of the twen-

tieth century reveal a pattern. The gainsare largest on

tests with culture-reduced content such as RAVEN PRO-

GRESSIVE MATRICES, many of which are indicators of

fluid intelligence (Gf) (see FLUID AND CRYSTALLIZED IN-

TELLIGENCE, THEORY OF). These tests assume a mini-

mum of knowledge and aim at measuring on-the-spot

problem-solving ability. They vary widely in content:

Tests of spatial visualization, figural similarities and se-

quences,figure classification and generalization are the

purest measures of fluid intelligence; tests such as

numberseries and verbal analogies are less clear mea-

sures. The very best data, primarily military tests of

comprehensive samples of young men, show Belgium,

the Netherlands, and Israel gaining at a rate of 20

points over a generation (thirty years), while Norway,

Sweden, and Denmark have gained at a rate of about

10 points (Emanuelsson & Svensson, 1990; Flynn,

1987; Teasdale & Owen, 1989).

The best data for culture-reduced tests suggest an

average gain of about 15 points (or one standard de-

viation) per generation. The high quality of these data

means we must take the national differences they re-

veal seriously. Clearly, Scandinavian countries have

gained at a much lowerrate than other nations; in-

deed, beginning in 1985, Sweden may have become

the first nation to begin to register losses on a test of

spatial visualization. The next best data tend to put

Britain, Australia, and Canada, nations similar in cul-

ture, at 12 to 16 points per generation (Flynn, 1987,

pp. 176, 180; Raven, Court & Raven, 1992, pp. G22-

G26). The British estimate is based on adults; samples

of schoolchildren give much lower rates. Weak data

show wide-ranging results for France, the Germanies,

Northern Ireland, China, Brazil, and New Zealand.

Other kinds of tests all measure crystallized intel-

ligence (Gc) to some degree. These tests place less em-

phasis on on-the-spot problem solving and more on

whether someone has acquired the skills, or general

knowledge, or vocabulary we would expect an intel-

ligent person to gain in a normal life. IQ gains over

time diminish as tests get farther and farther from

measuring fluid intelligence. The continuum from fluid

to crystallized runs from tests with culture-reduced

content, through performance tests, through verbal

tests, to pure vocabulary tests. Verbal tests always in-

volve spoken or written language. Performance tests

involve an operation, using blocks to copy a design,

arranging pictures in a logical sequence.

Wechsler performance scale gains among school-

children show much the same range of results as the

culture-reduced tests they resemble: Only the weaker

data give gains much above 20 points over a generation
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(thirty years) or below 9 points (Flynn, 1987, pp. 185-

186). However, tests like Raven’s have generated much

adult data, the Wechsler tests very little. There is no

obvious tendency for gains to diminish with age but

recent Japanese data, from a small sample, suggest cau-

tion. Japanese schoolchildren have doubled the rate of

gain of white American children, about 20 points com-

pared to 9, while Japanese and ULS. adults show sim-

ilar rates.

Verbal IQ gains vary from almost nil to 20 points

per generation, with 9 as a rough median, and some

of this is adult data from military testing. Among the

eleven countries that allow a comparison, there is not

one in which verbal gains match the gains on culture-

reduced, or performance, or nonverbal tests and often

the ratios run against verbal gains by two or three to

one. Where vocabulary gains can be distinguished

from verbal gains in general, they rarely match them.

Despite sizable IQ gains in Scotland and NorthernIre-

land, there have been no vocabulary gains. British

adults of all ages gained 27 points over fifty years on

Raven’s, but gained only 6 points over forty-five years

on the Mill Hill Vocabulary Scale (Flynn, 1987, pp.

185-186; Flynn, 1990, p. 47; Lynn, 1990, p. 139;

Raven et al., 1992, pp. G22—G26).

PRACTICAL IMPLICATIONS

IQ gains over time mean that IQ tests must be re-

standardized frequently, otherwise subjects are being

scored against obsolete normsand will get inflated IQ

scores. For example, when the Wechsler Intelligence

Scale for Children (WISC)was restandardized in 1989,

the new test manual showed that average persons

might be scoring as high as 107 to 108 on the perfor-

mance scale of the old test, which would make them

appear well above average. We can of course try to

use past IQ gains to estimate what has happenedsince

a test waslast standardized, but if trends alter, we go

astray. Using past trends it would have been reason-

able in 1989 to assumethat a score of 105 was average

on both the old WISC performance and verbal scales.

The new manual suggests that 107.4 was needed on

the former and only 102.4 on the latter (see also

WECHSLER SCALES OF INTELLIGENCE).

Obsolete tests play havoc with both group compar-

isons and diagnosis of the potential of individuals. Ver-

non, back in 1982, did notrealize that manystudies

had scored Chinese Americans against obsolete norms.

They were not being compared to whites of their own

generation, whose IQs were muchthe same,but rather

to whites of an earlier generation, which made them

appear to be an elite IQ group. This obscured an

important group difference concerning IQ and achieve-

ment: Chinese Americans outperform white Ameri-

cans academically and in terms of occupational status

by huge margins despite having no higher mean IQ

(Flynn, 1991). Another example, Raven Progressive

Matrices, was normed on adults in urban China in

1986. Because there were no up-to-date norms for

British adults, it seemed possible that Chinese were

equal or even superior. The British norms of 1992

show that the Chinese mean is almost surely below

the British mean (Ravenetal., 1992, pp. G22—G26).

Intervention and adoption studies go astray because

group comparisonsare implicit. When Heberand Gar-

ber used a massive enrichment program (the Milwau-

kee Project) to help ghetto blacks, they appeared to
have lifted the IQs of children, perhaps destined for

mental retardation, 20 points above the average score

of contemporary whites. Thanks to obsolete tests, they

were comparing these black children to the far lower

scores of whites a generation ago. The Skodak and

Skeels Adoption Study found a 20-point gap between

the IQ of adopted children and their biological moth-

ers, which seemedto show the potency of being raised

in a good adoptive home. However, some of that gap

was due to normsfourteen years out of date, which

meansthat the adoptive homes weregetting credit for

what were merely IQ gains over time enjoyed byall

children (Flynn, 1984, pp. 40-41).

A widely held hypothesis has been that as people

age they suffer large losses in fluid intelligence. This

results from comparing today’s 70-year-olds with to-

day’s 20-year-olds, which gives the elderly much lower

scores. When today’s 70-year-olds are compared with

the 20-year-olds of fifty years before, their actual co-

horts, losses with age are seen to be minimal. The ap-

parent “losses” are primarily one generation being

outscored by the next generation (Ravenetal., 1992,

pp. G22—G26). This may seem to showthatthe elderly

of today are at least less intelligent than the youth of

today. Even this is suspect because, as we shall see, IQ

differences between generations may not constitute in-
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telligence differences. Sometimes it is children whose

_ potential is mismeasured. A schoolchild may be scored

against an obsolete IQ test and an up-to-date achieve-

ment test. Therefore, although actually average for

both, he or she appears to be achieving below his or

her intellectual potential because of an inflated IQ

score.

Finally, a sobering phenomenon. Between 1947 and

1972, a gap of twenty-five years between standardiza-

tions of the WISC, IQ gains over time lowered the

number of American children eligible to be classified

as mentally retarded from 8.8 million to only 2.6 mil-

lion. Either the criterion was far too strict in 1947 or

far too lenient in 1972. There is no evidence in the

literature that clinical psychologists were aware of the

discrepancy (Flynn, 1985).

IQ GAINS AND INTELLIGENCE

IQ gains over time pose a problem in that some

gains seem too large to equate with intelligence gains.

This assertion presumes an operational concept of

intelligence, however rough and ready. The concept

presumed will be labeled “understanding-baseball in-

telligence.” It is derived from an account Arthur JEN-

SEN givesto illustrate the limitations of a subject with

a Wechsler IQ of 75. Despite the fact that the man in

question volunteered baseball as his chief interest, and

attended or viewed games frequently, he was vague

aboutthe rules, did not know how manyplayers com-

prised a team, could not name the teams his home

team played, and could not nameany of the most fa-

mousplayers (Jensen, 1981, p. 65).

In 1992, John Ravenrestandardized the Raven Pro-

gressive Matrices on a representative sample of the

adult population of Dumfries in Scotland, selected as

‘typical of an area whose norms matched those of Brit-

ain as a whole (J. Raven, 1981, p. RS1.25). His father,

J. C. Raven, had originally normed the test in 1942.

For ages 20 to 30, he selected soldiers in army camps

whose education matched that of British males at the

time. For older ages, he tested large samples from a

private firm and from a government department, a

majority of whose employees joined as youths andre-

mained until retirement. They gave him a curve of

performance from one age cohort to another and he

grafted that curve onto his military sample, thereby

deriving norms covering all ages (Foulds & Raven,

1948; J. C. Raven, 1941).

The 1992 sample shows that by that date perfor-

mance on Raven’s peaked no earlier than ages 35 to

40. The 1942 sample peaked earlier but maintained

top performance until 35 to 40, so those ages allow

the fairest comparison: they also match theresults of

comparing all ages from 18 to 67. The 1992 sample

outscored the 1942 sample by almost 27 IQ points.

Moreover, the cohort aged 70 in 1992 matched the

20-year-olds from 1942. If we assume that the 70-

year-olds of 1942 matched the 20-year-olds of 1892,

we can trace IQ gains back 100 years, that is, back

before IQ tests existed. The Raven data are like rays

of light from a distant star that give us a glimpse of

the universe as it was long before the earth was born

(Raven et al., 1992, pp. G22—G26).

The data show that Britons gained 55 IQ points

between 1892 and 1992. This means that in terms of

today’s norms, adult Britons had an average IQ of 45

in 1892. The samples do not match the quality of mil-

itary samples, and the equating of age cohorts from

present to past can only be approximate. Nonetheless

it will be difficult to defend any estimate that puts

mean IQ in 1892 above 60; therefore, at a minimum,

84 percent had an IQ below75. In order to identify

IQ gains with understanding-baseball intelligence, we

would have to assumethat 84 percent of Britons could

not, even if it became their chief interest, understand

cricket in 1892. The best data available pose similar

problems. Using military data, Dutch males in 1952

had a mean IQ of 80 in terms of 1982 norms. Can we

assume that almost 40 percent of them lacked the ca-

pacity to understand soccer, their most favored na-

tional sport?

These scenarios are derived from gains ontests of

fluid intelligence. Jensen’s subject had a Wechsler IQ

of 75, and Wechsler tests measure a mix of fluid and

crystallized intelligence. It may be said that such tests

are a better measure of mental retardation and, there-

fore, that our scenarios are suspect. This demands a

reply on twolevels.

First, there are the U.S. data from tests that mea-

sure a mix of fluid and crystallized intelligence.

Wechsler and Stanford-Binet samples show gains at an

average rate of about .3 points per year from 1932 to

1989. However, these gains probably began nolater
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than 1918. Every study from that era shows large

gains, and they are supported by comparing perfor-

mance on the Stanford-Binet by soldiers in 1918 with

the standardization sample of 1932. The evidence sug-

gests at least 21 points gained between 1918 and 1989

(Flynn, 1984). This means that in 1918, when scored

against today’s norms, Americanshad an average IQ of

79 on tests whosecrystallized componentis at least as

great as Wechsler tests. Does that mean that 40 per-

cent of Americans lacked the capacity to understand

the basic rules of baseball?

Second, theory posits a functional relationship be-

tween fluid and crystallized intelligence such that their

problems cannot be compartmentalized: Whatafflicts

one must affect the other. A population whose fluid

intelligence tests at 60 or 70 or 80 should not soar

muchabovethatfor crystallized intelligence. It is quite

possible that subjects whose fluid intelligence did not

decline until old age should retain the information and

vocabulary they acquired earlier, at a time when their

fluid intelligence was normal. The evidence of many

studies suggests this (Horn, 1989). However,it is quite

another thing to imagine people acquiring normallev-

els of knowledge and vocabulary whose fluid intelli-

gence never, during their entire lives, rose much above

the level of mental retardation. Indeed, the very fact

that massive IQ gains can occur, whether measured by

tests of fluid or crystallized intelligence, despite nil or

minimal vocabulary gains seems incongruous.

Theory also gives tests of fluid intelligence an in-

dispensable role in drawing the distinction between

intelligence and learning. As an approachto a puretest

of learning, imagine a simple task such as tying one’s

shoes: Since almost everyone can perform this task,it

comes close to measuring no intelligence differences.

Tests like the Wechsler tests measure a mix of learning

andintelligence, that is, the tasks are of graduateddif-

ficulty so that they rank people in terms of the amount

of intelligence usually required to learn them. Tests of

fluid intelligence are designed to presuppose a mini-

mum of learning, often no more than acquaintance

with certain simple shapes, and therefore are deemed

approachesto a puretest of intelligence (Horn, 1989;

Jensen, 1979, pp. 79-81; Jensen, 1980, pp. 234-236).

Jensen and others are now experimenting with re-

placing IQ tests, at least when they compare groups

with results that seem suspect asintelligence differ-

ences, with physiological measures. The hopeis that

by measuring the electrical response of the cerebral

cortex to sights and sounds, how quickly people can

move from one button to another, and the time taken

for an injection of glucose to reach and be absorbed

by the brain, we will find an intelligence test that al-

ways gives plausible results, even when used to com-

pare generations over time (Jensen, 1988, 1989).

THE TWO CAUSAL PROBLEMS

Massive IQ gains pose two causal problems and,

therefore, candidates for the role of cause must meet

twobasic criteria: They must be capable of explaining

the gains when confronted with the total array ofdata,

and they must be capable of causing IQ gains without

at the same time causing intelligence gains.

There are also a few supplementary criteria: They

must be environmental and go beyond mereincreased

exposure to IQ tests. Over one or two generations,

only a fanatic eugenics program could have made a

significant contribution to IQ gains, and,if anything,

mating trends have been dysgenic. The gains antedate

the period when testing was common and have per-

sisted into the era when IQ testing, due to its unpop-

ularity, has become less frequent. Even when naive

subjects are repeatedly exposed to a variety oftests,

IQ scores rise by only 5 or 6 points and the rate of

gain reduces sharply after the first few exposures. IQ

trends over time show gains as high as 55 points and

in some countries, the rate of gain has risen decade

after decade.

Education recommendsitself as a possible cause. In

most countries larger numbers of people are spending

longer periods of their life being schooled and exam-

ined on academic subject matter. IQ gains in Denmark

appear highly correlated with increased years of

schooling and more people attaining higher credentials

(Teasdale & Owen, 1987). However, the reverseis true

in the Netherlands, where matching across generations

to hold educational level constant eliminates only 6.5

percent of a massive gain (Flynn, 1987, p. 188). Gains

amongschoolchildren, say, comparing sixth or twelfth

graders with their counterparts a generation ago, can-

not be influenced by years of schooling in that the

number of years are by definition the same. As for

quality of schooling, the tendency of IQ gainsto es-
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calate the farther one gets from tests correlated with

traditional academic skills is virtually universal. The

United States has had significant IQ gains since 1972,

a period during which the National Assessment of Ed-

ucational Progress (the nation’s “report card”) found

little or no academic achievement gains.

The fact that education cannot explain IQ gainsas

an international phenomenon doesnot, of course, dis-

qualify it as a dominant cause at a certain place and

time. Particular countries are sometimesinfluenced by

a factor thatis culture specific. Comparing age cohorts

suggests that urban China gained 22 IQ points on the

Raven Progressive Matrices between 1936 and 1986

(Raven & Court, 1989, p. RS4.8). Learning to read

Chinese characters involves endless practice in break-

ing a complex pattern into two components, one con-

veying meaning, the other pronunciation. The spread

of literacy might be a dominantcause of matrices gains

peculiar to urban China.

It is logically possible that peculiar factors dominate

in each and every one of our twenty countries. But

this seems highly unlikely. Two attempts to explain IQ

gains as an international phenomenonhavegained cur-

rency, namely, the Brand hypothesis and the nutrition

hypothesis.

Brandargues that the permissive society advantages

the present generation on tests with time limits. The

scrupuloustest taker of the past wasted time trying to

get every item correct; today’s subjects are prone to

intelligent guessing and finish more items within the

time allotted. This hypothesis is theoretically ideal. It

explains IQ gains in terms of something that implies

no intelligence gains and cites environmental factors

independent of mere exposure to tests. However, it

has now beenfalsified. Wechsler performancetests in

nation after nation show gains as high as the culture-

reduced tests even though the latter usually impose

much greater time pressure (Flynn, 1987, pp. 185-

186). The huge gains of adult Britons on Raven’s were

made by subjects who took the test untimed. Flieller,

Jautz, and Kop (1989, pp. 11-12) analyzed a Binet-

type test with a fairly even balance of timed and un- ©

timed items. They found that the last generation left

more questions unanswered on both kinds of items,

and that worse performance on items completed ac-

counted for virtually all of the last generation’s score

deficit.

Unlike Brand’s hypothesis, the nutrition hypothesis

creates a tension between our two basic causal prob-

lems. Better nourished brains would function better in

the test room, but they should also function better in

everydaylife. Therefore, if nutrition has caused 20 or

30 or 50 points of IQ gains, we seem driven to posit

huge understanding-baseball intelligence gains.

Richard Lynn (1987, 1989) enhancesits plausibility

by ascribing only 15 points to nutrition and the re-

mainder to other causes such as defective tests. For

example, the Raven Progressive Matrices are held to

measure increased arithmetical skills as well as intelli-

gence gains and therefore to overestimate intelligence

gains. The critique of Raven’s poses manyevidential

problems. Norwegian draftees made Raven gains while

suffering losses on a test modeled on the Wechsler

adult arithmetic subtest. Military samples from Israel

show comparable male and female performance on the

matrices, which runs counter to most gender data on

mathematics. As for the magnitude of Raven gains,

they are larger than those of other nonverbal tests in

Britain, but equivalent in Belgium and smaller in Aus-

tralia, Canada, and Scotland (Flynn, 1987, pp. 173-

174, 176; Flynn, 1990).

Even if given a diminished explanatoryrole, the nu-

trition hypothesis has its own peculiar evidential prob-

lems. Lynn (1987, p. 467) cites a one standard

deviation (SD) height gain over the last fifty years,

which equals his estimate of British intelligence gains

over that period. However, some European countries

have been making height gains for fully a century or

two and these amount to more than one SD, some-

times to two or three (Floud, Wachter, & Gregory,

1990, pp. 16, 23, 26). If height gains are truly accom-

panied byintelligence gains, they pose a familiar ques-

tion: Did the Dutch in 1864 really have the same
intelligence as people who today score 65 onIQ tests?
Did Norwegians in 1761 really resemble those who
today score 62?

The best experimental study of the effects of vita-

min-mineral supplements on IQ showsthatin Califor-

nia a modest supplementhadlittle effect, a moderate

one had significant effect, and a large one had little

effect (Schoenthaler et al., 1991, pp. 357-358). That

every nation has continuously enhanced nutrition just

the right amount, neither too little nor too much, for

decade after decade, seems unlikely. For example, the
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Netherlands almost certainly gave children born after

World WarII better nutrition than it gave those born

during the great war-time famine. The effect on IQ

gains over time was nonexistent (Flynn, 1992, p. 346).

The experimental data from dietary supplements

also showthat 75 percent of subjects enjoy very mod-

est gains, while 25 percent, presumably subjects who

are subclinically malnourished, make large gains. The

latter tend to have lower IQs than the former, which

meansthat if enhanced nutrition is a factor, IQ gains

over time should come disproportionately from those

with below-average IQs. Denmark fits that pattern,

but most nations do not. A good sign that IQ gains

extend to every IQ level is that score variance remains

unchanged over time, or diminishes only because of

clear ceiling effects. Military samples or samples of

equivalent quality show this for Belgium, Norway,

Sweden, Israel (males), Canada, and New Zealand.

Dutch Raven data and U.S. Wechsler data actually

provide the full IQ curves andallow us to trace gains

at all levels (Bouvier, 1969, pp. 4-5; Clarke, Nyberg,

& Worth, 1978, p. 130; Elley, 1969, p. 145; Eman-

uelsson & Svensson, 1990; Flynn, 1985, p. 240; Rist,

1982, p. 47; Teasdale & Owen, 1989, pp. 258-259).

FUTURE OF AN ILLUSION

Massive IQ gains over time present us with some-

thing that is both deceptive and real. People today

cannot have much more understanding-baseballintel-

ligence than people did generations ago. However,

they really are better at some sort of problem-solving

ability that must have subtle effects on everyday life.

It is as if juggling ability had dramatically escalated

over the last 100 years, but no one had noticed until

recently, no one could provide a general explanation,

and no one could find evidence of enhanced perfor-

manceat a culturally significant sport, such as baseball

or cricket. Some day sufficient data may allow us to

see why sometests show highergains than others, why

someperiods show highergains than others, why some

countries show higher gains than others, and we will

agree on a solution to the causal problems. The result

will be a better theory of intelligence and better ve-

hicles for measuring it.

(See also: INTERVENTIONS, LATER; STAGES OF COGNITIVE

DEVELOPMENT.)
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